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—— Abstract

In this paper, we present a method for optimizing C code for embedded multi-core systems using

cross-layer parallelization. The method has two phases. The first is to develop the algorithm without
any optimization for the target platform. Then, the second step is to optimize and parallelize the
code across four defined layers which are the algorithm, code, task, and data layers, for efficient
execution on the target hardware. Each layer is focused on selected hardware characteristics. By
using an iterative approach, individual kernels and composite algorithms can be very well adapted to
execution on the hardware without further adaptation of the algorithm itself. The realization of this
cross-layer parallelization consists of algorithm recognition, code transformations, task distribution,
and insertion of synchronization and communication statements. The method is evaluated first on a
common kernel and then on a sample image processing algorithm to showcase the benefits of the
approach. Compared to other methods that only rely on two or three of these layers, 20 to 30 % of
additional performance gain can be achieved.
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1 Introduction

State-of-the-art embedded multi-core processors offer high performance with low power
consumption, but programming them efficiently presents new challenges due to a high
complexity e.g. in the partitioning of tasks on the specific multi-cores. Some of the main
challenges when developing applications for embedded multi-core are:

Developers tend to think sequentially. To take full advantage of multi-core systems,
parallel applications need to be partitioned up front. This extra work does not occur in
sequential development and distracts from the actual programming of the algorithm.
To distribute tasks across processing units, data and control dependencies have to
be considered to avoid errors like race conditions or deadlocks which cannot occur in
sequential programs.
Debugging is much more complex on multi-core systems because parallel processing with
multiple threads does not ensure determinism. If execution is interrupted at any time,
the current state of each processing unit cannot be predicted.
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Programmers encounter challenges that divert their focus from implementing actual
functionality. This paper proposes a solution that segregates application development from
target platform optimization. The proposed solution involves commencing with a model-based
design that remains entirely platform-agnostic, followed by iterative optimization grounded
in four defined abstraction layers. Each layer progresses towards the hardware in granular
stages. This approach ensures that algorithm development is completely decoupled from
hardware platform optimization, as no code needs to be written after model implementation.
The approach is intended to be used with applications that can be analyzed statically which
means problem/data sizes are known or at least bounded so that the best performance
of the application on the target platform can be achieved. There are various possibilities
to implement the approach, including using multiple software tools within a tool flow for
layer optimizations or employing manual optimization steps that concentrate on the defined
layers only. For the remainder of this paper, we adopted a middle approach: using currently
available tools for optimization at each layer, but without a fully integrated tool flow. We
used tools developed by emmtrix Technologies! that were originally based on results from
the ALMA research project [2]. While these existing tools provide the framework to apply
the optimizations on different abstraction layers, the concept of this proposed cross-layer
parallelization is not integrated in the usual tool flow. This novel combination of layers
allows the use of specifically optimized implementations for identified algorithms, in addition
to general optimizations such as code transformations and task distribution with optimized
communication placement. The following four abstraction layers will be used in this paper:

1.1 Definition of Algorithm Layer

The algorithm layer in this approach refers to the abstract representation of an algorithm
that has been developed independently of the target hardware platform. The choice and
implementation of the algorithm has a high impact on performance. Let’s take sorting
algorithms as an example: different algorithms vary in terms of runtime, memory requirements,
and stability. The potential for parallel execution is different with each implementation but
usually comes with a slower sequential execution or increased memory requirements. The
best selection can therefore only be made in combination with the information about how
many processing elements and how much memory is available and how big the data set to
process is. The goal of this layer is to provide a library of common algorithms or kernels
with a selection of implementations to choose from, to identify these known algorithms in
the source code and together with the decisions on later layers select the best performing
realization for the actual hardware.

1.2 Definition of Code Layer

The code layer refers to the actual representation of the algorithm as source code. How the
individual computations are represented determines how many (independent) tasks can be
generated and thus how well parallelization can work. Code transformations can be used to
change the code of the application without affecting the result of its calculations. They can
be used to take advantage of the intrinsic parallelism that is already part of the code, for
example, when processing large amounts of data. Two example transformation that are used
in the evaluation:

! https://www.emmtrix.com
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Figure 1 Abstraction layers used in this approach.

= Loop fission: If there are multiple statements in the body of a loop that can be executed
independently, it is possible to split the statements into two or more loops over the same
index range. Since the resulting loops have no dependencies on each other, they can be
executed in parallel.

= Variable splitting: Instead of having a single array variable, splitting it into multiple ones
allows parallel calculations on different regions of the original data without affecting each
other.

The most beneficial transformations are applied to loops as that has the greatest potential for

improving parallelism. But besides the loops and their number of iterations, other properties

play a role at this layer as well, e.g. data access or locality, the actual number of individual

code blocks and how well the code can be statically analyzed.

1.3 Definition of Task Layer

The task layer refers to the part of this approach at which tasks are assigned to individual
execution units of the target platform. During parallelization, both mapping and scheduling
are performed to select which core or processor a task is executed on and the order in
which the tasks are executed there. All dependencies between tasks must be taken into
account, mainly from the data flow, but also from the control flow. Depending on the target
architecture, these dependencies lead to synchronization or communication overhead. In
addition to pure data dependencies, anti and output dependencies must be considered to
ensure the correct order of execution. Also important for parallelization decisions is the

execution time of each task relative to each other and relative to the synchronization overhead.

If the granularity of the tasks is not taken into account, the overhead of communication
and synchronization may outweigh the benefit of parallel execution, resulting in a slowdown
compared to the sequential program.

1.4 Definition of Data Layer

The data layer in this paper refers to synchronization and data exchange between cores.

Without loss of generality, this work assumes hardware models with distributed memory. Any
shared memory system can also be considered and treated as a distributed memory system by
hard allocating the available memory to the cores. The goal of optimization on this layer is
to ensure data availability on each core while achieving the best runtime on the hardware and
ensuring that no errors are introduced due to false synchronization. Important aspects are the
placement of synchronization instructions and keeping the overhead of transfers to a minimum.

Figure 1 shows all used layers and their typical usage from the input source code to
the code for the platform. The remainder of this paper is organized as follows: Section 2
discusses the current state of the art and how the four layers are usually employed, Section 3
elaborates on the actual cross-layer optimization, Section 4 evaluates the approach with an
experimental case study, and Section 5 concludes this paper with an outlook.
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2 State of the Art

Foster[7] formulated already in 1995 a workflow to design and build parallel programs. The
main steps were partitioning, communication, agglomeration and finally mapping of tasks
and are taught at universities as a standard approach for parallelization. The approach
is comparable with the last three layers of our approach but lacks the potential of special
optimizations of known algorithms which allow more specialized implementations of known
kernels that usually make up large parts of typical embedded applications.

In [5], methods for programming parallel platforms based on algorithmic skeletons and
parallel design patterns are evaluated. While they prove useful for parallel programming, they
don’t ease the required hardware knowledge from the programmer. This kind of library-based
approach mostly focuses on the algorithm layer to provide special parallel implementations
with known functionality. Without any considerations from the task and data layers, this
kind of parallelization is limited to these functions and resources respectively an efficient
load balancing throughout the execution of the whole program cannot be achieved.

Automatic parallelization by the compiler is still a research topic in works like [9] and [8].
They focus on pattern recognition of common programming patterns with more recent work
also on the usage of machine learning for the detection. This pattern recognition covers the
optimizations on the algorithm layer and should achieve good results for programs that make
great use of these patterns. However, programs usually also have parts that don’t fit into
patterns and might need some other optimization steps which could e.g. be applied on the
code layer. [1] uses source-to-source compilation to optimize the source code for automatic
parallelization using OpenMP. Together, this covers the code, task and data layers as defined
in this work but does not use the benefits that optimizations on the algorithm layer could
bring to known algorithms.

The Daedalus framework [14] is a more recent approach for the design of multi-processor
system-on-chips. By approaching the issue together with system level synthesis, a synchronous
development of software and hardware is performed. To optimize the software for parallel
execution, the tool PNgen is used to apply polyhedral optimization techniques which result
in loop transformations according to mathematical equations. This approach together with
the design space exploration covers the two middle layers of our approach: the code and the
task layer. By adding the algorithm layer, specific optimizations can improve the results
while the data layer allows for more efficient execution of the parallel program on the target
platforms.

A summary of popular parallelization techniques can be found in [13]. Comparing it to
this approach it shows that they mostly focus on the code and data layers by optimizing
loops and communication.

[12] shows how concepts from high performance computing (HPC) can be applied to
embedded systems. HPC is originally more focused on achieving the best performance with
the available hardware without taking the potential worst case into account. While this is
not the case for typical embedded applications, the need to get the best performance out of
multi or many-core processors is getting higher. The work described relies on OpenMP with
task scheduling and does not take optimizations on algorithm or data layer into account.

Looking at heterogeneous systems, [11] compares different programming frameworks like
OpenMP, OpenCL and CUDA regarding programming productivity, performance and energy.
One major result here is that the human factor significantly impacts the fraction of lines of
code used to parallelize the code. Reducing this human impact should therefore be the goal.
The methodology proposed in this paper covers this aspect by only letting the programmer
develop the model and no further changes to source code.
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[16] introduces a compiler-based optimization specialized for machine learning. The
compilation applies various parallelization techniques controlled by the user through source
code annotations. This approach is sophisticated in the sense that the user does not necessarily
need in-depth hardware knowledge. All four layers are addressed, with reference to the
algorithm layer done through the limited applications that mainly relies on library calls. The
code and task layers, along with the data layer, are automatically processed, utilizing user
annotations as guidance for specific components.

Examining techniques that utilize multiple abstraction layers, studies such as [10] expand
the LLVM intermediate representation using domain-specific languages (DSL) that can reuse
the same compiler passes across numerous levels of abstraction. Although the initial aim
was to use transformations to lower abstraction, research such as [4] can be utilized to raise
the abstraction level and back-propagate information to higher levels. While this approach
optimizes all abstraction layers used in this work iteratively, it lacks flexibility compared to
the model-based approach used here due to its focus on DSLs.

Functional development is decoupled from optimization for the target platform in studies
such as [15]. Functional development is conducted in the high-level general-purpose program-
ming language Python 3 and the mapping process is carried out in Artisan meta-programs.
This decoupling allows different experts to handle these developments, eliminating the need
for understanding both the algorithm and the optimal implementation for the heterogeneous
hardware. Compared to our approach, the presented work relies on downstream processing by
OpenMP or high-level synthesis for optimal performance. Our work, on the other hand, op-
timizes program scheduling and data transfer directly on the task and data layers, eliminating
the need for downstream tools or operating systems.

3 Cross-layer Optimization

While independent execution of the layers is possible, the combined approach provides distinct
advantages. Progressing through the layers reduces the level of abstraction from the hardware
at each stage, necessitating more information with each subsequent layer. When switching
to a different hardware platform that has at least some similarity with the previous one, e.g.
the same numer of processing elements, some optimizations can be re-used. To demonstrate
the optimizations achieved at each layer and their potential interactions, we will employ the
Fast Fourier Transform (FFT) as an exemplar kernel. It was selected as it is a well-known
algorithm and shows good optimization potential on each defined layer.

3.1 Realization of Algorithm Layer

Recognition of known algorithms cannot simply be achieved by extracting them from source
code, as illustrated by the halting problem, where determining a specific behavior for generic
programs is impossible. Our solution is to use MATLAB® as the programming language
for a model-based approach. It offers several built-in versions of common algorithms, with
clear descriptions of the results. So instead of attempting to identify established algorithms,
the specific algorithm can be identified through a straightforward function call and precise
behavior specification within the MATLAB® description. To transfer the algorithm to
the embedded device, it was converted from MATLAB® to C code, as this enables more
targeted optimizations customized for the designated hardware. The code generation tool
developed includes support for basic arithmetic operations. For example, when adding two
arrays, the tool will convert them to arrays in C, which are then summed up with for-loops.
Library functions are utilized to customize function conversions, implementing the requisite
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functionality in MATLAB® scripts, subsequently generating the pertinent C code. Data type
and range analysis ensure the employment of only the most efficient data types in the C code.
Furthermore, this approach can offer unique realizations of established functions that can
be chosen with custom pragmas within the scripts. This permits additional enhancements
of the produced C code by returning to the code generation phase from later stages. To
achieve efficient implementation on the embedded target platform, a conversion of code must
be undertaken due to the inefficiency of executing MATLAB® scripts. Utilizing C code on
embedded platforms provides greater convenience and enables precise control of hardware
resources. The conversion step also facilitates the selection of an algorithm realization and
the generation of C code optimized for later layer simplifications.

The algorithm layer only uses the number of available cores as information about the
target platform. This information can be used to select an implementation that is optimized
for that number of cores.

Now, looking at the FFT, we can see that it is an in-built function of MATLAB® that
has a clear specification about its behavior and accuracy. Knowledge about the algorithm
allows us to provide an option for later layers of the flow: a N-point FFT may be substituted
with two N/2-point FFTs, which can be computed independently, as illustrated in Figure 2.
In other words, a simple option for the code generation can be used to specify the number of
times the FFT should be split up into. With the additional information about the number
of processing cores available, this can also be used as an upper boundary as splitting the
FFT up into more parts is usually not useful.

Figure 2 Splitting FFTs.

3.2 Realization of Code Layer

The code layer focuses on transforming the C code for task level parallelization. It is
implemented as a source-to-source compiler that reads the input C code, applies selectable
code or loop transformations to the desired parts of the code, and then outputs the transformed
C code. While these steps are not new in themselves, the importance lies in their interaction
with the other layers: Transformations in the code layer rely heavily on input from the
algorithm layer. E.g. an increased number of loops increases the potential for beneficial loop
transformations. The granularity of the transformations ensures that independent tasks can
be generated very well at this point for parallelization at the task layer. However, the number
of tasks should be determined together, since too many interdependent tasks only increase
the complexity of the scheduling algorithm without offering more optimization potential. All
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transformations that can change the access to the data also have the potential to reduce the
overhead at the data layer. At this layer, more information about the hardware can be used
for all decisions. Besides the actual number of processing elements, the type is relevant to
address available accelerators. Optimizations that improve data locality require information
about memory layout and cache availability to be useful.

For the FFT example, code transformations may be applied to the main loops of the
kernel by using variable splitting and loop fission to generate independent loops. Considering
the splitting option at the algorithm layer, this provides several options for dividing the code

execution. However, the best options will be selected with the assistance of the next layers.

3.3 Realization of Task Layer

After the enabling optimizations on the previous layers, the main part of the coarse-grain
parallelization takes place on this layer. As a pure optimization algorithm on a graph
representation, it takes into account all dependencies that are crucial for the allocation to the
individual cores. This is important for maintaining correctness, but sometimes overestimates
the actual performance. Since the placement and optimization of the communication takes
place later at the data layer and is based on a different representation, the synchronization
and duplication of the data cannot yet be fully considered and can only be passed as hints
to the next layer.

The most important function of this layer is to identify parts of the code that can be
executed independently by analyzing the data and control dependencies, and then to assign
these extracted tasks to the available cores so that the overall runtime is minimized. This
requires information about the actual runtime on each core to model the optimization problem
and the cost of the overhead of parallelization. The actual parallelization at this layer of
abstraction can be done with many different optimization algorithms. In this work, the
well-known Heterogeneous Earliest Finish Time (HEFT)[8] is used. As a greedy heuristic
algorithm, it usually does not reach the optimal runtime, but it has been extended to respect
user constraints like fixing tasks on certain cores in order to guide the optimization process
in the right direction. The parallelization on the task layer distributes all tasks onto the
available cores taking into account the communication overhead required to synchronize the
data. To minimize this overhead and ensure the correct execution, the actual placement and
optimization of the communication is handled on the next layer.

For the FFT example, partitioning of the code on both the algorithm and code layers is
decided at the task layer. It is only through the utilization of a more precise task runtime cost
model on the actual hardware and overhead costs for parallel execution that the overhead of
the two approaches can be accurately calculated. A performed test on an ARM Cortex A-76
processor with four cores demonstrated that dividing the FFT by four in the algorithm layer
gets the best use of the available cores. Code transformation are useful on the parts where
the data is partitioned, but as more involved also increases the required data transfers, an
optimization for two cores on the code layer achieves the best runtime.

3.4 Realization of Data Layer

The main function of this layer is to resolve all data dependencies that cross core boundaries
by inserting send and receive instructions for data transfers. Done correctly, this ensures that

the two most common errors in parallelization cannot occur: race conditions and deadlocks.

Race conditions occur when the result of one operation depends on the timing of another
operation. This can often happen when shared resources are accessed by multiple cores at
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the same time. By modeling these accesses through data dependencies, synchronization
instructions can be inserted whenever the resource is accessed, enforcing a predetermined
order across all cores that need to access the resource. This ensures the absence of race
conditions with the added overhead of synchronization whenever resources are shared. A
deadlock is an error state that occurs when the program waits indefinitely for data or signals
that never arrive. The program is stuck and cannot continue its execution. One way to
avoid this is to duplicate the control flow for all cores involved. That is, if a signal is sent
within an if-block only when a certain condition is met, the receiving core executes a copy of
the if-block that evaluates the same condition. This guarantees that send and receive are
always executed under the same conditions and that a receive is never called without an
associated send. The data layer requires the most details about the target platform. It needs
information about the communication infrastructure with all the data buffers, access to the
interface code, and information about what the C code should ideally look like for the target
platform’s compiler.

For the FFT example, the data layer is crucial for achieving the expected performance as
calculated at the task layer. To minimize core wait times, it is necessary to have a better
understanding of the actual interconnections between the cores and to manage data transfers
efficiently. This depends heavily on the volume of data being processed. As FFT is typically
utilized for larger amounts of data and requires minimal synchronization between the cores,
achieving high throughput is critical for optimizing the runtime on the hardware.

3.5 Interactions Between the Layers

With each layer, the optimization takes into account additional information about the
hardware specification. Figure 3 depicts which main features are utilized by each layer. The
arrows at the bottom of the figure show the typical process of cross-layer optimization: the
order of the layers is the algorithm, code, task, and data layer. From the code layer to the
algorithm layer, transitions occur when there is a need to implement a modified algorithm
or prepare for a specific number of cores. Likewise, the task and data layers transition
to the code layer when the code’s representation makes it difficult to efficiently allocate
tasks among the cores, either due to the volume of tasks or the resulting communication
overhead. From the data layer back to the task, reevaluation is necessary when scheduling
proposes parallelization that would create excessive communication overhead in the data
layer. Considering a change made on a previous layer would be advantageous, going back
more than one step is also an option.

Hardware Specification

Number Processing Communications Communication
of Cores Type Cost Model

MATLAB

1

Figure 3 Interactions between the different layers.
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4  Evaluation of the Method

For the evaluation, a streak detection algorithm as utilized for space debris detection is used.

It was selected as it best shows the potential of the approach on all the layers. The algorithm
consists of two main steps:

1. The input image is converted to grayscale and a Canny edge detector is used to extract
all edges in the image. The Canny edge detector is a well known algorithm [3] that is
still quite popular due to its low error rate and high accuracy. It is applied on an image
that is usually denoised with a Gaussian blur filter to find the edges identified with the
highest gradient change.

2. A Hough transform is applied to the resulting image, which is used to detect the peaks
with the highest contrast and to mark the found lines in the image. The Hough transform
is a formerly patented method [6] that is used to find geometric shapes such as straight
lines in binary black and white representations.

The source code of the algorithm is shown in Listing 1. The most relevant parts of the

program are directly available in MATLAB® so that calling the inbuilt functions is sufficient.

Only for the function to extract a line, a new custom function needed to be developed.

Listing 1 MATLAB® code of streak detection.
function [pointlArrays,point2Arrays| = streak_detection (img)
%convert to grayscale, available in MATLAB
gray = rgb2gray (img);
%extract edges from image, available in MATLAB
[E, thresh| = edge(double(gray), ’Canny’);
%apply Hough transform , awvailable in MATLAB
[H,T,R] = hough(E);
%extract peaks in Hough representaiton , awvailable in MATLAB
P = houghpeaks (H, 50);
%draw a line to connect points, implemented manually
[pointlArrays ,point2Arrays] = custom_houghlines (E,T,R,P);
end

The target system is an NXP P4080 DS with 8 PowerPC e500mc cores.

4.1 Evaluation of Algorithm Layer

Since the Canny edge detector algorithm is directly available in MATLAB® a call to the
function can be used as an entry point for the optimization at the algorithm layer. This offers
the potential for a few different optimizations: fixing the threshold for the edge detection
maintains the same results while reducing the runtime by 6%. Switching to single precision
data types with 32-bit floats still has enough accuracy, but reduces the runtime by another
28%. Finally, optimizing the memory allocation allows a further optimization of 19%, for
a total gain of 45% on the algorithm layer alone. The optimizations were applied without
any specific hardware knowledge, and the reduced complexity provides more options in later
layers of the flow. The performance gains were determined on the development PC using an
Intel Core 15-4570 with 16 GB DDR3 RAM with 1600 MHz. Measured was the execution time
of the C program generated from the MATLAB® code and the initial 259 ms were reduced
to 140 ms.
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Most functions in the source code 1 are part of the MATLAB® language scope, so that
specially optimized versions can be used during code generation. By using parameters to
guide the code generation, the generated C code can be prepared for later transformations.
In order to be able to apply the beneficial variable splitting and loop fission transformations
on the functions rgb2gray, edge and hough, the number of generated loops and variables
can be changed according to the input from the code layer.

4.2 Evaluation of Code Layer

The main task of the code layer is to provide the task layer with as many independently
computable tasks as possible. This is best achieved from the combination of variable splitting
and loop fission. The C code prepared at the algorithm layer now allows easy exploration of
the various options. The best results are achieved when the load between cores is balanced
over time with as little data exchange as possible. For the hypot, hough, and rgb2gray
functions, which each perform only a few calculations on a single matrix, the best solution
is to split them among eight, i.e., all available cores of the target system. For the Canny
Edge algorithm, which is executed independently in the X and Y directions, splitting for
four cores at a time has been shown to give the best results. By executing the two directions
in parallel, all eight cores can be utilized and limiting them to four cores each reduces the
communication overhead. While the actual splitting of the variables and loops is done on
this code layer, the decision about the splitting factors is decided by the later task and data
layers.

4.3 Evaluation of Task Layer

The previously generated independent tasks ensure that parallelization at the task layer can
be solved largely automatically. Only for tasks that split or collect data is there room for
optimization in the allocation by selecting cores in a way that minimizes communication.
This is done in conjunction with the data layer, since it is there that the final placement of
the communication instructions is made.

The parallelization on task layer uses a simple cost model for the actual timing: each time
data is accessed by multiple cores, a cost is added to reflect the overhead. The algorithm
then attempts to reduce the overall runtime while minimizing the communication overhead.
This model can be used to determine the best split factors for the code layer. The results of
the scheduling on the task layer can be seen in Fig. 4. It shows the load on the eight cores
of the target platform over time. During the first half of the execution, the edge detection
in both directions can very well utilize all available cores. While there is still some parallel
processing left afterwards at the 350 ms mark, the end is dominated by functions that don’t
benefit much from the parallelization on either layer. For the actual Canny edge algorithm, a
speedup of 6.28 is estimated while for the complete application, a speedup of 3.02 is estimated.
A more accurate estimate of performance, including core wait times for data, is handled on
the data layer.

4.4 Evaluation of Data Layer

Due to the nature of the algorithm, placement at the data layer is very straightforward: data
is always sent after it has been split or computed in the previous step, and it is received
immediately before further processing. It is important to transfer data between the cores
as quickly as possible to minimize waiting times. To determine the best positions for the
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Figure 4 Scheduling result of the task layer.

synchronization between the cores, the control flow of the application is used to find the
blocks that have the lowest number of executions while also minimizing any latency on the
receiving cores. The communication overhead is relatively large so that some of the gains
from the task layer cannot be implemented in the actual code for the hardware. Without
any further changes on the data layer, a speedup of 2.4 was achieved. Further optimizations
to reduce the communication overhead by implementing functions that directly access the
shared memory regions gained an additional 19 % for a final speedup of 2.86.

5 Conclusion and Outlook

The runtime of the streak detection algorithm was reduced by 65 %, from an initial runtime
of 2720 ms to 952 ms. Most of the optimization was done at the algorithm and code layer, but
parallelization at the task layer was critical to map the prepared tasks to the available cores.
Finally, the optimizations at the data layer were necessary to get most of the performance
gains from the task layer to the actual hardware. This short evaluation shows the potential
of this cross-layer approach and how the interaction between optimizations on different
hierarchies can achieve better results compared to focusing only on two or three layers.
However, more evaluations will be necessary to further analyze the benefits of this approach.

While the evaluation presented here was performed with a data-driven algorithm, the
approach is not limited to it: further tests with more control-flow-driven algorithms also
showed promising performance gains. Differences could be observed in the actual optimiza-
tions to be applied on the different layers. The examples used were of low complexity on
the algorithmic side, so the task layer had little impact on the selection of the most efficient
versions. The code layer still proved to be very valuable, but instead of ensuring that enough
independent tasks were available for the task layer, smart clustering of the many tasks to
reduce the actual number for the scheduling was the way to go. The task layer then had
to find the most efficient distribution over the available cores, while the focus of the data
layer is to minimize the amount of communication, since the cost per transfer is much higher
when only few bytes need to be transferred.

It is also possible to extend the approach to support heterogeneous systems: the most
relevant layers are then the algorithm layer and the code layer. The algorithm layer allows
the use of optimized functions from existing libraries, while the code layer and its code
transformations can be used to generate source code for accelerators such as CUDA or
OpenCL.
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