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Abstract 
 

In response to the challenge of improving energy production and consumption 

efficiencies due to environmental problems and energy crisis, multi-energy 

systems composed of electrical power, natural gas, heating power, cooling power 

networks and energy storage are attracting more attention and are being 

developed rapidly in recent years. Traditionally, different energy infrastructures 

are scheduled and operated independently, which results in less efficient energy 

usage and resource wasting. Through integrating as a multi-energy system, 

different energy carriers can be coupled and optimized as one unit to improve 

overall energy utilization efficiency, reduce system operating cost, and improving 

solar power integration.  

In this thesis, optimal scheduling methods based on machine learning and 

optimization techniques of a real multi-energy system, Stone Edge Farm, CA, are 

proposed from an economic point of view. Specifically, Random Forest 

forecasting model is applied and further improved with online adaptability feature 

to provide input for the subsequent optimization. Besides, a new two-stage 

optimization formulation is proposed, which help greatly reduce computation time 

comparing with traditional integrated methods in the literature. Thus, the 

scheduling of MES operation can be conducted in much shorter time interval 

while considering more possible future scenarios. 

Simulation results suggest that the proposed scheduling methods can help 

quantify the daily operating cost, balance real-time power demands and PV output 

solar power, and achieve considerable operating cost savings by appropriately 

arranging and utilizing all the devices in the multi-energy system.  

 

 

Thesis Supervisor: James L. Kirtley 

Title: Professor of Electrical Engineering and Computer Science 
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NOMENCLATURE 
   

Variables 

Dc Cooling power demand from load 

De Electric power demand from load 

Dh Heating power demand from load 

DFCEV Hydrogen power demand from load 

EBS
 Stored electric energy in BS 

EHS
 Stored hydrogen energy in HS 

IBS, cha
 Binary indicator of BS charging status 

IBS, dis
 Binary indicator of BS discharging status 

IEHP, c
 Binary indicator of EHP cooling status 

IEHP, h
 Binary indicator of EHP heating status  

IHS, cha
 Binary indicator of HS charging status 

IHS, dis
 Binary indicator of HS discharging status 

PAC Output cooling power from chiller 

PB Output heating power from boiler 

PBS, cha BS charging electric power 

PBS, dis BS discharging electric power 

PCHP Input natural gas power of CHP 

PCHP, e Output electric power from CHP 

PCHP, h Output heating power from CHP 

PCom, BS Output electric power from common bus to BS 
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PEHP Input electric power of EHP 

PEHP, c Output cooling power from EHP 

PEHP, h Output heating power from EHP 

PHS, cha HS charging electric power 

PHS, dis HS discharging hydrogen power 

PFCEV Direct converted hydrogen power for FCEVs 

PPU Purchased electric power from power utility 

PNG Purchased natural gas power  

PPV Solar power from roof photovoltaic arrays 

PPV, max Instant maximum available solar power 

s Scenario index 

t Time 

ρe Unit price of electric power per kWh 

ρg Unit price of gas price per therm 

Parameters 

B Number of CART in RF 

Dc' Mean of cooling power demand 

Dc, σ Standard deviation of cooling power demand 

De' Mean of electric power demand 

De, σ
 Standard deviation of electric power demand 

Dh' Mean of heating power demand 

Dh, σ Standard deviation of heating power demand 

DFCEV' Mean of hydrogen power demand 

DFCEV, σ Standard deviation of hydrogen power demand 

EBS, initial Initial stored electric energy in BS 
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EBS, max Maximum stored electric energy in BS 

EHS, initial Initial stored hydrogen energy in HS 

EHS, max Maximum stored hydrogen energy in HS 

m Number of candidates split variables at each split 

nmin Minimum node size 

N p-dimension samples along with their class labels 

NHL Number of hidden layer of ANN 

NI Number of neurons in the input layer of ANN 

NL1 Number of neurons in the first hidden layer of ANN 

NL2 Number of neurons in the second hidden layer of ANN 

NL3 Number of neurons in the third hidden layer of ANN 

NO Number of neurons in the output layer of ANN 

PAC, max Maximum output cooling power from chiller 

PB, max Maximum output heating power from boiler 

PBS, cha, max Maximum BS charging electric power 

PBS, dis, max Maximum BS discharging electric power 

PCHP, e, max Maximum output electric power from CHP 

PCHP, h, max Maximum output heating power from CHP 

PEHP, c, max Maximum output cooling power from EHP 

PEHP, h, max Maximum output heating power from EHP 

PHS, cha, max Maximum HS charging electric power 

PHS, dis, max Maximum HS discharging hydrogen power 

PFCEV, max Max direct converted hydrogen power in HS 

PPV, max' Mean of maximum solar power 

PPV, max, σ Standard deviation of maximum solar power 

p Order number of autoregressive models 
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q Order number of moving average models 

S Total scenario number 

T MES scheduling horizon 

TI Set of time on the hour 

ΔT Any time interval for scheduling 

ΔTR Time interval for real-time scheduling 

ˆ
bY  The prediction of the bth CART 

ˆ B

rfY  The prediction of the RF 

Z* Bootstrap sample 

ηAC Chiller gas-to-cooling efficiency 

ηB Boiler gas-to-heating efficiency 

ηBS, cha BS charging efficiency 

ηBS, dis BS discharging efficiency 

ηCHP, e Electric percentage of CHP output power 

ηCHP, h Heating percentage of CHP output power  

ηEHP, c EHP electric-to-cooling efficiency 

ηEHP, h EHP electric-to-heating efficiency 

ηHS, cha HS charging efficiency 

ηHS, dis HS discharging efficiency 

ηFCEV HS direct electric-to-hydrogen efficiency 

ηPV Efficiency of the inverters of PVs 

α Confidence level of the two-stage scheduling method 

β Risk aversion parameter 

φ Confidence interval of RF models 

σ The minimum number of samples in adaptive RF 

ξ The minimum gamin in adaptive RF 
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Abbreviations 

ANN Artificial neural network 

ARMA Autoregressive moving-average 

BS Battery storage system 

CART Classification and regression tree 

CHP Combined heat and power device 

EHP Electric heat pump system 

FCEV Fuel cell electric vehicles 

HS Hydrogen storage system 

MAPE Mean absolute percentage error 

MES Multi-Energy System 

MILP Mixed-integer linear programming 

PV Solar photovaltalic panel 

RF Random Forest 
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Chapter 1 

 

Introduction 
 

 

 

 

 

 

1.1.  Motivation 

 

In the recent year, due to the growing concerns about environmental problems and 

energy crises, more efficient scheduling and management of energy production 

and consumption has been encouraged. Researchers have developed the concept 

of “smart grid”, which is an electricity network adopting a variety of operation 

and energy measures including smart meters, smart appliances, renewable energy 

resources, and energy efficient resources, and enabling a two-way flow of 

electricity and data and. Because of these new power grid concepts, lots of studies 

have focused on electrical technical issues. In response to the challenge of 

improving energy production and consumption efficiency, multi-energy systems 

(MESs) composed of electrical power, natural gas, heating power, cooling power 

networks and energy storage are attracting more attention and are being 

developed rapidly [1,2]. The initial concept and structure of MES are presented in 

[3,4]. Traditionally, different energy infrastructures are scheduled and operated 

independently, which results in less efficient energy usage and resource wasting 

[5,6]. Through integrating as a MES, where multiple energy carriers can be 
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converted and stored, different energy systems can be coupled optimized as one 

unit to improve overall energy utilization efficiency while meeting various energy 

demands. 

Countries around the world have set aggressive goals in developing MES in 

recent years. The Department of Energy in the United States has proposed an 

integrated energy system plan since 2001[7]. Denmark has tried to accommodate 

a high penetration of renewable energy by developing combined heat and power 

devices (CHP) and central heating [8]. In China, the government issued an action 

plan for the construction of an Energy Internet, where building MES is one of the 

key tasks [9]. 

Optimal scheduling of MES is an optimization problem which specifies, at each 

point in time, optimal purchases of the considered energy sources, their dispatch 

among power converters, and optimal operation of the storage devices in the 

system [10]. Different methods have been proposed to solve the optimal 

scheduling problem in recent years. Under the assumption that accurate forecasts 

for demands and renewables are available to MES operator, the scheduling 

problem is formulated as mixed-integer linear programming (MILP) problem in 

[11-17]. However, for such deterministic optimization approaches, uncertainty 

and the stochastic nature of these inputs have not been considered. When the 

demands and renewables are subject to uncertainty over the scheduling horizon, 

the problem lends itself to a stochastic optimization formulation. Uncertainty in 

demands has been considered in [18-20], which propose scenario-based stochastic 

optimization formulations. Operating strategies for short-term dispatch of MES 

considering the uncertainty from renewables are proposed in [21-23]. In [24-26], 

stochastic and robust optimization models are proposed to address the 

uncertainties of various system components. In [28-30], genetic-algorithm-based 

methods are proposed to solve the optimal power flow scheduling problem for 

MES considering non-linear system characteristics. Besides those methods, data-

driven robust stochastic programming approaches have been proposed in [31-36]. 
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A few more works have further explored the merits of demand response 

applications in the scheduling of MES [37–41]. 

Furthermore, advancements in hydrogen fuel cell technology have also 

attracted the interest of researchers in recent years. As the penetration of 

renewable energy into the grid is increasing, hydrogen production from 

electrolysis where electricity comes from renewable sources can provide a 

sustainable way for production of hydrogen [42]. Authors in [43-45] introduced 

the hydrogen as a crucial production for sustainable development and discussed 

various types of hydrogen production such as solar thermal, photovoltaic, 

photoelectrolysis and biophotolysis. Hydrogen production from water using solar 

energy via a two-step thermochemical cycle was studied in [46], which further 

improves the hydrogen production efficiency. MESs with hydrogen applications 

were studied in [47-50]; it is shown that due to storage capability of this energy 

vector, more flexibility on energy conversion inside the MES is provided, which 

in turn brings more freedom and economic benefits in system scheduling and 

operation. 

There are four aspects of the previous work that can be further advanced: 

1) The previous scheduling methods in the literature usually neglects the 

forecasting of demands and renewables. They generally assume the future 

demands and renewables are given at the beginning of the scheduling and then 

perform the optimization while not updating the forecasts throughout the 

remaining operation horizon. However, the further ahead we forecast, the 

corresponding errors for demands and renewables increase. The large deviation 

between forecasted and actual values would increase the system operating cost, 

especially for small-scale community-level MES. Thus, it is important to integrate 

the forecasting into the optimization and keep updating forecasting results when 

designing such scheduling methods.  

2) When taking different possible future scenarios into consideration based on 

the forecasting, the previous methods, such as MILP-based or Genetic-Algorithm- 



24 

 

based methods, are lack of computation efficiency. When different possible future 

scenarios are taken into consideration, those methods would need much 

computation time and are not suitable to do short-time-interval optimization, such 

as at minute-level.  

3) In the previous studies considering hydrogen power, fuel cell electric vehicle 

(FCEV) related applications, for example, FCEV charging station, have not been 

exhaustively studied. Given the fact that today's FCEVs are becoming more and 

more popular, it is increasingly necessary to take FCEV-related applications into 

consideration when studying the MES optimal scheduling problem. 

4) Most of the previous methods have not applied the data from a real MES and 

corresponding parameters for simulation and analysis, therefore the real physical 

characteristics and constraints of the key devices in MES have not been fully 

investigated. 

1.2.  Contribution 

 

This thesis studies the optimal scheduling of a MES with FCEV applications 

considering the uncertainties of solar power and demands. An efficient two-stage 

optimal scheduling method based on machine learning and optimization 

techniques to address the real-time forecast deviations of demands and renewables 

is proposed. Stone Edge Farm, in Sonoma, California, would be treated as the 

exemplar of the proposed methods and a source of real-world data. The 

contribution of this work is fourfold:  

1) Random Forest forecasting model is applied and modified to provide input 

for the optimization. Besides, the scheduling method incorporates the latest 

forecasted information throughout the scheduling horizon, which helps correct the 

previous forecast deviations, better schedule the storages for the remaining 

horizon, and in turn further reduce the operating cost.  
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2) Based on its two-stage formulation, the scheduling method generates close 

operating cost with the integrated method but with less computation time. By 

doing this, the scheduling optimization of MES operation in much shorter time 

interval considering more possible future scenarios is achievable.  

3) Besides battery storage system (BS) in traditional MES in the literature, 

hydrogen storage system (HS) and charging station for FCEV are also considered 

in this work. The presence of HS can further improve operational flexibility over 

scheduling horizon through charging and discharging process. 

4) The proposed optimal scheduling method is analyzed and simulated based 

on real MES data, thus the real characteristics of MES devices have been fully 

investigated. 

It is also noteworthy that the proposed method has consider the current main 

MES devices. By modifying the corresponding equations that describing the 

specific system connection, the proposed method can be generally applied to other 

MESs worldwide besides Stone Edge Farm in this work. 

1.3.  Thesis Structure 

 

The rest of this thesis is organized as follows. Chapter 2 describes the capabilities 

and operation constraints of the primary devices in the Stone Edge Farm MES and 

the corresponding system power flow diagram. Chapter 3 introduces the 

forecasting of demand and solar power based on random forest model for Stone 

Edge Farm MES. The online adaptability function of random forest would also be 

described. Chapter 4 explains the overall optimal scheduling method considering 

based on forecasting and optimization. Steps on how to improve the integrated 

method to a two-stage formulation would be provided in detail. Simulation results 

that show the merits of the proposed method are presented in Chapter 5, and 

conclusions are drawn in Chapter 6.   



26 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



27 

 

 

 

Chapter 2 

 

Stone Edge Farm MES 

 

 

 

 

 

 

Besides its lush landscapes, expansive vineyards, and world-class wines, the 16-

arce Stone Edge Farm in Sonoma, California, is also one of the world-class test 

beds for MES development. It is expected to demonstrate the variety of clean 

energy solutions that can be used to produce, consume, manage, and store energy 

intelligently to reduce operating cost and carbon emissions while enabling winery 

operations and meeting various power demands.  

Fig. 2-1 shows the Birdseye View of Stone Edge Farm MES. The 

corresponding power flow diagram is shown in Fig. 2-2. The Stone Edge Farm 

MES uses a complex fiber optic network that provides real-time monitoring and 

controlling remotely of each device of the MES via the farm’s internet connection. 

 Section 2.1 introduces the functions and capabilities of the main devices in the 

Stone Edge Farm MES in detail where all the device parameters are listed in 

corresponding tables and figures of the devices are shown. Then in Section 2.2, 

the power flows between the devices and corresponding power balance 

constraints and the constraints from the devices will be described in detail as well.  
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Figure 2-1: Birdseye View of Stone Edge Farm MES, where the numbers are the 

solar locations. Picture Sourced from Stone Edge Farm Website [51]. 
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   Figure 2-2: Power Flow Diagram of Stone Edge Farm MES. 
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2.1.  System Devices 

 

This section describes the primary devices of Stone Edge Farm MCESS and their 

functions. The main components of Stone Edge Farm MCESS include solar 

photovoltaic arrays (PVs), combined heat and power system (CHP), electric heat 

pump (EHP), absorption chiller, boiler, battery system (BS), hydrogen system 

(HS), and load, which will be illustrated in detailed throughout this section. 

A. Solar Photovoltaic Arrays (PVs)  

Electricity is supplied from the local power utility as well as onsite photovoltaic 

panels (PVs). Over 500 solar PVs are installed on the roofs of eight buildings 

around the property as shown in Fig. 2-3 with a maximum output power of 

130kW, converted to AC by Enphase Energy M250 and S280 micro-inverters 

with an efficiency of 95% as in Table 2-1. The electric power injected to the 

MCESS from the solar photovoltaic arrays is less than the maximum available 

solar power at each time point. To maintain system reliability, solar power will be 

stored to BS directly. 

 

Table 2-1: Parameters of PVs. 

Parameter Value 

PPV, max 130kW 

ηPV 95% 
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Figure 2-3: PVs in Stone Edge Farm MES. 

B. Combined Heat and Power Device (CHP)  

The electric and heating systems are coupled by CHP in the Stone Edge Farm 

MES, which uses natural gas to produce electricity, and the waste heat from the 

Capstone turbine is a power generation source for balancing the heat loads in the 

heating system [52, 53]. CHP can meet heating and energy demand with less cost 

than EHP where local natural gas price is relatively lower than electricity price.  

CHP in Stone Edge Farm MES is mainly driven by a Capstone Gas turbine 

C65 [54] natural gas-fired variable external combustion engine as shown in Fig. 

2-4. Table 2-2 lists the parameters of the CHP. The combined heat and power 

efficiency is up to 90%. Among the converted power from natural gas, 68% goes 

to heating power and 22% becomes electric power. The Capstone Gas turbine 

uses natural gas to produce electricity, and waste heat from the turbine is a power 

generation source for a heater system. Considering CHP limitations, the 
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maximum output heating power is 52kW and maximum output electric power is 

65kW, which would be the maximum available heating and electric power from 

CHP at different time point given certain amount of natural gas input. In some 

cases, much output electric power is needed while reaching the maximum output 

heating power limitation. In those cases, the part of output heating power beyond 

52kW will be discarded due to the output heating power restriction. 

 

Table 2-2: Parameters of CHP. 

Parameter Value 

PCHP, e, max 65kW 

PCHP, h, max 52kW 

ηCHP, e 22% 

ηCHP, h 68% 

 

 

 

Figure 2-4: CHP in Stone Edge Farm MES. 
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C. Electric Heat Pump (EHP)  

Another main energy conversion device in the MES is EHP, which can convert 

electric power into heating or cooling power. EHP system Jandy Pro Series Hi-E2 

with water supply [55] as in Fig. 2-5 is used in the Stone Edge Farm MES. Table 

2-3 lists the parameters of the EHP. The EHP system can generate a maximum 

heating power of 80kW or a maximum cooling power of 80kW. The 

corresponding efficiency of converting the received electric power to the output 

heating or cooling power is 95%. 

Table 2-3: Parameters of EHP. 

Parameter Value 

PEHP, c, max 80kW 

PEHP, h, max 80kW 

ηEHP, c 95% 

ηEHP, h 95% 

 

 

Figure 2-5: EHP in Stone Edge Farm MES. 
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D. Absorption Chiller 

The absorption chiller is an add-on feature equipped on the CHP capstone turbine 

system as shown in Fig. 2-6. Table 2-4 lists the corresponding parameters. The 

maximum output cooling power is 65kW and the efficiency of converting the 

received natural gas to the output cooling power is 80%. 

 

Table 2-4: Parameters of Absorption Chiller. 

Parameter Value 

PAC, max 65kW 

ηAC 80% 

 

 

Figure 2-6: Absorption Chiller in Stone Edge Farm MES. 
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E. Boiler 

The boiler is also an add-on feature equipped on the CHP capstone turbine system 

in the Stone Edge Farm MES as shown in Fig. 2-7. Table 2-5 lists the 

corresponding parameters. The maximum output heating power is 80kW with an 

efficiency of 70% from converting the received natural gas.  

 

Table 2-5: Parameters of Boiler. 

Parameter Value 

PB, max 80kW 

ηB 70% 

 

 

 

Figure 2-7: Boiler in Stone Edge Farm MES. 

F. Battery System (BS) 

The primary battery storage installed at the Stone Edge Farm is Tesla Lithium-Ion 

batteries rated at 250kW/475kWh [56] as shown in Fig. 2-8. This utility-scale 
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battery consists of five 50kW/95kWh cabinet-and-rack units, each containing 16 

individual pods of lithium cobalt ion batteries. Table 2-6 lists the parameters of 

the BS. The charging efficiency is 92% with maximum charging power 250kW, 

and the discharging efficiency is 90% with maximum discharging power 250kW.  

 

Table 2-6: Parameters of BS. 

Parameter Value 

EBS, max 475kWh 

PBS, cha, max 250kW 

PBS, dis, max 250kW 

ηBS, cha 92% 

ηBS, dis 90% 

 

 

Figure 2-8: Tesla LithiumIon BS in Stone Edge Farm MES. 
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G. Hydrogen System (HS) 

The HS at Stone Edge Farm consists of Millennium Reign Energy Series 3 

hydrogen storage and fueling station SHFA model 300 as shown in Fig. 2-9 [57]. 

Hydrogen is generated from water with a hydrogen electrolyzer and further stored 

in 24 one-kg red carbon fiber and steel tanks to power Toyota Mirai FCEVs in the 

MES. Table 2-7 lists the parameters of the HS. The equivalent maximum HSS 

capacity is 800kWh.The maximum charging power is 400kW with efficiency of 

80%, and the maximum discharging power is also 400kW with efficiency of 80%. 

A key function of the fueling station in HS is the direct FCEV charging by 

converting electric power with an efficiency of 80% and a limited capacity of 

30kW instead of using the stored hydrogen energy in the tanks. 

 

Table 2-7: Parameters of HS. 

Parameter Value 

EHS, max 800kWh 

PHS, cha, max 400kW 

PHS, dis, max 400kW 

PFCEV, max 30kW 

ηHS, cha 80% 

ηHS, dis 80% 

ηFCEV 80% 
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Figure 2-9: Millennium Reign Energy Series 3 HS in Stone Edge Farm MES. 

 

2.2.  System Power Flow Constraints 

2.2.1. Storage Constraints 

A discrete-time model of power flow is developed in this work. Thus, the amount 

of energy in a storage system at the beginning of a certain time point is equal to 

the amount of energy at the previous time point considering the charged or 

discharged energies during that time period and the energy losses. Eq. (2.1) is 

used to model this storage transition function in the storage systems. The energy, 

which can be remained in each storage system, is bounded by the maximum 

energy capacities of the storage system as defined in Eq. (2.2). 
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( )  , , , ,/ , ,k k k cha k cha k dis k dis

t T t t tE E P T P T k BS HS + = +   −     (2.1)  

  ,0 , ,k k max

tE E k BS HS     (2.2) 

2.2.2. Power Flow Capacity Constraints 

Due to operation and safety considerations, devices cannot be operated above 

certain power levels. Eq. (2.3) and Eq. (2.4) refer to the maximum limits of the 

energy storage charging and discharging power, respectively. Since the energy 

storage cannot be charged or discharged at the same time, binary variables are 

adopted in this research to indicate the corresponding operation status and set the 

constraint at different time point as in Eq. (2.5). 

 ( )  , , , ,0 , ,k cha k cha max k cha

t tP t P I k BS HS      (2.3) 

 ( )  , , , ,0 , ,k dis k dis max k dis

t tP t P I k BS HS      (2.4) 

  , ,0 1, ,k cha k dis

t tI I k BS HS +     (2.5) 

Eq. (2.6) and Eq. (2.7) represent the range of heating and cooling power that 

the EHP system can generate, respectively, after converting the receiving electric 

power. Similarly, as the EHP system cannot generate both heating and cooling 

power at the same time, corresponding binary variables are introduced to indicate 

the operation status and set the constraint as in Eq. (2.8). Eq. (2.2) summarize the  

input electric power of EHP.  

 , , , ,0 EHP h EHP h max EHP h

t tP P I    (2.6) 

 , , , ,0 EHP c EHP c max EHP c

t tP P I    (2.7) 

 , ,0 1EHP h EHP c

t tI I +   (2.8) 
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  , , , ,EHP v EHP EHP v

t tP P v h c=     (2.9) 

It should be mentioned that the output electric and heating power of the CHP 

system are dependent on each other according to the combined heat and power 

efficiency, and therefore cannot be generated separately. Based on its conversion 

efficiency, the input natural gas power will generate a fixed proportion of 28% 

electric power and 62% heating power (constituting a total combined heat and 

power efficiency of 90%). Adding the capacity limitations of the CHP system, the 

corresponding output power range is: 

   , , , ,0 , , ,CHP v CHP CHP v CHP v max

t tP min P P v h e      (2.10) 

Finally, the generated heating and cooling power from the boiler and absorption 

chiller, the electric power injected to the MES from the PVs, and the direct-

converted hydrogen power from the HS for FCEVs are limited by their maximum 

capacity and availability as shown in Eq. (2.11). Because the maximum available 

solar power is also a variable rather than a fixed value, this constraint is made as a 

separate equation in Eq. (2.12).  

  ,0 , , ,j j max

tP P j AC B FCEV     (2.11) 

 ,0 PV PV max

t tP P   (2.12) 

2.2.3. Power Balance Constraints 

In a MES, the power coupling between power loads D and input power sources P 

can be formulated linearly using coupling matrix C as Eq. (2.13): 

 =D CP  (2.13) 
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Specifically, for a MES with M types of power loads and N types of input 

power sources, Eq. (2.13) can be rewritten as Eq. (2.14): 

 

1 11 12 1 1

2 21 22 2 2

1 2

n

n

m m m mn n

D c c c P

D c c c P

D c c c P

     
     
     =
     
     
     

 (2.14) 

where Pn and Dm denote the n-th type of input power source and the m-th type of 

power load, respectively; Coefficient cmn denotes the corresponding coupling 

factor. The coupling factor is a combination of the dispatch and efficiency factors, 

where the efficiency is determined by the characteristics of the energy converter 

devices. The dispatch factor represents the operating status of the MES.  

Through the power balance equations, MES power flows can be described. On 

the MES input side, the purchased natural gas is supplied to the CHP, boiler, and 

absorption chiller as in Eq. (2.15).  

 NG B B AC AC CHP

t t t tP P P P = + +  (2.15) 

For heating power balance, the demand is satisfied by the boiler, CHP, and 

EHP as shown in Eq. (2.16). 

 , ,h B CHP h EHP h

t t t tD P P P= + +  (2.16) 

Cooling power demand is balanced through the chiller and EHP as in Eq. (2.17). 

 ,c AC EHP c

t t tD P P= +  (2.17) 

The hydrogen power demand of FCEVs is supplied by the HS discharging 

power and the direct-converting function in HS as follows: 
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,FCEV HS dis FCEV FCEV

t t tD P P + =  (2.18) 

Eq. (2.19) summarizes the balance of electric power, where the input side 

includes the power bought from the local distribution power utility, the CHP, and 

BS discharging, and the output side includes the supplies to the BS charging, HS 

charging, the EHP, FCEV directly charging and the demand. 

 , , , ,e EHP FCEV Com BS HS cha CHP e PU BS dis

t t t t t t t tD P P P P P P P+ + + + = + +  (2.19) 

Finally, within the MES, besides the electric power input from the common bus, 

electric power from the PVs can also be used to charge the BS as formulated in 

Eq. (2.20).  

 , ,BS cha Com BS PV

t t tP P P= +  (2.20) 

As a summary, this chapter describes the main devices and constraints of Stone 

Edge Farm MES. Unlike other existing MESs in the literature, Stone Edge Farm 

has its own hydrogen storage. Our subsequent forecasting and optimization parts 

will be based on the data of Stone Edge Farm. It should be also noted that we 

have not considered the startup and cooldown times of the devices in MES, which 

will be treated as one of the future works.   
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Chapter 3 

 

Forecasting Based on Random Forest 

 

 

 

 

The MES scheduling methods in the previous literature usually ignores the 

forecast of demand and renewable energy. They usually assume that future 

demand and renewable energy are given at the beginning of the scheduling, and 

then perform optimization without updating the forecast throughout the remaining 

operating horizon. However, it is well known that the further ahead the demands 

and renewables are forecasted, the corresponding errors increase. The large 

deviation between the predicted value and the actual value at the later part of 

scheduling will increase the operating cost of the system. Therefore, it is 

important to integrate forecasting into optimization when designing this 

scheduling method. 

When demands and solar power are subject to uncertainty over the scheduling 

horizon, the MES optimal scheduling problem lends itself to a stochastic 

optimization formulation. In other words, the MES operator would need to 

forecast the values of demands and solar power throughout the scheduling horizon 

of the operation. The forecasting in this work is implemented by Random Forest 

(RF) models [58]. The main reason for selecting Random Forest is that it can 

provide a forecasting result distribution. This allows users to consider a variety of 



44 

 

scenarios that may occur in the future for optimization. Other models, such like 

artificial neural network (ANN), could not provide this feature.  

In this chapter, introduction to RF will be given in Section 3.1. Then the 

forecasting result distribution and a revised online updating capability of RF will 

be explained in Section 3.2. Finally, the tuned RF models along with some 

benchmark models would be introduced in Section 3.3.  

3.1.  Introduction to Random Forest 

 

RF is an ensemble learning method for classification and forecasting. It is based 

on two techniques, Classification and Regression Tree (CART) and Bagging. The 

CART, which is a tree-structured classification model that maps observations 

about an item to conclusions about the item's class [59], was first proposed by L. 

Breman in 1984 [60]. CART’s advantage is that it can be fitted into data perfectly 

well. However, when conducting prediction or classification, CART suffers from 

high variance [61], because it can easily change as small change in input variable.  

To solve this problem, CART was extended to RF through the other essential 

technique, Bagging, which generates new training sets by sampling from the 

original training data set uniformly and with replacement and was introduced by 

Breiman later in 1996 [62]. The introduction of Bagging will reduce the variance 

of CART while keeping the bias low. Moreover, RF adopts a trick called 

randomized node optimization to further reduce the CART variance. All above 

modifications to CART made by RF avoids the disadvantages of CART and 

proves to achieve nice forecasting accuracy.  

Simple illustrations of CART and RF can be found in Fig. 3-1, where we can 

see that a CART decides in each node based on a split of a feature variable and 

makes its way down till reaching a leaf node [63]. In this simple illustration, there 

are 4 items (leaves) that are classified on the basis of two characteristics. A 
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decision concerning on characteristic is made at the upper node/row, and a 

decision concerning the second characteristic is made at the middle two nodes / 

middle row. Fig. 3-1 also provides a hint to the CART growing procedure: 

iteratively splitting each node into 2 sub-nodes by finding a best split variable 

along with a best split value till reaching minimum node size.  

More detailed constructing and predicting stages of RF are presented in 

Algorithm 1. In brief, the procedure is to construct a multitude of CARTs fitted to 

bootstrap sampled datasets resampled from the original training set (bagging) [64]. 

At each decision node of a CART, instead of searching for the best split variable 

among all k variables, RF limits the candidate selected features, to m randomly 

chosen features. This is the randomized node optimization we mentioned above as 

a trick to reduce the CART variance. The best feature and split-point among the m 

features will be picked up based on how the labeled forecasted values are split. 

Then the node would be split into two daughter nodes and so does the sampled 

dataset. Recursively repeating the steps for each decision node of the CART, until 

the minimum node size nmin is reached. For the simple illustration in Fig. 3-1, nmin 

is 2 and B is 10. At predicting stage, RF predicts through the mode of the 

predictions generated by the fitted CARTs.  

The RF model is extensively used in various classification and forecasting 

applications, such as medical [65-68] economic [69-72], transportation [73-75], 

climate [76-78], and engineering [79-82]. The merits of RF are summarized 

below:  

1) RFs require only 3 input parameters, number of CARTs, minimum decision 

node size, and number of candidates split variables at each split.  

2) RF can generate variable importance indices in its growing procedure, and 

they turn out to be nice estimates of variable relevancies. 

3) RF is robust against irrelevant features and outliers in training data. 
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4) Structured as a tree, RF is able to expand itself to fit more data by growing 

more branches. This leads to the RF online learning algorithm and has made RF a 

nice adaptive machine learning model [83]. 

5) The feature of forecasting result distribution can provide input for the 

optimization considering multiple possible scenarios in the future. 

 

 

 

 
 

Figure 3-1: A Simple Illustration of CART and RF. 
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Algorithm 1. Growing and Prediction Stages of RF.  

Growing Stage: 

1. Input: 

2. (a) Training Data N: k-dimension samples along with their class labels. 

3. (b) Require Parameter B: Number of trees. 

4. (c) Require Parameter m: Number of candidates split variables at each 

split; 

5. (d) Require Parameter nmin: Minimum node size. 

6. For b = 1 to B: 

7. (a) Draw a bootstrap sample Z* of size N from the training data. 

8. (b) Grow a random-forest tree Tb to the bootstrapped data (generated data 

through bagging), by recursively repeating the following steps for each 

terminal node of the tree, until the minimum node size nmin is reached. 

9. i. Select m variables at random from the p variables. 

10. ii. Pick the best variable/split-point among the m. 

11. iii. Split the node into two daughter nodes. 

12. Output the ensemble of trees {𝑇𝑏}1
𝐵: 

Prediction Stage: 

13. Let ˆ
bY be the prediction of the bth random-forest tree. Then the output of 

RF can be generated as 
1

1ˆ ˆBB

rf bb
Y Y

B =
=   

 

  

 

 



48 

 

3.2.  Forecasting Result Distribution and Online 

Updating 

 

As the anticipating process has some errors, the forecasting will not be completely 

accurate. Thus, it is necessary to model those uncertainties and take them into 

consideration when scheduling the MES operation, in which case different 

possible scenario cases and trade-off between operating cost and risk can be 

considered. The key feature, forecasting result distribution, provided by the RF 

would be discussed along with an added online updating function to make RF 

adaptable to new observed data and further improve its forecasting accuracy.   

In the RF predicting procedure, the prediction is set as the mean of the 

predictions of the CARTs. Consider a set of observations Y and assume a CART T 

generates the classifications. Denote the posterior distribution of the CART 

parameters θ by θ |Y. Consider T to be one of the trees in the RF model, then its 

parameters, 𝜃, is estimated based on a bootstrap set sampled from Y. According to 

[84,85], such estimated parameters can be approximate the posterior distribution 

of the tree parameters θ |Y. As such, the trees in the RF approximate the posterior 

distribution of the tree parameters θ |Y. Therefore, the predictions of the trees, 

𝑌𝑏̂(𝑓𝑜𝑟 𝑏 = 1 … 𝐵), reflect the posterior distribution of the prediction by the RF. 

They can be used to construct the forecasting result distribution attached to the 

prediction.  

The next part of framework aims to update the random forest with new 

observations, so that the random forest can adjust to the latest forecasting 

condition. An online learning algorithm is introduced to update the random forest 

with a new observation, as shown in Algorithm 2. The key idea of the algorithm is 

summarized as follows: 

In each tree, the new observation is processed repeatedly by γ times. This 

practice aims to simulate the bootstrap sampling procedure in the batch mode 
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random forest learning algorithm. The observation is processed as follows. Firstly, 

it is passed down from the root node to the leaf node which the observation 

belongs to. Then, a decision will be made on whether to split the leaf node into 

two child nodes or not. The decision is made based upon whether some leaf nodes 

receive enough new data that exceeds a predefined threshold and whether the 

possible reduce in training error is above the tolerance percentage value if the 

split was made [86].  
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Algorithm 2. Online Learning Capability of RF.  

1. Require: Sequential training example: < x, y > 

2. Require: The size of the forest: B 

3. Require: The minimum number of samples: σ 

4. Require: The minimum gain: ξ 

5. // For all trees 

6. for b from 1 to B do 

7. γ        Poisson(λ) 

8. // Update k times 

9. for u from 1 to k do 

10.  j = findLeaf(x). 

11. updateNode (j; < x, y >). 

12. if |Rj| > α and ∃s ∈ S: ΔL (Rj, s) > β then 

13. Find the best test: sj = argmaxs ∈S ΔL (Rj, s) 

14. createLeftChild(Pjls) 

15. createRightChild(Pjrs) 

16. UpdateGiniIndex. 

17. end if 

18. end for 

19. end for 

20. Output the forest. 
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3.3.  Benchmark Forecasting Models for Optimal 

Scheduling  

 

To show the merits of the RF with online learning function, the classic RF, ANN, 

and time-series autoregressive moving-average (ARMA) are treated as the 

benchmark models in this work. In this section, those forecasting models would 

be described in detail. We would explain their selected model parameters and 

forecasting features. Scheduling methods based on those different forecasting 

models would be compared later in the simulation chapter in terms of system 

operating cost.  

 

A. Method 1: Classic RF  

We define the classic RF model as our first forecasting method. The selected 

features for the prediction of each kind of demand after certain hours include:  

• Demand at present, one hour ago, three hours ago, six hours ago, one day 

ago, one week ago, and one month ago  

• Present and forecasted local temperature after certain hours  

• Day indicator (Monday to Sunday)  

The selected features for the prediction of the maximum available PV solar 

power after certain hours include:  

• The maximum available PV solar power at present, one hour ago, three 

hours ago, six hours ago, one day ago, one week ago, and one month ago 

• Present and forecasted temperature after certain hours 

• Weather indicator (sunny, cloudy, showers, etc.) after certain hours  

The features are selected because they are the available parameters collected 

during the experiment and based on the studies [87-91] that they are found to be 

the most impactful. The weather and temperature information are provided by 
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local weather forecast. The historical data from September 1st to November 10th, 

2019, of Stone Edge Farm MES is treated as the training data set, and the data 

from November 11th to November 30th, 2019, is used as the test data set. Table 

3-1 show the selected parameters of the classic RF based on experimentations 

(different combinations have been compared and the optimal values are chosen).  

Table 3-1: Parameters of Classic RF. 

Parameter Value 

B 500 

m 3 

nmin 5 

φ 90% 

 

B. Method 2: RF with online learning capability   

We define the RF model with online learning capability as introduced in 

Algorithm 2 as the second forecasting method. The selected features, model 

parameters, and training data would be the same as forecasting method 1 except 

we selected the adaptability parameters introduced in Algorithm 2 based on 

experimentations as in Table 3-2:  

Table 3-2: Parameters of Adaptive RF. 

Parameter Value 

B 500 

m 3 

nmin 5 

φ 90% 

σ 10 

ξ 0.1 
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As introduced earlier, a key feature provided by RF models would be the 

forecasting result distribution, which would be used in the proposed two-stage 

optimal scheduling method when dealing with operating cost and risk trade-off. 

As illustrations, Fig. 3-2 to Fig. 3-6 show the forecasted values of demands and 

maximum available PV output solar power for the next 24 hours starting at 8 am 

in an example winter day (Dec 17th, 2019) of Stone Edge Farm. The 90% 

confidence interval are also plotted in the same figures with lighter color. The 

accuracy of the forecasted mean values and the confidence interval are hourly 

based.  

 

 

 

Figure 3-2: Forecasted Electric Power Demand for the Next 24 Hours. 
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Figure 3-3: Forecasted Heating Power Demand for the Next 24 Hours. 

 

Figure 3-4: Forecasted Cooling Power Demand for the Next 24 Hours. 
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Figure 3-5: Forecasted Hydrogen Power Demand for the Next 24 Hours. 

 

Figure 3-6: Forecasted Maximum Available Solar Power for the Next 24 Hours. 
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C. Method 3: ANN 

An ANN is an interconnected group of nodes, akin to the vast network of neurons 

in a brain [92]. Typically, artificial neurons are aggregated into three different 

layers: input, hidden, and output, depending on their tasks [93]. Signals received 

from external inputs are first stored in the nodes in the input layer, and then 

processed to be transmitted to each of the nodes in the hidden layer [94]. These 

are finally transmitted to an output neuron in the output layer. ANNs have been 

proved to have the ability to learn sophisticated nonlinear relationships, which 

provides an ideal means of modelling complicated nonlinear forecasting and 

classification problems [95]. A simple illustration of ANN with one hidden layer 

of 5 neurons is shown in Fig. 3-7.  

For the benchmark ANN in this work, the same features for RF models would 

be used. In more detailed, the selected features for the prediction of each kind of 

demand after certain hours include:  

• Demand at present, one hour ago, three hours ago, six hours ago, one day 

ago, one week ago, and one month ago  

• Present and forecasted local temperature after certain hours  

• Day indicator (Monday to Sunday)  

The selected features for the prediction of the maximum available PV solar 

power after certain hours include:  

• The maximum available PV solar power at present, one hour ago, three 

hours ago, six hours ago, one day ago, one week ago, and one month ago 

• Present and forecasted temperature  

• Weather indicator (sunny, cloudy, showers, etc.) after certain hours  

As there are 10 input features and 1 output forecasted value (demand or solar 

power certain hours later) for the ANN models, the input layer would have 10 

neurons and the output layer would have 1 single neuron. Similarly, the historical 

data from September 1st to November 10th, 2019, of Stone Edge Farm MES is 
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treated as the training data set, and the data from November 11th to November 

30th, 2019, is used as the test data set. Table 3-3 lists the parameters of the 

Benchmark ANN. Based on experiments, its optimal structure is tuned to be three 

hidden layers with 8 neurons in the first hidden layer, 6 in the second layer, and 4 

in the third layer. 

 

Table 3-3: Parameters of the Benchmark ANN. 

Parameter Value 

NI 10 

NO 1 

NHL 3 

NL1 8 

NL2 6 

NL3 4 

 

 

Figure 3-7: A Simple Illustration of ANN with One Hidden Layer. 
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D. Method 4: ARMA 

In the statistical analysis of time series, autoregressive–moving-average (ARMA) 

models, developed by Peter Whittle in 1951, provide a parsimonious description 

of a stationary stochastic process in terms of two polynomials, one for the 

autoregression (AR) and the second for the moving average (MA) [96,97].  

Given a time series of data, the ARMA model is a tool for predicting future 

values in this series. The AR part involves regressing the variable on its own 

lagged (i.e., past) values. The notation AR (p) refers to the autoregressive model 

of order p. The AR (p) model is written as Eq. (3.1) where φ1,…,φp are parameters, 

c is a constant, and the random variable εt is white noise. The MA part involves 

modeling the error term as a linear combination of error terms occurring 

contemporaneously and at various times in the past. The notation MA (q) refers to 

the moving average model of order q, it can be written as Eq. (3.2) where the 

θ1,...,θq are the parameters of the model, μ is the expectation of Xt, and the εt, εt-

1,…are again, white noise error terms [93]. The notation ARMA (p, q) refers to 

the model with p autoregressive terms and q moving-average terms. Eq. (3.3) 

contains the AR (p) and MA (q) models. More introduction about ARMA models 

can be found in the literature [99-102]. 

 

1

p

t i t-i t

i

X c X 
=

= + +  (3.1) 

 

1

q

t t i t-i

i

X    
=

= + +  (3.2) 

 

1 1

p q

t t i t-i i t-i

i i

X c X   
= =

= + + +   (3.3) 

An ARMA (144, 30) model is proposed here where the parameters are also 

listed in Table 3-4. Because the ARMA model uses the same recent data to 

predict the future, previous 30 days demand and solar power historical data are 
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required to train the corresponding models.  

The forecasting models are tested with the data of December, and the average 

mean absolute percentage errors (MAPEs) for the prediction of future demands 

and solar power after 1 and 24 hours are shown in Table 3-5 below. As can be 

seen from the results, the adaptive RF outperforms the benchmark models in 

terms of forecasting accuracy. 

As summary, besides the fact that RF can provide a forecasting distribution 

feature such that more possible future scenarios can be considered in the 

optimization, its online learning feature is also expected to help lower operating 

cost comparing with the scheduling methods with other forecasting models. This 

is because whenever new observations are detected, the random forest can adjust 

to the latest forecasting condition. Thus, the forecasting accuracy can be improved. 

 

Table 3-4: Parameters of ARMA. 

Parameter Value 

p 144 

q 30 

 

 

Table 3-5: Comparison of different forecasting models. 

Model MAPE after 1 hour MAPE after 24 hours 

Adaptive RF 0.53% 4.36% 

Classic RF 0.54% 4.81% 

ANN 0.54% 4.84% 

ARMA 0.82% 6.72% 
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Chapter 4 

 

Optimal Scheduling Methods of Stone 

Edge Farm MES 
 

 

 

 

 

 

 

In this chapter, we would study the optimal scheduling methods for Stone Edge 

Farm MES. Combining the forecasting from RF models, an integrated optimal 

scheduling method is introduced in Section 4.1. In Section 4.2, considering the 

computation efficiency issues, the integrated optimal scheduling method is 

improved to a two-stage structure and will be introduced in detail. 

4.1. Integrated Optimal Scheduling Method 

 

The purpose of stochastic optimization is to minimize the total expected operating 

cost of MES in the scheduling horizon, where the operating cost of MES in any 

time interval can be calculated by Eq. (4.1), which adds up the cost of purchased 

natural gas and electricity energy during that time interval.  

 ( )t t

def
e PU g NG

t t tC P P T =  +    (4.1) 

The system power flow variables at each moment are further defined as Xt. 



62 

 

(

)

, , , , , , , ,

, , , , , , ,

, , , , , , , , , ,

, , , , , , , , , , ,

def
BS cha BS dis EHP c EHP h HS cha HS dis AC B BS cha BS dis CHP

t t t t t t t t t t t t

CHP e CHP h Com BS EHP EHP c EHP h FCEV PV PU HS cha HS dis NG

t t t t t t t t t t t t

I I I I I I P P P P P

P P P P P P P P P P P P

=X
 

Following vectors are used to distinguish the actual and forecasted values. 

 ( ),, , , ,
def

c e h r PV max

t t t t t tD D D D P=U   

( ),, , , ,
def

c e h r PV max

t t t t t tD D D D P     =U  

The flow-diagram in Fig. 4-1 shows the integrated optimal scheduling method 

in actual Stone Edge Farm MES operation. In the first step, the demands and 

maximum available PV output of the entire scheduling horizon are forecasted 

based on RF models described in Chapter 3. In the second step, the optimal 

variables at each moment, which are all non-negative, are optimized for the entire 

operation horizon based on Eq. (4.2) and subject to constraints Eq (2.1) - (2.12), 

Eq. (2.15) – (2.20), and devices output limits as in Table 2-1 to 2-7. The 

scheduling method will be operated in a shrinking-horizon manner, in which the 

two steps will be repeated until the time reaches the operation horizon T. 

 ( )
0

,min ,
t

T

t t t t
t

C
=


X

X U U  (4.2) 

S.T. 

( )  , , , ,/ , ,k k k cha k cha k dis k dis

t T t t tE E P T P T k BS HS + = +   −     (2.1)  

  ,0 , ,k k max

tE E k BS HS     (2.2) 

 ( )  , , , ,0 , ,k cha k cha max k cha

t tP t P I k BS HS      (2.3) 

 ( )  , , , ,0 , ,k dis k dis max k dis

t tP t P I k BS HS      (2.4) 
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  , ,0 1, ,k cha k dis

t tI I k BS HS +     (2.5) 

 , , , ,0 EHP h EHP h max EHP h

t tP P I    (2.6) 

 , , , ,0 EHP c EHP c max EHP c

t tP P I    (2.7) 

 , ,0 1EHP h EHP c

t tI I +   (2.8) 

  , , , ,EHP v EHP EHP v

t tP P v h c=     (2.9) 

   , , , ,0 , , ,CHP v CHP CHP v CHP v max

t tP min P P v h e      (2.10) 

  ,0 , , ,j j max

tP P j AC B FCEV     (2.11) 

 ,0 PV PV max

t tP P   (2.12) 

 NG B B AC AC CHP

t t t tP P P P = + +  (2.15) 

 , ,h B CHP h EHP h

t t t tD P P P= + +  (2.16) 

 ,c AC EHP c

t t tD P P= +  (2.17) 

 
,FCEV HS dis FCEV FCEV

t t tD P P + =  (2.18) 

 , , , ,e EHP FCEV Com BS HS cha CHP e PU BS dis

t t t t t t t tD P P P P P P P+ + + + = + +  (2.19) 

 , ,BS cha Com BS PV

t t tP P P= +  (2.20) 

 

The main problem for this integrated scheduling method is that all constraints 

will be applied at every time point of the entire scheduling horizon, determined by 

∆T. Thus, when dealing with a shorter interval, such as minute-level power 

dispatch, it will suffer from heavy computation burden. For example, we may 

want to optimize in every 5 minutes in actual system operation, in other words, 

the time interval ∆T would be 5 mins, then the number of constraints would 

increase by a factor of 12 times comparing with the case when the time interval 
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∆T is 60 mins. If the original number of constraints is 30, after the time interval is 

changed, this number would be 360. Besides, if more possible future scenario 

paths are considered when doing the optimization, we will have much heavier 

computation load. Due to the uncertainties from future demands and solar power, 

it is difficult to pre-calculate a look-up table off-line of the optimal system 

operation for all the possible future scenarios.  

 

 

 

Figure 4-1: Flow-Diagram of the Integrated Optimal Scheduling Method. 

 

Considering the two main design principle of the MES operation scheduling, 

one is to optimally store energy for future use, and the other is to balance real-

time energy demand [103], we improve the integrated optimal scheduling method 

to a two-stage formulation as in the second section of this chapter so that it can 

generate close operating cost but with less computation burden and the 

computation time can be much shortened. 
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4.2. Two-Stage Optimal Scheduling Method 

 

The flow-diagram in Fig. 4-2 shows the optimization process of the proposed 

two-stage optimal optimization method. The system power flow variables at each 

moment, which are all non-negative, are firstly divided into the storages charging- 

and discharging-related variables and others as Mt and Nt. 

 ( ), , , , , , , ,, , , , , , ,
def

BS cha BS dis HS cha HS dis BS cha BS dis HS cha HS dis

t t t t t t t t tI I I I P P P P=M   

(

)

, , , , ,

, ,

, , , , , , , ,

, , , , ,

def
EHP c EHP h AC B CHP CHP e CHP h Com BS EHP

t t t t t t t t t t

EHP c EHP h FCEV PV PU NG

t t t t t t

I I P P P P P P P

P P P P P P

=N
 

In the first-stage optimization, the hourly demands and maximum available PV 

output of the entire scheduling horizon are forecasted, and then the hourly optimal 

storage of energy for BS and HS is also calculated for the scheduling horizon 

based on Eq. (4.3) and subject to subject to constraints Eq (2.1) - (2.12), Eq. (2.15) 

– (2.20), and devices output limits as in Table 2-1 to 2-7. Based on reasonable 

charging and discharging scheduling for the storages according to the forecasted 

demands and PV solar power output, and energy price variations, the appropriate 

amount of energy with low cost can be stored, which can then be utilized to fulfill 

demands while achieving operating cost reduction. 

The second term in Eq. (4.3) adds up the operating costs of the selected worst 

scenarios. In more detailed, S scenario paths are also generated in the first-stage 

optimization right after the forecasting.  In each scenario path, for each hourly 

value to be forecasted, instead of outputting the average value of all the CARTs in 

RF, we output the forecasting result of a randomly selected CART. Scenario paths 

with high operating cost are always associated with high positive demand 

deviations and negative PV solar power deviations. Thus, the generated paths will 
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be evaluated according to these two indicators, and the worst α∙S scenarios, the 

ones with the most positive demand deviation and negative PV solar power 

deviation, will be selected as the worst possible future scenarios where α is a 

percentage number with the range of (0%, 100%). After adding the second term, 

the objective at this stage is to find the hourly optimal storage of energy for BS 

and HS for both the average future expectation and the worst expectations. By 

adjusting the weighting coefficient β, preference on costs of average future 

scenario and the worst scenarios can be emphasized. 

 ( ) ( )
, ,

, ,
, 0 1 0

, , , ,min , ,
t t t s S

T S T

t t t t t t t t s t t s
t s t

C C
 

 



= = =

+   
M N N

M N U U M N U U  (4.3) 

S.T. 

( )  , , , ,/ , ,k k k cha k cha k dis k dis

t T t t tE E P T P T k BS HS + = +   −     (2.1)  

  ,0 , ,k k max

tE E k BS HS     (2.2) 

 ( )  , , , ,0 , ,k cha k cha max k cha

t tP t P I k BS HS      (2.3) 

 ( )  , , , ,0 , ,k dis k dis max k dis

t tP t P I k BS HS      (2.4) 

  , ,0 1, ,k cha k dis

t tI I k BS HS +     (2.5) 

 , , , ,0 EHP h EHP h max EHP h

t tP P I    (2.6) 

 , , , ,0 EHP c EHP c max EHP c

t tP P I    (2.7) 

 , ,0 1EHP h EHP c

t tI I +   (2.8) 

  , , , ,EHP v EHP EHP v

t tP P v h c=     (2.9) 

   , , , ,0 , , ,CHP v CHP CHP v CHP v max

t tP min P P v h e      (2.10) 
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  ,0 , , ,j j max

tP P j AC B FCEV     (2.11) 

 ,0 PV PV max

t tP P   (2.12) 

 NG B B AC AC CHP

t t t tP P P P = + +  (2.15) 

 , ,h B CHP h EHP h

t t t tD P P P= + +  (2.16) 

 ,c AC EHP c

t t tD P P= +  (2.17) 

 ,FCEV HS dis FCEV FCEV

t t tD P P + =  (2.18) 

 , , , ,e EHP FCEV Com BS HS cha CHP e PU BS dis

t t t t t t t tD P P P P P P P+ + + + = + +  (2.19) 

 , ,BS cha Com BS PV

t t tP P P= +  (2.20) 

 

Because the real-time system operation is accompanied with uncertainties as 

described in the previous part, the second-stage optimization is designed for 

minute-level power balance as in Eq. (4.4), and subject to constraints Eq (2.6) - 

(2.12), Eq. (2.15) – (2.20), and devices output limits as in Table 2-1 to 2-5. In this 

stage, the storage charging and discharging variables in Mt calculated in the first 

stage are fixed for each hour, and only the power flow variables in Nt are 

optimized according to minute-level demands and PV output. 

 ( )min , ,
t

t t t tC
N

M N U  (4.4) 

S.T. 

 , , , ,0 EHP h EHP h max EHP h

t tP P I    (2.6) 

 , , , ,0 EHP c EHP c max EHP c

t tP P I    (2.7) 

 , ,0 1EHP h EHP c

t tI I +   (2.8) 
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  , , , ,EHP v EHP EHP v

t tP P v h c=     (2.9) 

   , , , ,0 , , ,CHP v CHP CHP v CHP v max

t tP min P P v h e      (2.10) 

  ,0 , , ,j j max

tP P j AC B FCEV     (2.11) 

 ,0 PV PV max

t tP P   (2.12) 

 NG B B AC AC CHP

t t t tP P P P = + +  (2.15) 

 , ,h B CHP h EHP h

t t t tD P P P= + +  (2.16) 

 ,c AC EHP c

t t tD P P= +  (2.17) 

 ,FCEV HS dis FCEV FCEV

t t tD P P + =  (2.18) 

 , , , ,e EHP FCEV Com BS HS cha CHP e PU BS dis

t t t t t t t tD P P P P P P P+ + + + = + +  (2.19) 

 , ,BS cha Com BS PV

t t tP P P= +  (2.20) 

 

The proposed two-stage scheduling method will also be operated in a 

shrinking-horizon manner, in which case it will repeatedly forecast the future 

demands and the maximum available PV output solar power, generate scenario 

paths, and run the first-stage optimization for the remaining scheduling horizon if 

the time is on the hour, and run the second-stage optimization every five minutes 

until the time reaches the end of scheduling horizon. Through this adaptability 

feature, the most recent forecasts about future demands and PV output solar 

power can be incorporated when conducting the optimal scheduling for the 

remaining operation horizon. Besides, due to its special structure, the computation 

burden is greatly reduced especially with short time interval, ∆T, and many 

scenario paths to be considered.  
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Figure 4-2: Flow-Diagram of the Two-Stage Optimal Scheduling Method. 

 

As a summary, this chapter describes two scheduling methods that consist of 

forecasting and optimization. The integrated optimal scheduling method lacks 

computational efficiency, and it is difficult to apply in minute-level dispatch. The 

improved two-stage method can effectively help increase the computing speed. 

We will show more of this in the subsequent simulation chapter. Another thing to 

mention is that the optimization used in this chapter is MILP, which is not convex. 

The integer variables make the optimization not convex. Thus, we can only 

guarantee local minima. 
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Chapter 5 

 

Simulation and Analysis 
 

 

 

 

 

 

This simulation chapter is divided into six parts: in Case I, the optimal operation 

of Stone Edge Farm MES based on the proposed two-stage scheduling method is 

demonstrated for an example 24 hours, and the energy sources to meet the 

demands are analyzed in detailed. Case II analyzes the effects of PV and storage 

systems on reducing operating cost. In Case III, forecasting interval for future 

demands and PV output is changed and the corresponding effects on system 

operating cost are analyzed. In Case IV, the trade-off between operating cost and 

risk is studied. Case V explore the convergence of the proposed method, where 

the relations between the number of scenarios and the value of the objective 

function as well as the computation time are studied. Finally, in Case VI, the 

proposed method is compared with other typical MES operation scheduling 

methods in the literature in terms of operating cost and computation time to show 

its merits.  

MATLAB R2019a is employed to handle the simulations in this chapter. In all 

the simulation Cases, the scheduling horizon T for the proposed method is set to 

24 hours. Besides, all the simulations were run in an Intel Processor 5Y70 CPU 

1.3 GHz environment. 
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5.1. Case I: MES Operation of An Example 24 

Hours Based on the Proposed Method 

 

In Case I, an example 24-hour period, from 8 am on Dec 17th to 8 am on Dec 

18th, 2019, is selected to demonstrate detailly how the devices of Stone Edge 

Farm MES are optimally operated based on the proposed two-stage scheduling 

method. Besides the forecasted demands and maximum available PV output solar 

power for the next 24 hours starting at 8 am on Dec 17th as in Fig. 3-2 to Fig. 3-6, 

Fig. 5-1 shows the natural gas and electricity prices during the 24 hours. It can be 

shown from the figure that the local natural gas is much cheaper than electricity 

for getting the equivalent amount of energy after changing the unit of natural gas 

from therm to kWh (1 therm is approximately equals to 29.3 kWh).  

After the proposed two-stage scheduling method is run for the 24-hour period 

with β and initial stored energy in BS and HS set to zero, detailed power flows 

and optimal scheduling for the MES are generated. The overall MES operating 

cost for this example 24-hour period is optimized to $417. If all future demand 

and solar power are given, that is, the optimal operating cost of the system will be 

$408.4. Thus, the difference between the result given by our method and the 

theoretical optimal value is about 2%, which is caused by the forecast errors.  

In Fig. 5-2, the generated cooling power to meet the corresponding cooling 

power demand is plotted. It can be seen from the figure that the cooling power 

from the absorption chiller is preferred to that from the EHP because of the lower 

cost of local natural gas. For the example 24-hour period, cooling power demands 

are all met by the absorption chiller. Generally, only when the maximum cooling 

power generating capability of the chiller has been reached, the EHP will start to 

work in cooling status to help generate extra cooling power.  

Similarly, as shown in Fig. 5-3, which plots the generated heating power to 

meet the heating power demand, the CHP is the priority when heating power is 
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needed. When the CHP output heating power reaches its limit with efficiency 

advantage, the boiler can generate the remaining required heating power to help 

meet the demand. Comparing with the CHP and boiler, the EHP would be the last 

choice for generating heating power because of the price advantage of local 

natural gas over electricity. 

Fig. 5-4 shows the power sources for fulfilling load side electric power demand 

at different points in time. As shown in the figure, the CHP has the priority for 

supplying electric power. According to the characteristic of CHP, the combined 

heat and electric power efficiency, its electric power injected into the MES is 

maintained at about 16.8kW. Beyond this value, its efficiency advantage would 

no longer exist. Before 8 pm, because the battery is in charging status for most of 

the time, the remaining demanded electric power beyond 16.8kW will be 

purchased directly from the power utility. When the battery has been charged by 

the solar power, the remaining power demand is mainly supplied by the BS in the 

following time. Combined with the bought electric power from the local power 

utility and natural gas, and input solar power to the system, and the curves of 24-

hour stored energy in the BS as in Fig. 5-6 and Fig. 5-7, it can be concluded that 

the most important role of BS in optimizing the scheduling is to store free solar 

power for future usage.  

Finally, in Fig. 5-5, the generated hydrogen power to meet the hydrogen power 

demand for FCEVs is plotted. Combined with the MES input power in Fig. 5-6 

and the 24-hour stored hydrogen power in the HS in Fig. 5-7, it can be seen that 

the majority hydrogen demand is supplied from the stored hydrogen in HS, which 

is charged mostly by the purchased electric power from the local power utility. 
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Figure 5-1: Electricity and Natural Gas Price for the Example 24 Hours. 

 

Figure 5-2: Cooling Power Demand and Sources for the Example 24 Hours. 
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Figure 5-3: Heating Power Demand and Sources for the Example 24 Hours. 

 

Figure 5-4: Electric Power Demand and Sources for the Example 24 Hours. 
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Figure 5-5: Hydrogen Power Demand and Sources for the Example 24 Hours. 

 

Figure 5-6: System Input Power for the Example 24 Hours. 
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Figure 5-7: Stored Electric and Hydrogen Energies for the Example 24 Hours. 

5.2. Case II: Effect of Storages and PVs on 

Operating Cost 

 

In case II, the proposed method is applied to each day in December 2019 based on 

the recorded actual data to explore the effect of energy storages and PVs on 

reducing operating cost. Similarly, β and initial stored energy in BS and HS are 

set to 0, and during each 24-hour period from 8 am on every day to 8 am on next 

day the demands and solar power will be forecasted repeatedly in the first-stage 

optimization, but the actual values would be used for second-stage optimization. 

In Table 5-1, the operating costs with and without PVs and storage systems are 

listed to show their economic merits. With HS, BS, and PVs, the average daily 

operating cost is $415 for that month. If without HS, the average operating cost 

would be $434, suggesting a cost increase of 4.6%. It shows that installing HS 
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does not have much economic benefits especially considering the costly 

infrastructure upgrade. If without the PVs in the system, there will not be solar 

power and the system needs to purchase more electricity from local power utility 

to meet electrical demand. In this case, the cost would be increased to $535, 

equivalent to a cost increase of 29%. Finally, if there is no BS, the solar power 

will also not be able to store for future use as PVs is connected to BS directly in 

current setting and the system cannot use BS to coordinate energy usage. In this 

case, the cost would be $556, equivalent to a cost increase of 34%.  

The results can show the benefits that the PVs and BS bring to the MES. With 

BS, solar power from the PVs can be utilized to the greatest extent. Moreover, 

based on reasonable charging and discharging scheduling for the BS according to 

the demands, solar power, and energy price, operating cost can be further reduced.  

 

Table 5-1: Economic benefits of PVs and storages for MES. 

 

 Cost ($) Increase Percentage 

Full System 415 N/A 

Without HS 434 4.6% 

Without PVs 535 29% 

Without BS 556 34% 

 

5.3. Case III: Effect of Forecasting Interval on 

Operating Cost 

 

One of the major features of the proposed two-stage optimal scheduling method is 

that the energy storages in the MES will be planned hourly for the remaining 

scheduling horizon based on the latest forecasted future demands and PV output 

solar power as in our stage-I optimization. This is because the further ahead we 

forecast, the corresponding errors for demands and renewables increase. 
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Therefore, we need to constantly update the forecast results when scheduling. 

Though this is a known fact, we still want to explore the benefits from short-

interval forecasting. The simulation setting in Case II is maintained except the 

original forecasting interval is changed from one hour up to twelve hours, and the 

resulting average operating costs and increase percentages are shown in Fig. 5-8. 

It can be seen from the figure that as the forecasting interval increases, the 

operating cost of the system will also increase. When this interval is increased to 

12 hours, that is, the first forecast is conducted at 8 am and the second one is at 8 

pm, the average daily operating cost in December has also increased from the 

original $415 per day to $497 per day, equivalent to a 19.8% increase. As 

introduced earlier, the further ahead we forecast, the corresponding errors for 

demands and renewables increase. Therefore, by quickly and constantly 

incorporating the latest information of future demands and solar power, the 

previous forecasting deviations can be better corrected, and the storages can be 

better scheduled for the remaining horizon. 

 

Figure 5-8: Operating Cost Comparison with Different Forecasting Intervals. 
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5.4. Case IV: Tradeoff between Operating Cost 

and Risk 

 

In this Case, the effect of weighting parameter β of the cost of the worst possible 

scenarios is analyzed given the same simulation setting in Case II. The number of 

scenarios S is set to 100 and the confidence level α is set to 10%, which means the 

cost of the 10 worst scenarios are calculated and added up.  

Fig. 5-9 depicts the expected average daily cost and aggregate cost of the worst 

cases with different β values. As shown in the figure, when β = 0, the average 

expected daily cost is $415 while the aggregate cost of the 10 worst cases is 

$4350. When β = 1, the expected daily cost increases to $425 and the aggregate 

cost of the worst cases decreases to $4265. It can be concluded that when the level 

of risk-aversion increases, the aggregate cost of the worst cases decreases and the 

expected daily cost increases. In another words, low levels of risk are associated 

with high costs, and vice versa. The main reason here is that by adjusting β value, 

the expectations of energy storage for future demands and solar power would be 

adjusted accordingly: taking a large β means storing more energy for possible big 

forecasting deviations in the future, then when such deviations happen, the system 

is already well-prepared, while a smaller β means focusing more on optimizing 

the mean forecasted values. 
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Figure 5-9: Trade-Off between Operating Cost and Risk. 

 

 

5.5. Case V: Convergence Analysis 

 

In Case V, the convergence of the proposed two-stage method is analyzed given 

the same simulation setting in Case II except with different β values and number 

of scenarios, and the confidence level α is set to 10%.  

Fig 5-10 depicts the expected average daily cost of December for different 

number of scenarios with different β values. It can be seen from the figure that 

when the number of scenarios is above 200, continuingly increase the number of 

scenarios could not help significantly reduce the daily system operating cost.  

On the other hand, Fig. 5-11 shows the expected average daily computation 

time of applying the proposed two-stage method with different number of 
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scenarios where β is set to 0.6. The computation time generally comes from the 

forecasting stage of RF and also the optimization. It can be seen from the figure 

that when the number of scenarios increases, the computation time also increases 

exponentially as heavier computational burdens are added at the same time. 

Comparing the relationship between the number of scenarios and the expected 

average daily cost, as well as the computation time, it would be more efficient to 

operate the Stone Edge Farm MES with the number of scenarios set below 200 

when the risk of the worst possible scenarios as described in Case IV (α is set to 

10%) is considered in daily system operation. 

 

 

 

Figure 5-10: Operating Cost Comparison with Different Number of Scenarios. 
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Figure 5-11: Computation Time with Different Number of Scenarios. 

 

 

5.6. Case VI: Comparative Studies of Various 

Forecasting Methods 

 

In Case VI, the proposed methods with different forecasting method are compared 

with other typical MES optimal scheduling methods in the literature, including 

dynamic programming in [10], MILP-based integrated optimization method in 

[14], and heuristic genetic-algorithm-based method in [29], in terms of operating 

cost and computation time. Same with the setting in Case II, the recorded actual 

data of each day in December 2019 is adopted for operation optimization, β and 
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initial stored energy in BS and HS are set to 0.  

Table 5-2 first shows the average expected daily operating cost based on these 

methods. From the results, it can be seen that the operating costs of methods #1 to 

#5 that adopting forecast updating function are less than that of methods #6 to #9 

that without such function. This is consistent with the results in Case III. By 

quickly and constantly incorporating the latest information of future demands and 

solar power, the previous forecasting deviations can be better corrected, and the 

storages can be better scheduled for the remaining horizon, therefore, the 

operating cost can be improved.  

Among those methods with forecast updating, by comparing methods #1 and 

#5, we can see the two-stage scheduling method can generate close operating cost 

with the integrated method but with much shorter computation time.  This is 

because in the second-stage optimization of the two-stage method, many variables 

that have been calculated in the first-stage optimization are fixed, thus the method 

can greatly reduce the computation burden and shorten the computation time.  

Besides, comparing among methods #1 to #4, we see the method #1 with 

adaptive RF forecasting method outperform others when it comes to operating 

cost. This is because the adaptive RF can adjust to the latest forecasting condition 

so as improving the forecasting accuracy.  

Table 5-2 also lists the average daily computation time for each method. This 

part of the simulation was run compared in an Intel Processor 5Y70 CPU 1.3 GHz 

environment. We see the computation times of method #1 and #2 may worse than 

that of methods #3 and #4. This is because RF models are generally complicated 

than ANN and ARMA models regard structure. 

Besides, if the forecast updating feature is removed from the proposed two-

stage method by setting the forecasting interval to 24 hours as marked with 

method #6 in the Table, its computation time is still much less than that of 

benchmark methods #7 to #9. While the generated operating cost would be higher 

than that of the integrated methods in [10] and [14] but still lower than that of the 
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genetic-algorithm-based method in [29].  

Generally, based on the feature of forecast updating and two-stage optimization 

structure, the proposed MES optimal scheduling method is superior to other 

typical methods in the literature in terms of operating cost and computation time. 

 

        Table 5-2: Comparison of different MES optimal scheduling methods. 

  

# Method Cost ($) Time (s) 

1 Two-Stage Method with Forecast 

Updating and adaptive RF 415 160.9 

2 Two-Stage Method with Forecast 

Updating and classic RF 418 151.2 

3 Two-Stage Method with Forecast 

Updating and ANN 419 141.6 

4 Two-Stage Method with Forecast 

Updating and ARMA 443 138.2 

5 Integrated Method with Forecast 

Updating and adaptive RF 413 523.2 

6 Two-Stage Method without Forecast 

Updating 517 128.6 

7 Dynamic Programming [10] 512 583.3 

8 Mixed Integer Linear Programming [14] 510 497.7 

9 Genetic Algorithm [29] 521 822.5 

 
As a summary, this chapter first demonstrated the two reasons for selecting RF 

as the forecasting model through simulation results: One is that RF can provide 

forecasting result distribution, so that subsequent optimization can consider a 

variety of possible future scenarios. The second is the online updating function 

based on RF, which can achieve more accurate prediction results than other 

prediction models, thereby helping to reduce the operating cost of MES. In 

addition, by comparing the calculation time with other methods, we can also see 

the advantages of the proposed two-stage method in terms of calculation speed. 
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Chapter 6 

 

Summary, Conclusions, and Future 

Work  
 

 

 

 

 

 

In this thesis, different optimal scheduling methods of a real MES with hydrogen-

based vehicle applications are studied from an economic point of view. The main 

contribution of this work is fourfold:  

1) The previous scheduling methods usually neglecting the forecasting part. 

However, the designed optimization should be combined with the characteristics 

of the forecasting. Therefore, it is difficult for users to find a matching forecasting 

method. In this work, Random Forest forecasting model is applied and modified 

to provide inputs for the optimization considering multiple possible scenarios in 

the future. The entire scheduling method is more systematic. 

2) A new two-stage optimization is proposed, which can greatly reduce 

computation time. Thus, the scheduling of MES operation can be conducted in 

much shorter time interval while considering more possible future scenarios.  

3) In addition to the battery storage system as in other MESs in the literature, 

this work also considers the FCEV's hydrogen storage system and charging 

station. The existence of HS can further improve the operational flexibility within 

the scheduling horizon.  

4) Based on the real MES data from Stone Edge Farm, the proposed 

optimization scheduling method is analyzed and simulated, and the real 

characteristics of MES devices are studied. 
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As the simulation results suggest, the proposed two-stage optimal scheduling 

method can help quantify the daily operating cost, balance real-time power 

demands and solar power, and achieve considerably operating cost saving for the 

Stone Edge Farm MES.  

As for future work, following four aspects are considered: 

1) More practical device constraints are expected to be included, for examples, 

the startup and cooldown time of devices in MESs. When the devices in the MES 

are turned on, it is difficult for them to work immediately and output the power 

required by the system. So how to ensure that various demands can be satisfied at 

any time according to the startup time of different devices is what we need to 

consider. In addition, based on the characteristics of certain devices, once we have 

turn them off, they must enter a cooldown state for a certain period upon use, such 

as CHP. Thus, in the scheduling, we also need to consider the situation where a 

device is needed to work immediately after turning it off due to the uncertainties 

from demand. 

2) A selling power function is expected to be included in the optimization 

model. In the current setting, the BS can only store the solar energy according to 

the system demand on that day, and if there was such a selling power function of 

the optimization model that it can sell electricity back to the grid, the BS can store 

more solar energy and therefore the MES can make extra profit through selling 

power. This economic benefit will be even greater in the summer. Currently we 

are using winter data to do the simulation, but in summer, the system will have 

more solar power, and this selling power function will also generate more benefits. 

3) In the current forecasting and optimization model, we assume that electricity 

prices and natural gas prices are given, because this is the case for our Stone Edge 

Farm. But other MESs may not have such a given price, so we need to predict 

energy prices and analyze their impact on system operating costs. On the one 

hand, we will need to modify the corresponding forecasting models since the 

volatility of energy prices in the real-time market is much higher than that of 
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energy demand. On the other hand, if electricity prices are taken into 

consideration, we are also considering adding some demand response functions. 

4) We are also considering making a MATLAB SIMULINK block for each 

main device in MES. The constraints in the current optimization setting are all 

based on Stone Edge Farm MES. But if it is another MES, the number of various 

devices is different, and the network of various energy carriers in the system is 

also different. In this case, the users need to modify the constraints in the 

optimization when applying the method, especially the power flow balance 

equations, which causes inconvenience in use. But if each major device has a 

corresponding SIMULINK block, the users can easily describe the MES they are 

using by modifying the number of blocks and the corresponding connections, to 

easily realize optimization for the system operation. Previously we have done 

block modeling of the main devices in Microgrid for ABB, and the results have 

proved that this manner is indeed convenient for the users. 
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