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Abstract

The accuracy of channel state information (CSI) available at the base station (BS) plays a

very important role at increasing the overall downlink throughput of the communication

systems. To facilitate this, the uplink channel must be consumed to feedback the CSI

from the users, in case the channel reciprocity cannot be used. Since the uplink channel

data rate is relative low, this CSI feedback should be limited. Moreover, the system

throughput can be dramatically increased by BS cooperation, where the limited feedback

problem becomes more complex.

This dissertation first proposes for the classic orthogonal frequency division multiplexing

(OFDM) system a resource block (RB)-based feedback structure, which utilizes the fre-

quency correlation and temporal correlation of the channel simultaneously. In each RB

different feedback reduction algorithms could be implemented for different applications.

This RB-based approach could achieve a better bit error rate (BER) performance by

spending a few more bits for quantizing the CSI. By exploiting the temporal correla-

tion, the feedback overhead could be reduced by a factor equal to the number of OFDM

symbols, which are under similar channel condition.

In a coordinated multi-point (CoMP) coordinated beamforming (CB) system, users need

to feedback the serving and interfering channels to enable BS cooperation. This disser-

tation introduces a bit partitioning algorithm for a two-cell system, which adaptively

allocates the bits for quantizing the channel direction information (CDI) of both chan-

nels. The proposed algorithm outperforms the equal bit partitioning with the same

amount of feedback overhead, especially in the high signal-to-noise ratio (SNR) regime.

Also cooperative beamforming strategies are investigated, which profits from both the

zero forcing (ZF) and the maximum ratio transmission (MRT) schemes. The adaptive

bit allocation algorithm is then extended to a three-cell system as well as a multicell

system. And the cooperative beamforming approach is generalized to a low complexity

BS-specific approach for the multicell system. Simulation shows that the proposed coop-

erative approach increases the average user data rate, particularly for the cell-edge users.

In the CoMP joint transmission (JT) system, focus is laid on the dynamic formation of

clusters to limit the amount of feedback overhead and backhaul load. By introducing the

set partition problem under the assumption of non-overlapping clusters, a modified im-

plicit enumeration algorithm is proposed, based on which the dynamic clustering method

is exposed. Simulation reveals the advantage of the proposed method in comparison to

the fixed clustering in terms of data rate, fairness and BS power consumption.
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Chapter 1

Introduction

1.1 Background

Recently 3GPP has approved the completion of the 5G Release 15 specifications, which

operates in standalone mode using the completely new 5G radio access network and core.

This is a significant step forward compared to the non-standalone mode using existing 4G

Long Term Evolution (LTE) infrastructure [3]. Now the industry is in a full-blown sprint

to commercialization. 5G, not only the next generation of 4G technology but a paradigm

shift, satisfies the increasing demand for higher data rate, lower network latency, better

energy efficiency and reliable ubiquitous network connectivity [17, 40]. It will be exploited

in various scenarios and applications such as Internet of Things (IoT), big data analysis,

artificial intelligence, smart cities, entertainment services, video streaming and so on.

The Next Generation Mobile Network (NGMN) has defined the requirements for the 5G

standard [2], some of which are listed below:

• User experienced data rate up to 1 Gbit/s should be supported in some specific

environments, like indoor offices, while at lease 50 Mbit/s should be guaranteed

everywhere cost-effectively.

• Several hundred thousand simultaneous active connections per square kilometer in

the wireless sensor networks.

• Significant enhancement on the spectrum efficiency compared with 4G.

• Improved coverage, particularly for the rural areas.

• More effective signaling to minimize energy consumption.

In order to provide great user experience, high system performance as well as enhanced

services, some technologies have been exploited in order to increase the network capabili-

ties, such as carrier aggregation (CA), Coordinated Multi-Point/Multiple-Input Multiple-

Output (CoMP/MIMO), traffic optimization, offloading and so on. To cope with the

increased number of mobile subscribers in the crowded environments and at cell edge, the

heterogeneous network is included which coordinates the low power layer of small cells
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and tightly integrates them with the macro cells [13, 109, 110]. Meanwhile the resource

allocation problem is continuously attracting researchers’ attention [15, 16, 21, 122]. Be-

sides these, some new envisioned technologies are in the early stage of development.

Some examples are (but not limited to) massive MIMO, which takes advantage of hun-

dreds of antennas at cellular base stations to improve the effective signal-to-interference-

plus-noise ratio (SINR) and to mitigate interference and suppress noise through narrow

beamforming [44, 85]; millimeter waves (mmWave), which exploits the large continuous

unused bandwidth over 6 GHz and fits the massive MIMO very well due to its short

wavelength and narrow beamwidth [123]; full duplex, which could reduce the amount of

guard bands and time and thus improve the overall spectral efficiency [2]. Despite these

promising technologies, practical challenges still exist. Some well-known difficulties are

the high algorithm complexity for the current hardware design, unrealistic assumptions

during algorithm investigation such as zero-delay and error-free channel information at

the transmitter, overestimated backhaul capability [46, 62].

1.2 Limited feedback and backhaul problem in wireless

communication systems

In classic wireless communication systems, the channel state information (CSI) at the

transmitter can be obtained via the feedback from the receiver as shown in Figure 1.1,

such that the transmitter can adapt the forward link signal to the channel [38]. This

is crucial in frequency division duplex (FDD) systems, while in a time division duplex

(TDD) system, the downlink channels can be estimated from the uplink channels under

the assumption of reciprocity, both of which are supported in the current 5G new radio

(NR) system [139].

...... ReceiverTransmitter

Feedback

Figure 1.1: Illustration of feedback in wireless communication systems

The above-mentioned channel feedback problem allows the receiver to send a small num-

ber of information bits about the channel back to the transmitter to optimize channel

adaption, and is generally referred as to limited or finite-rate feedback. An overview

of limited feedback in wireless communication systems has been provided by [77]. The



1.2 Limited feedback and backhaul problem in wireless communication systems3

limited feedback problem in single user and multiuser systems was addressed and related

research results were elaborated. Channel feedback schemes in different standards were

introduced as well. [77] also outlined some practical issues such as feedback delay, feed-

back error, quantization, etc. Furthermore, BS coordination with limited feedback was

mentioned but was pointed out to be of future interest.

To facilitate the air interface technologies in 5G, the channel information should be avail-

able at the transmitter to some extent. 3GPP has defined two types of CSI feedback,

namely normal and enhanced feedback [10]. In the normal feedback, which is also called

implicit feedback, the precoding matrix indicator (PMI) or rank indicator (RI) or the

channel quality will be fed back to the transmitter. Implicit feedback implies that the

transmitter and the receiver have some assumptions in common such as a predefined code-

book. It was shown that with a limited number of antenna ports the implicit feedback

is the preferred feedback framework for single-user (SU) and multi-user-MIMO (MU-

MIMO) [37]. The enhanced/explicit feedback is suitable for higher spatial resolution,

which is one of the features of the promising massive MIMO. 3GPP defines that at least

one of the following three categories should be supported for explicit feedback: precoder

feedback based on linear combination of dual-stage codebooks, covariance matrix feed-

back and a hybrid CSI feedback of the previous two categories.

However, technical challenges arise as the number of antennas and coordinated cells

increases. For instance, in 5G one vital technology that boosts the spectral and energy

efficiency is massive MIMO [118]. Firstly, the performance gain of massive MIMO greatly

depends on the accuracy of the CSI available at the transmitter. Secondly, traditional

MIMO utilizes orthogonal pilot signals to obtain CSI, but this approach encounters huge

difficulties in massive MIMO [3]. In addition, in a massive MIMO-OFDM (orthogonal

frequency division multiplexing) system, the amount of CSI required by the transmitter

increases linearly with the number of antennas and subcarriers [33].

CoMP transmission/reception has been adopted as the key technology to alleviate the

inter-cell interference (ICI) and increase the cell-edge user performance quality. The per-

formance of CoMP highly depends on the downlink CSI available on the BSs which must

be sent back from the user equipment, consuming uplink control channel resources [38].

As the number of coordinated cells varies, the CSI matrix dimension and the amount of

feedback may differ dynamically. In the meanwhile, in the CoMP system with relays CSI

feedback generates even a great amount of feedback overhead that could result in signifi-

cant performance degradation [41, 114, 121]. Furthermore, the CSI should be exchanged

among BSs in order to perform ICI cancellation or joint processing. This burdens the

backhaul link, which has already been seen as a bottleneck for the ultra-dense intercon-



4 Introduction

nected cells with high traffic [62]. One practical solution that shrinks the number of

coordinated cells is cell clustering. Clustering plays an important role in limiting the CSI

feedback and backhaul. But how to dynamically form the clusters in practice requires

further investigation [80, 90, 96, 97, 98].

1.3 Outline of the dissertation

Within this dissertation only downlink (DL) transmission is considered. In Chapter 2

the limited feedback problem in a traditional OFDM system will be addressed. Different

feedback reduction techniques from the literature will be compared and analyzed. A

resource block (RB) based feedback concept combined with different feedback reduction

methods will be proposed, which reduces the feedback overhead dramatically by utilizing

both frequency and temporal correlation of the channel simultaneously.

In Chapter 3 the feedback problem will be investigated in a CoMP coordinated beam-

forming (CB) system. Focus will be put on how to allocate the feedback bits for the

serving and interfering channels. A novel bit partitioning algorithm based on zero forc-

ing (ZF) beamforming will be proposed for a two-cell system in Section 3.2.2 and two

cooperative beamforming strategies will be proposed in Section 3.2.3, which select the

proper beamforming scheme within ZF and eigen-beamforming. Then, the proposed bit

partitioning algorithm will be extended for a three-cell system as well as a multicell system

in Section 3.3 and Section 3.4. Also, cooperative beamforming approaches for these

two systems will be searched while not introducing high complexity to the coordinated

system. These cooperative approaches select the best suitable beamforming strategy to

the serving users.

The CoMP joint transmission (JT) system will be studied in Chapter 4. A dynamic

clustering algorithm will be introduced which limits the amount of feedback and back-

haul overhead of the whole system. A modified implicit enumeration algorithm will be

proposed to solve this dynamic clustering problem.

Chapter 5 will summarize the results of this dissertation and show some interesting

research topics in the future.
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Chapter 2

Limited feedback for a SU-OFDM system

2.1 Introduction to the OFDM technique

Tradional single-carrier transmission suffers from frequency selectivity of the wideband

channel in case of high data rate [34]. In order to overcome the drawback of single-carrier

transmission, multi-carrier transmission is proposed to simplify the complexity of the

equalizer in the receiver. The idea of multi-carrier transmission is to convert a high rate

data stream into several low rate data streams transmitted in parallel as shown in Fig-

ure 2.1. Multi-carrier transmission greatly increases the symbol duration TS compared

with single-carrier transmission with the same data rate, which makes the transmission

more robust to intersymbol interference (ISI). From the perspective on frequency do-

main, multi-carrier transmission analyzes the wideband signal into several narrowband

signals, so that the frequency selective channel with bandwidth Bw and frequency transfer

characteristic H(f) can be approximated by multiple frequency flat channels [106].
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Figure 2.1: Single-carrier transmission vs. multi-carrier transmission

In a conventional multi-carrier transmission system different subchannels are spaced apart

such that there is no overlapping between the spectral shapes of different subcarriers. In

this way the signals can be received using conventional filters. As a special case of multi-

carrier transmission, OFDM uses overlapped spectra for the subcarriers to increase the

spectral efficiency as shown in Figure 2.2. Since the orthogonality between the subcarriers

is maintained, the signals are still received without intercarrier interference.
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Figure 2.2: Qualitative bandwidth efficiency comparison between conventional multi-carrier

transmission and OFDM [116]

The OFDM technique also has some disadvantages. For instance, it is more sensitive

to frequency offset and phase noise and has a relatively large peak-to-average power

ratio (PAPR). However, due to its big advantage such as low implementation complexity

dealing with multipath propagation, capacity enhancement capability by adapting the

data rate for each subcarrier, etc., OFDM technique has been widely used as a way for

high data rate transmission for decades [116]. It has been adopted by many wireless

communication standards such as the wireless local area network (WLAN) standards

IEEE 802.11 a, g, n, the terrestrial TV systems Digital Video Broadcasting-Terrestrial

(DVB-T) and the second generation (DVB-T2), the wireless communication standards for

cellular networks Long Term Evolution and its extension LTE-Advanced (LTE-A), etc.

Some wireline communication technologies such as asymmetric digital subscriber line

(ADSL), power line communication (PLC), etc., also use OFDM as their key modulation

technique.

2.2 Mobile radio channels

2.2.1 Fading

In wireless communications during the signal transmission via the propagation media the

receiver generally does not only receive the signal from the direct link. Many replicas

of the original signal are also received due to reflection, scattering or diffraction in the

environment [117]. The received signal may vary with geographical position, time or

frequency, which leads to nondeterministic variations in the signal amplitude. The signal

fluctuations are known as fading [94].
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Large-scale fading

The power of the electromagnetic wave degrades when the signal is transmitted between

antennas. Path loss is used to characterize this power dissipation and generally assumed

to be the same for a fixed transmit-receive distance. It is difficult to model path loss

using just a single model for different environments [50]. Several path loss models were

developed based on empirical measurements such as the Okumura model [89], the Hata

model [53], etc. [42] introduced a simplified model for path loss as a function of the

distance d between the transmit antenna and the receive antenna:

Path loss = K

[
d0
d

]γ
, (2.1)

where d0 is a reference distance, K is a fixed quantity that depends on the antenna char-

acteristics and the channel attenuation and γ is the path loss exponent. This simplified

path loss model will be used in Chapter 3 and 4.

Shadowing is caused by obstacles such as hills or large buildings which obscure the main

signal path between the transmitter and the receiver and attenuate the signal power

through absorption, reflection, scattering and diffraction. Shadowing is often modeled

using a log-normal distribution [42]. Signal variation due to shadowing usually occurs

over a distance of 10-100 m, and variation due to path loss occurs in the range of 100-

1000 m [50]. Therefore, fading caused by path loss and shadowing is often referred to as

large-scale fading.

Small-scale fading

The amplitudes and phases of multipath components of the received signal also experience

rapid fluctuations over a short period of time or very short distances, in the order of the

signal wavelength [50, 100]. These fluctuations are sometimes referred to as small-scale

fading. Small-scale fading is caused by interference among many replicas of the original

signal from multiple paths, which arrive at the receiver at slightly different time. These

signal components are summed with the original signal constructively or destructively.

The resultant channel models are generally nondeterministic.

For flat fading where the signal bandwidth is sufficiently small and all frequency com-

ponents behave similarly, the delay spread of a channel is small relative to the inverse

signal bandwidth Bw, i.e., the delay is negligible compared to the symbol duration Ts.

The receiver will receive multiple replicas of the original signal at almost the same time.

When the number of replicas becomes large, the central limit theorem applies and the

in-phase and quadrature components of the channel can be seen as jointly Gaussian ran-

dom processes [50]. Therefore, the most common distribution of the channel amplitude
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is the Rayleigh distribution and it is also an assumption of the discussion in Chapter 3

and 4.

When the signal occupies a channel bandwidth larger than the bandwidth over which

spectral components are affected in a similar way, the transmit signal at different fre-

quencies will be distorted differently. This phenomenon is known as frequency-selective

fading. In this case the assumption that the delay spread of the channel is negligible

compared to the symbol duration is no longer valid. Different from flat fading where the

received signal can be characterized by just the amplitude and phase random processes,

frequency-selective fading additionally needs to take the characterization of the multipath

delay and the time variation of the channel into account. Therefore, it is more difficult

to model frequency-selective fading channels than flat fading channels. Usually wide-

band multipath measurements for different scenarios are made and the specific models

are developed from these measurements [100].

2.2.2 Characterization of fading channels

The radio propagation channels can be seen as a system transforming input signals into

output signals. Taking the time-varying property into consideration, one can represent

the lowpass response of a channel as c(τ, t), where τ is the time delay and c(τ, t) shows

the time-varying response at time t to an impulse at time t − τ , which is also known as

the input delay-spread function according to the naming convention in [28].

The channel can also be characterized in the frequency domain by the time-variant trans-

fer function C(f, t), which is the Fourier transform of c(τ, t) with respect to τ :

C(f, t) =

∫ +∞

−∞
c(τ, t)e−j2πfτdτ. (2.2)

In general, c(τ, t) and C(f, t) are random processes which vary with time. To characterize

them precisely the infinite dimensional probability density functions are necessary. A less

accurate but more practical way is to use the correlation functions [28]. Furthermore,

as mentioned in Section 2.2.1, when the number of multipath becomes large, c(τ, t) and

C(f, t) are complex Gaussian processes. Therefore, c(τ, t) and C(f, t) can be described

by their means and autocorrelation functions. The autocorrelation function of c(τ, t) is

defined as

Ac(τ1, τ2, t1, t2) = E{c∗(τ1, t1)c(τ2, t2)}. (2.3)

Since most radio channels exhibit wide sense stationary behavior [28], Ac(τ1, τ2, t1, t2) only

depends on the time difference ∆t = t2 − t1. Moreover, practically the channel response

associated with a multipath component with delay τ1 is uncorrelated with the channel
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response associated with other components with delay τ2 6= τ1. This is because these

components are caused by different scatterers. These channels are called the wide-sense

stationary uncorrelated scattering (WSSUS) channels. The autocorrelation function of

the WSSUS channels is rewritten as

E{c∗(τ1, t1)c(τ2, t2)} = Ac(τ1,∆t)δk[τ1 − τ2] ∼ Ac(τ,∆t), (2.4)

with ∆t = t2 − t1.

Then the power delay profile (PDP) Ac(τ) can be defined by setting ∆t = 0 in (2.4):

Ac(τ) , Ac(τ, 0). The PDP shows the intensity of signals associated with a certain

multipath delay and can be measured for different scenarios. From the PDP the root

mean square (RMS) delay spread of the multipath channel στ can be calculated as [50]

στ =

√√√√
∫ +∞
0

(τ − µτ )
2Ac(τ)dτ∫ +∞

0
Ac(τ)dτ

, (2.5)

where µτ =
∫+∞

0 τAc(τ)dτ∫+∞

0 Ac(τ)dτ
is the average delay of the multipath channel.

Similarly, the time-variant transfer function C(f, t) can also be characterized by its au-

tocorrelation function AC(∆f,∆t) = E{C∗(f, t)C(f + ∆f, t + ∆t)} which only depends

on the frequency separation and time difference [50]. AC(∆f,∆t) is useful for defining

the coherence bandwidth Bc and coherence time Tc of the multipath propagation channels

which are important parameters for the design of the resource block (RB) based feedback

structure in this chapter:

• Coherence bandwidth: let AC(∆f) , AC(∆f, 0). Bc is the frequency separation

which satisfies AC(∆f) ≈ 0 for ∆f > Bc. [74] has also shown that over Bc ≈
1

50στ
the channel correlation exceeds 0.9 and Bc ≈ 1

5στ
approximates the range of

frequencies over which channel correlation exceeds 0.5.

• Coherence time: let AC(∆t) , AC(0,∆t). When the observation time difference

is larger than Tc, AC(∆t) ≈ 0. A rule of thumb is to define the coherence time as

Tc =
√

9
16πf2

m

= 0.423
fm

[100], where fm is the maximum Doppler frequency.

2.3 Feedback schemes for OFDM systems

The combination of multiple antennas and OFDM is keeping attractive during the last

years since multiple antennas can provide high data rate or reliability for the OFDM

system. In order to adapt the transmission to the time-variant radio channel some in-

formation about the channel should be available at the transmitter particularly for the
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MIMO case. In MIMO-OFDM systems the amount of information is proportional to the

number of subcarriers, the time duration of the transmission and the number of antennas.

Therefore, the information that needs to be fed back may be huge in an FDD system.

However, correlation between adjacent subcarriers and time slots can be exploited to

reduce the feedback overhead drastically.

As shown in Section 2.2.2 the channel has high correlation within the coherence bandwidth

which is usually much larger than the subcarrier spacing. Hence the most straightforward

method with the lowest complexity to exploit the correlation among subcarriers is clus-

tering [32, 56, 84, 120, 127, 129], i.e., to select and feedback the channel information of

one subcarrier within a cluster of subcarriers. A more complex method is to feedback the

channel information on some certain subcarriers and reconstruct the channel for other

subcarriers by interpolation [35, 54, 56, 75]. By viewing the feedback reduction problem

as a compression type of problem, [137] proposed the recursive feedback encoding and

trellis-based encoding which are typical vector quantization algorithms [47]. In [71, 76]

the power allocation problem for OFDM systems with a finite rate feedback channel

was also addressed trying to maximize the overall system capacity. However, the power

loading problem for OFDM systems is beyond the scope of this dissertation.

Although not dedicated for OFDM systems, many methods exploiting temporal correla-

tion of the radio channel have been proposed and these methods can be applied in OFDM

systems by implementation for each subcarrier. A Markov model was introduced in [58] to

analyze the average feedback rate according to the temporal correlation and distribution

of the channel. The average feedback rate was shown to increase linearly with Doppler

frequency, i.e., the velocity of the mobile equipment. Based on this Markov model the

transition probabilities that are almost zero could be discarded, hence limiting the num-

ber of Markov states that need to be known at the transmitter. Therefore, the feedback

data rate can be dramatically reduced with slight performance loss [57, 59]. Similarly, due

to the temporal correlation of the channel, the transition probabilities between different

states of the Markov model are different. So the source coding schemes such as Huffman

coding can benefit and reduce the number of bits representing the states without losing

performance [108]. Moreover, by modeling the time evolution of the channel as a first-

order Gauss-Markov process, [68, 69, 70] analytically discussed the problem of how to

select a feedback update period to achieve a certain performance such as average effective

signal-to-noise ratio (SNR). Also prediction is a straightforward method to make use of

the temporal correlation in case that the statistics of the channel are known. In [60] a

geodesic prediction on the Grassmann manifold as well as a codebook design algorithm

was proposed. Although codebook design is important for systems with limited feedback,
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this problem is not the focus of this dissertation.

2.3.1 System model

In this chapter the downlink transmission of a SU multiple-input single-output (MISO)

OFDM system with Nt transmit antennas and a single receive antenna as shown in Figure

2.3 is considered. At the transmitter the bit stream is first modulated by 4-quadrature

amplitude modulation (QAM). The normalized beamforming vector w(k) (||w(k)|| = 1)

on the k-th subcarrier is used to facilitate the transmission. The corresponding 1 × Nt

channel gain vector in the frequency domain is h(k). Thus the received frequency-domain

signal on the k-th subcarrier y(k) can be written as

y(k) = h(k)w(k)s(k) + n(k), (2.6)

where s(k) is the transmitted 4-QAM symbol and n(k) represents the additive white

Gaussian noise with entries distributed according to CN (0, N0). In this chapter the

transmit power is equally allocated across the subcarriers and E{|s(k)|2} = Es. Also a

zero-delay error-free feedback channel is assumed.
......
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Figure 2.3: MISO-OFDM beamforming system with Nt transmit antennas and a single re-

ceive antenna using feedback

In the MISO-OFDM system the beamforming vector w(k) is designed subcarrier-wise.

Generally, the channel gain is a matrix H(k) (Nr × Nt) in case of MIMO transmission.

In order to maximize the received SNR on subcarrier k

γ(k) =
Es

N0

||H(k)w(k)||2, (2.7)

w(k) is chosen as the right singular vector of H(k) corresponding to the largest singular

value of H(k) [84]. In reality a quantized version of w(k) is conveyed from the receiver

to the transmitter using a finite rate feedback channel. Without a feedback compression

technique, usually a codebook Cfull which contains N = 2Bfull codewords (quantized
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beamforming vectors) Cfull = {c1, c2, · · · , cN} is used. The receiver selects the codeword

which maximizes the received SNR, i.e.,

copt(k) = arg max
ci∈Cfull

Es

N0

||H(k)ci||
2, (2.8)

and just sends back the index of the optimal codeword using Bfull bits. Therefore, a total

number of BfullNc bits are necessary for all the subcarriers of one OFDM symbol, where

Nc denotes the number of subcarriers. If multiple OFDM symbols are to be transmitted,

the required bits are also proportional to the number of OFDM symbols.

2.3.2 Feedback reduction techniques

As mentioned before the high correlation among the subcarriers or time slots can be

exploited to reduce the amount of feedback information. In this chapter we focus on

the clustering, interpolation, recursive and trellis-based feedback algorithms and the

frequency-domain algorithms will be combined with the time-domain methods to build

up the RB-based structure in the following sections.

Frequency-domain clustering

The simplest method to utilize the correlation of neighboring subcarriers or beamforming

vectors is to combine adjacent subcarriers into a cluster and just use one beamforming

vector for the whole cluster. Different metrics can be used for each cluster. A simple

method is to select the beamforming vector on the central subcarrier in the cluster, i.e.,

the beamforming vector in the (m+ 1)-th cluster can be calculated as

w(mKc + l) = arg max
ci∈Cfull

|h(mKc + ⌈Kc

2
⌉)ci|

2, for l = 1, · · · , Kc, (2.9)

where Kc is the cluster size and the cluster index m ranges from 0 to Nc

Kc
− 1. Clustering

can reduce the number of feedback bits required by one OFDM symbol by a factor of the

cluster size Kc, i.e., BfullNc

Kc
.

Interpolation

Instead of using the beamforming vector on one subcarrier for a whole cluster, inter-

polation uses several beamforming vectors on certain subcarriers to estimate for other

subcarriers. Since the beamforming vectors have a unit norm, some spherical interpola-

tion algorithms can be implemented. As can be seen from (2.7), the optimal beamforming

vector has phase invariance property, i.e., when w(k) is optimal for maximizing the re-

ceived SNR, ejθ
w(k) is also optimal. Based on this property [35] proposed to divide the

subcarriers into several interpolation intervals with size Kin and evaluate the beamform-

ing vectors by linear interpolation using the first subcarrier of the adjacent intervals. The
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interpolator computes for subcarrier mKin + l (1 ≤ l ≤ Kin)

w(mKin + l; θm) =
(1− cl)w(mKin + 1) + cle

jθmw((m+ 1)Kin + 1)

||(1− cl)w(mKin + 1) + clejθmw((m+ 1)Kin + 1)||
, (2.10)

where m is the interpolation interval index (0 ≤ m ≤ Nc

Kin

− 1), cl =
l−1
Kin

is the linear

weight value and θm is a parameter for phase rotation which takes into account the phase

invariance property of the beamforming vector. Due to the fast Fourier transform (FFT)

processing at the receiver the channel gain in frequency domain is expressed as a periodic

waveform. Therefore, the beamforming vectors in the last interpolation interval can be

obtained from w(Nc −Kin + 1) and w(1), i.e., w(Nc + 1) = w(1).

For practical implementation firstly the beamforming vector on the first subcarrier of

each interval should be quantized

w(mKin + 1) = arg max
ci∈Cfull

|h(mKin + 1)ci|
2, for 0 ≤ m ≤

Nc

Kin

− 1. (2.11)

Then with the help of (2.10) grid search with respect to the phase parameter can be used

to find the optimal θm. Here the optimal θm is determined to maximize the minimum

channel gain

θm = argmax
θ∈Θ

min
1≤p≤Kin

|h(mKin + p)w(mKin + p; θ)|2, for 0 ≤ m ≤
Nc

Kin

− 1, (2.12)

where Θ is the codebook for the phase parameter which may contain equally distributed

quantization levels in [0, 2π]. After the optimal θm for each interval is determined at the

receiver, it is conveyed back to the transmitter together with the quantized beamforming

vector on the first subcarrier of each interpolation interval. The total required number of

bits for one OFDM symbol using interpolation feedback scheme is Nc

Kin

(Bfull + log2 |Θ|),

where |Θ| stands for the cardinality of Θ.

Recursive feedback algorithm

In [137] the recursive algorithm for feedback reduction was proposed. Due to frequency

correlation the channel vector h(k) or the optimal beamformer w(k) on subcarrier k lies

in the "neighborhood" of the previous ones h(k−1) and w(k−1) with a high probability.

Therefore, given h(k−1) or w(k−1) it is not necessary to quantize h(k) and w(k) using

the complete codebook Cfull. The recursive encoding proposes to use Cfull only for the first

subcarrier and a subset C̃(k) of Cfull as the codebook for subcarrier k (k = 2, 3, · · ·Nc).

C̃(k) differs for different subcarriers and depends on the optimal codeword copt(k− 1) on

subcarrier k− 1. The 2Bsub elements in C̃(k) can be chosen as 2Bsub nearest codewords of

copt(k − 1) including copt(k − 1) itself, where Bsub < Bfull. An example for Bsub = 2 is

shown in Figure 2.4. Here the chordal distance dc(ci, cj) =
1√
2
||cic

H
i −cjc

H
j ||F is considered
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as the distance measure. After C̃(k) is determined for subcarrier k, the optimal codeword

copt(k) can be found out using (2.8) by replacing Cfull with C̃(k) and sent back with Bsub

bits. In this way the total number of feedback bits for one OFDM symbol is reduced

to Bfull + (Nc − 1)Bsub. However, when the channel between adjacent subcarriers varies

abruptly, the recursive encoding may lose track of the channel and cause performance

degradation.

Codebook C̃(k) of size 4 for subcarrier k

Optimal codeword copt(k − 1) on subcarrier k − 1

Figure 2.4: 4 neighboring codewords of the codeword copt(k − 1) including itself

Trellis-based algorithm

To overcome the drawback of the recursive algorithm [137] introduces a trellis-based

feedback encoding. Similar to the recursive algorithm the trellis-based encoding also uses

Cfull for the first subcarrier and C̃(k) for other subcarriers. However, the optimal codeword

is not determined for each subcarrier separately. A metric is defined for each subcarrier

and here the bit error rate (BER) is used. For 4-QAM symbols the BER on the k-th

subcarrier is calculated as [136]

BER(k) = Q(
√
γ(k)). (2.13)

The trellis-based encoding utilizes the Viterbi algorithm to calculate the cumulative met-

rics for different possible paths (a path is the selection of one codeword for each

subcarrier throughout the whole bandwidth) and the final decision is made for all

the subcarriers simultaneously. The algorithm is explained as following:

• The Viterbi algorithm is implemented subcarrier-wise. Firstly, the BER metric for

all the codewords in Cfull on the first subcarrier

Metric = Q

(√
Es

N0

|h(1)ci|2

)
, for i = 1, · · · , N, (2.14)
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will be calculated. So there are in total Cfull paths initiated, i.e., there are Cfull

codeword candidates for the first subcarrier.

• For subcarrier k (k = 2, · · · , Nc) depending on the codeword candidates used for

subcarrier k − 1, each path is extended and selects 2Bsub neighboring codewords

(codeword candidates for subcarrier k) and calculates the metrics for subcarrier

k. The metric is then accumulated with the previous metrics of each path. As a

result, for each codeword on subcarrier k, there could be multiple paths passing

through. The path with minimum accumulated metric will be further considered

for this codeword and the other paths are discarded. Hence, the number of paths

can only be equal to or less than Cfull.

• After the selection of the codewords for all subcarriers is finished, the cumulative

metrics of all paths are compared and the one with the minimum cumulative metric

is the optimal path. The codewords associated with the optimal path are the

quantized beamforming vectors for each subcarrier.

The trellis-based algorithm also reduces the number of feedback bits for one OFDM

symbol to Bfull+(Nc−1)Bsub. Although trellis-based encoding partially solves the losing

track problem of the recursive encoding, the Viterbi algorithm increases the complexity

and required memory size at the receiver. Also both approaches still have the tracking

problem when the feedback link is not error-free.

Time-domain clustering

Within this dissertation we only consider the clustering scheme for time-domain tech-

niques due to its low implementation complexity. Different from the clustering in fre-

quency domain, the beamforming vector designed for the current time slot can only be

used for the current or subsequent time slots if a zero-delay feedback channel is assumed.

For each time interval, the beamforming vectors on the subcarriers of the first OFDM

symbol are also used for several consequent OFDM symbols. Hence the required number

of feedback bits is reduced by a factor equal to the number of OFDM symbols in each

time interval compared with the scheme which does not exploit the temporal correlation.

2.3.3 RB-based feedback structure

In the aforementioned references the frequency and temporal correlation are usually not

considered simultaneously. Taking both correlations into account we propose to use

a RB-based feedback structure [132]. Similar terminology is also used in the 3GPP

standard [4]. A RB is a frequency-time resource consisting of Nsub adjacent subcarrier of

Nsym consecutive OFDM symbols (time slots) as illustrated in Figure 2.5. Generally, a
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feedback algorithm in each RB can be designed independently and adaptively according

to the actual channel properties.

N
su

b

Resource Block:

S
u
b
ca

rr
ie

rs

OFDM symbols

Nsym

Figure 2.5: Frequency-time resource grid for one RB

In this dissertation the following RB-based feedback algorithm is used:

• The feedback information is created independently for each RB.

• In the first time slot of each RB, frequency-domain feedback schemes are imple-

mented for the design of the feedback information and beamforming vectors for all

subcarriers.

• Since only clustering is considered as the time-domain scheme, the transmit beam-

forming vectors for other time slots within the same RB choose the same ones as

for the first time slot.

In [35] it was mentioned that when the SNR is high the performance using the inter-

polation scheme is getting worse compared with the scheme using optimal beamforming

vectors, where full channel knowledge is available at the transmitter. This phenomenon is

called by [35] diversity loss. In order to show this phenomenon we generate the channel

using the HIPERLAN/2 channel model B [83], whose PDP is defined in Appendix A.

HIPERLAN/2 channel model B models a typical large open space environment with non-

line-of-sight (NLOS) conditions or an office environment with large delay spread where

the transmitter and the receiver are usually immobile or at very low speed. Hence we

only compare different frequency-domain feedback schemes.
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For the simulations we use the parameters listed in Table 2.1. It is assumed that no

spatial correlation exists between antennas. For the codebook design the Grassmannian

codebook is used which is derived from the Grassmannian line packing problem [78].

This problem tries to maximize the minimum distance between any two vectors in the

codebook and the distance between wi and wj is defined as the sine of the angle θi,j

between these two vectors

d(wi,wj) = sin(θi,j) =
√
1− |wH

i wj|2, i 6= j. (2.15)

In this simulation Bfull = 6 and Bsub = 2 for the recursive and trellis-based schemes and

the RB structure is firstly not considered (or Nsub = Nc). The complete Grassmannian

codebook consisting of 64 4 × 1 unit-norm vectors is given in Table B.2. The clustering

scheme uses a cluster size of Kc = 3 and within each cluster 6 bits are used to quantize

the optimal beamforming vector employing the same Grassmannian codebook. The in-

terpolation interval Kin = 6 and the number of bits for quantization of the beamforming

vector on the first subcarrier of each interval is 6. We also use 6 bits to quantize the phase

parameter, i.e., the codebook Θ for the phase parameter is {0, 2π·1
64
, 2π·2

64
, 2π·3

64
, · · · , 2π·63

64
}.

In total each scheme uses 132 feedback bits for one OFDM symbol. Note that in case of

4-QAM the number of information bits in one OFDM symbol is 128 bits, which means the

feedback bits used for channel quantization are huge for one OFDM symbol. Thanks to

the time-domain clustering, the channel information can be reused for several consequent

OFDM symbols.

Table 2.1: Simulation parameters for HIPERLAN/2 channel model B

Number of transmit antennas Nt 4

Number of receive antennas Nr 1

Number of subcarriers Nc 64

Guard interval length Ng 16

Sampling rate 20 MHz

The BER performance is shown in Figure 2.6. Full is the quantization scheme without

feedback compression, i.e., for each subcarrier 6 bits are used to quantize the optimal

beamforming vector. Perfect is the feedback scheme that assumes perfect channel in-

formation is available at the transmitter, meaning that the optimal beamforming vectors

are used. Obviously having perfect channel information at the transmitter shows the best

BER performance. At low SNR regime (SNR < 14 dB) the performance of the clustering

and interpolation schemes is quite close to the scheme without feedback compression,

while when SNR > 14 dB the performance of these two approaches shows the diversity



2.3 Feedback schemes for OFDM systems 19

0 5 10 15 20
10

−7

10
−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

E
s
/N

o
 [dB]

B
E

R

 

 

Recursive (132 bits)
Trellis (132 bits)
Clustering (132 bits)
Interpolation (132 bits)
Full (384 bits)
Perfect

Figure 2.6: BER performance with different frequency-domain feedback algorithms under

HIPERLAN/2 channel model B

loss effect and is degraded compared to the trellis-based scheme. At the BER of 10−6 the

performance using clustering and interpolation approaches is 2 dB and 4 dB worse than

the trellis-based scheme, respectively. And this performance difference is getting larger

when the SNR is larger. For the whole SNR regime the difference between the trellis-

based scheme and the approach without feedback compression is keeping 1 dB. However,

the trellis-based scheme requires huge computational complexity which increases expo-

nentially with the numbers of feedback bits and subcarriers [137]. On the other side,

although the recursive algorithm shows the worst performance, this algorithm does not

suffer from severe diversity loss when the SNR is high. Moreover, the recursive algo-

rithm requires very low searching complexity. It only needs the neighboring codewords

as mentioned in Section 2.3.2 to be stored at the receiver and transmitter.

RB-based recursive algorithm

Based on the previous observation and analysis in some applications such as the control

systems or wireless sensor networks where the BER requirement is high, we propose to

combine the RB-based feedback structure with the recursive and trellis-based schemes.

The RB-based recursive algorithm is firstly given in the following:

• The feedback information is created independently for each RB.



20 Limited feedback for a SU-OFDM system

• For the first OFDM symbol of a RB the first subcarrier uses Bfull bits for feedback

quantization and the optimal codeword which satisfies (2.8) is selected.

• For each of the remaining Nsub−1 subcarriers Bsub bits are used and the correspond-

ing codebook C̃(k) is chosen as a subset of C based on the previous optimal codeword

as explained in Section 2.3.2. The optimal codeword is calculated according to

copt(k) = arg max
ci∈C̃(k)

Es

N0

||h(k)ci||
2. (2.16)

• After the beamforming vectors on all subcarriers in the first OFDM symbol are

obtained by the transmitter, the remaining Nsym − 1 OFDM symbols within the

same RB reuses the beamformers designed for the first OFDM symbol on the cor-

responding subcarriers.

In frequency direction this algorithm periodically feeds back the quantized optimal beam-

forming vector using Bfull bits (with a period of Nsub subcarriers). In case that the trans-

mitter loses track of the channel because of an abrupt channel variation or feedback error

which may occur in the recursive and trellis-based algorithms, the RB-based recursive

algorithm restores the channel state after a maximum of Nsub subcarriers so that error

propagation can be avoided. In the following we show that error diffusion is restrained by

the RB-based method. Moreover, the complexity of this algorithm keeps the same and is

as low as for the recursive encoding.

If only one OFDM symbol is considered, a total of ⌈ Nc

Nsub

⌉(Bfull −Bsub)+BsubNc feedback

bits are required by the RB-based recursive algorithm. This corresponds to an increment

of ⌈ Nc

Nsub

− 1⌉(Bfull −Bsub) compared to the recursive and trellis-based algorithms. Notice

that temporal correlation is considered in the RB-based recursive algorithm. The last

Nsym − 1 OFDM symbols in a RB do not cause additional feedback overhead. Therefore,

the feedback load is reduced by a factor of Nsym. In practice Nsub and Nsym can be

and have to be chosen according the current channel conditions. In the sequel we also

show that Nsub and Nsym can be chosen depending on the coherence bandwidth and the

coherence time sophisticatedly. In addition, [69] verifies that in a slow fading environment

infrequent high resolution feedback outperforms frequent low resolution feedback. Similar

to this result, in the simulation analysis in Section 2.3.4 we confirm that spending a few

more bits just on the first OFDM symbol of a RB in the RB-based feedback algorithm

will gain much compared with the approaches without utilizing temporal correlation.

In order to show the quantization error of the channel, we compare the SNR and SNR loss

on each subcarrier using different feedback schemes and the SNR loss is defined as the

SNR difference between the quantization feedback scheme and the scheme with perfect
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channel knowledge at the transmitter. The HIPERLAN/2 channel model B is used and

the parameters are the same as given in Table 2.1. We fix the transmit symbol power

and set the noise power so that the transmit SNR is 5 dB. For the RB-based recursive

algorithm Nsub = 5 and Nsym = 1. The simulation is done based on 100000 channel

realizations.
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Figure 2.7: Average channel transfer function of the HIPERLAN/2 channel model B

Firstly, the average channel transfer function is shown in Figure 2.7 and the SNR results

are given in Figure 2.8. Similar to Figure 2.6 Perfect is the optimal scheme using opti-

mal beamforming vectors at the transmitter which shows the best performance (largest

average received SNR) over the subcarriers. Full is the quantization scheme without

feedback compression (with 6 feedback bits per subcarrier). This scheme has an SNR

loss of 4 dB at the edge subcarriers and 1 dB at the middle subcarriers. This observation

shows that when the channel condition is poor, the performance loss due to quantization

error also becomes small. Moreover, the Full scheme, the RB-based recursive algorithm

and the recursive approach all suffer from the quantization error. The recursive approach

has the same SNR at the first subcarrier as the Full scheme because both approaches

quantize the first subcarrier using 6 bits. However, the performance is getting worse

compared to the Full scheme since the channel variations cannot be exactly tracked and

at subcarrier 64 the SNR loss is about 9 dB. It can be clearly seen from the curves that

for the first 5 subcarriers the RB-based recursive algorithm and the recursive approach
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Figure 2.8: Received SNR and SNR loss using different feedback schemes under HIPER-

LAN/2 channel model B

perform the same because they implement the same algorithm. After that for each 5

subcarriers the RB-based recursive algorithm resets the channel tracking status the same

as the Full scheme using 6 bits so that the error propagation can be suppressed. The

SNR loss due to quantization is kept under 6 dB by the RB-based recursive algorithm and

this performance improvement is on the cost of extra feedback bits every 5 subcarriers.

RB-based trellis algorithm

For the RB-based trellis algorithm, different from the trellis-based approach in Section

2.3.2, a path is defined as the selection of one codeword for each subcarrier throughout

Nsub adjacent subcarriers within a RB instead of the whole bandwidth and the final

decision is made once for Nsub subcarriers. The RB-based trellis algorithm is shown in

the following:

• For the following steps j = 1, · · · ,
⌈

Nc

Nsub

⌉
stands for the RB index along the fre-

quency direction.

• The Viterbi algorithm is implemented subcarrier-wise and for the first OFDM sym-

bol of each RB only. The paths start from all the codewords in Cfull and for each
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codeword the BER metric on the first subcarrier of RB j

Metric = Q

(√
Es

N0

|h((j − 1)Nsub + 1)ci|2

)
, for i = 1, · · · , N, (2.17)

is calculated.

• For the remaining subcarrier (j − 1)Nsub + k (k = 2, · · · , Nc) of RB j depending

on the codeword used for subcarrier (j − 1)Nsub + k − 1, the paths select 2Bsub

neighboring codewords and calculate the metrics for subcarrier (j − 1)Nsub + k.

The metric is accumulated with the previous metrics of the same path.

• After the selection of the codewords for all Nsub subcarriers is finished, the cumu-

lative metrics of all paths are compared and the one with the minimum cumulative

metric is the optimal path. The codewords associated with the optimal path are

the quantized beamforming vectors for the first OFDM symbol of each RB.

• The remainingNsym−1 OFDM symbols within the same RB reuses the beamformers

designed for the first OFDM symbol on the corresponding subcarriers.

RB-based clustering algorithm

For some applications in the mobile cellular networks such as telephoning, video stream-

ing, etc., where the demand for latency or data rate is high while the BER requirement is

not very high and mobile terminals may move at a high velocity, we propose to combine

the RB structure with the clustering scheme. The interpolation scheme is not considered

since the clustering scheme needs much less memory size and computational complexity.

The RB-based clustering algorithm is described as followings:

• The RB parameter Nsub is set to the cluster size Kc in the frequency-domain clus-

tering scheme in Section 2.3.2.

• In RB j (j = 1, · · · ,
⌈

Nc

Nsub

⌉
) the beamforming vector on the central subcarrier of

the first OFDM symbol is chosen as

w((j − 1)Nsub + ⌈Nsub

2
⌉) = arg max

ci∈Cfull

|h((j − 1)Nsub + ⌈Nsub

2
⌉)ci|

2. (2.18)

• w((j − 1)Nsub + ⌈Nsub

2
⌉) is selected as the beamforming vector for the whole RB.
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2.3.4 Simulation results and analysis

First we compare the RB-based feedback algorithm under HIPERLAN/2 channel model

B. The same simulation settings are used as in Table 2.1. Bfull = 6, Bsub = 2 and the

Grassmannian codebook is given in Table B.2. For HIPERLAN/2 channel model B the

RMS delay spread στ is 98.998 ns. As mentioned in Section 2.2.2 a general approximation

of the coherence bandwidth Bc can be calculated proportional to the reciprocal of στ :

Bc ≈
k
στ

≈ 10.101kMHz, where k depends on the PDP of the channel [50]. For example,

it is shown that Bc ≈ 0.2
στ

approximates the range of frequencies over which channel

correlation exceeds 0.5. Since for HIPERLAN/2 channel models the channel bandwidth

is 20 MHz [12], the subcarrier spacing is 0.3125 MHz and 0.2
στ

corresponds to about 6.5

subcarriers. We analyze in the following the BER performance using Nsub corresponding

to different numbers of subcarriers.

0 5 10 15 20
10

−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

E
s
/N

o
 [dB]

B
E

R

 

 

Trellis (132 bits)
RB−Trellis (256 bits, N

sub
=2)

RB−Trellis (180 bits, N
sub

=5)

RB−Trellis (156 bits, N
sub

=10)

Full (384 bits)
Perfect

Figure 2.9: BER performance with RB-based trellis algorithm under HIPERLAN/2 channel

model B

Figure 2.9 shows the simulation result using RB-based trellis algorithm with Nsym = 1

and Nsub = 2, 5, 10. Perfect indicates the beamforming strategy with perfect channel

knowledge at the transmitter, hence exhibiting the best BER performance. Compared

with the optimal case (Perfect) the scheme without feedback compression (Full) has

degradation of 1 dB at low SNR regime and 2 dB at the SNR of 10−6. This difference is

caused by the quantization error. Moreover, the system has slightly better performance
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improvement when Nsub is smaller, i.e., more feedback bits are used. Notice that when

Nsub = 2 the RB-based trellis algorithm has a negligible performance loss in comparison

with Full while saving 33% feedback bits.
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Figure 2.10: BER performance with RB-based recursive algorithm under HIPERLAN/2 chan-

nel model B

Figure 2.10 shows the BER versus average received SNR with RB-based recursive al-

gorithm. We also set Nsym = 1 and Nsub = 2, 5, 10 for comparison. The simulation

shows that the RB-based recursive algorithm outperforms the recursive approach with

additional feedback bits. The smaller Nsub is, the better is the BER performance of the

system and the more feedback bits the system needs. With Nsub = 2 the gap between

the RB-based recursive algorithm and the scheme without feedback compression (Full) is

negligible at low SNR regime and is about 1 dB at the BER of 10−6, while the RB-based

feedback saves 33% feedback overhead. Furthermore, the RB-based recursive algorithm

with Nsub = 2 outperforms the trellis-based scheme by 1 dB at low SNR regime and

performs similarly at high SNR, but still incurs slight diversity loss and requires almost

100% more feedback bits. As mentioned previously, the trellis-based scheme requires high

memory size and computational complexity which increase exponentially with the num-

bers of feedback bits and subcarriers [137]. Therefore, with variable Nsub the RB-based

recursive algorithm can be implemented in an adaptive way to find a compromise among

feedback overhead, performance gain and complexity.
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In order to further reduce the feedback overhead, temporal correlation should be ex-

ploited. In the following the simulation results under ITU typical urban model are

shown, which models an urban scenario where the terminals may move at high veloc-

ity. The PDP of the ITU typical urban model with reduced setting (6 taps) are given in

Table 2.2 [11]. For the simulations we use Nt = 4, Nr = 1, Nc = 1024 and Ng = 216. For

the transmissions we assume a carrier frequency of fc = 5.2 GHz and sampling rate of

20 MHz. Also no spatial correlation exists between antennas.

Table 2.2: ITU typical urban model

Path Number Average Path Gain (dB) Path Delay (ns)

1 -3 0

2 0 200

3 -2 500

4 -6 1600

5 -8 2300

6 -10 5000

In this simulation the frequency-domain clustering scheme and the RB-based clustering

algorithm are compared. The frequency-domain clustering scheme uses a cluster size

Kc = 8 and 4 feedback bits for each cluster. The quantized beamforming vectors will be

fed back every OFDM symbol and hence the temporal correlation is not utilized. The

Grassmannian codebook with 16 codewords is given in Table B.1. The terminal velocity

is assumed to be 3 km/h. Therefore, the maximum Doppler frequency is 14.44 Hz and the

coherence time Tc mentioned in Section 2.2.2 is 0.0293 s, which corresponds to 472 OFDM

symbols. For the RB-based clustering algorithm we set Nsub = 8 and Nsym = 4, 20, 80

for comparison. Within each RB 8 bits are used for quantization.

Figure 2.11 shows the result when the terminal velocity is low. The BER curve for the RB-

based clustering algorithm with Nsym = 4 and Nsym = 20 almost overlap with each other

and both outperform the frequency-domain clustering scheme by 1 dB. The proposed

algorithm with Nsym = 80 performs similar to the frequency-domain clustering scheme

except slightly better when the SNR is lower than 7 dB. Furthermore, the algorithm

with Nsym = 80 reduces the feedback overhead by a factor of 53 compared with the

scheme without utilizing temporal correlation. We find out that in low speed scenario by

exploiting temporal correlation and spending some more bits on the first OFDM symbol

to increase the quantization resolution gain much more than the scheme feeding back for

each OFDM symbol with fewer bits.



2.3 Feedback schemes for OFDM systems 27

0 5 10 15 20
10

−4

10
−3

10
−2

10
−1

10
0

E
s
/N

o
 [dB]

B
E

R

 

 

Freq. Clustering (K
c
=8)

RB−Clustering (N
sub

=8, N
sym

=4)

RB−Clustering (N
sub

=8, N
sym

=20)

RB−Clustering (N
sub

=8, N
sym

=80)

Figure 2.11: BER performance with the RB-based clustering algorithm under ITU typical

urban model (terminal speed 3 km/h)
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Figure 2.12: BER performance with the RB-based clustering algorithm under ITU typical
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Figure 2.12 shows the simulation result when the terminal velocity is 50 km/h. The other

simulation parameters are the same as in Figure 2.11. One observation is that when the

velocity is high, the performance of the proposed RB-based algorithm is worse than that

of the scenario with low velocity. This is because the coherence time is smaller in high

speed scenario and the channel varies more quickly with time. We also observe that the

performance with the proposed algorithm gets better when Nsym is smaller. Although

the proposed algorithm with Nsym = 20 and Nsym = 80 performs much worse than

the frequency-domain clustering scheme, the algorithm with Nsym = 4 performs slightly

better and can still guarantee a feedback reduction of a factor of 2.67. Moreover, when the

terminal velocity is low, the proposed approach withNsym = 80 shows similar performance

as the frequency-domain clustering scheme and Nsym = 80 corresponds to 17% of the

coherence time. When the terminal velocity is high, the coherence time is 0.0018 s which

covers around 28 OFDM symbols and Nsym = 4 corresponds to 14% of the coherence time

where the proposed approach performs similar to the frequency-domain clustering scheme.

We conclude that about 15% of the coherence time is a good choice for the parameter

Nsym for the ITU typical urban model if we want to maintain similar performance to the

frequency-domain clustering scheme and gain feedback reduction simultaneously.

2.4 Conclusion

Within this chapter the concept of OFDM was briefly introduced and the mobile radio

channels were characterized. The state of the art of the feedback techniques for OFDM

systems were presented. Taking both frequency correlation and temporal correlation into

account a RB-based feedback structure was proposed which is combined with different

feedback reduction schemes. The RB-based feedback algorithm can be implemented adap-

tively for different applications. In case that the BER requirement is high, the RB-based

trellis algorithm and RB-based recursive algorithm were recommended. It was shown

that both algorithms outperform the scheme without RB-based structure with additional

feedback overhead when no temporal correlation is utilized and the performance of both

algorithms approaches the scheme without feedback reduction while saving 33% feedback

overhead. In case that the demand for latency or data rate is high and the feedback rate

is limited, the RB-based clustering algorithm can be used. When the temporal correlation

is considered, the feedback overhead could be dramatically reduced and the performance

is still maintained. Moreover, it was pointed out that the coherence bandwidth and the

coherence time are important for the design of parameters of the RB structure.
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Chapter 3

Limited feedback for CoMP-CB system

In Chapter 2 the feedback problem for a single link in a multi-carrier system was discussed.

In a cellular system the disturbance does not only come from the additive noise at the

receiver but also from the interference of other BSs or users. Especially, when the data

rate and the requirement for high quality of service (QoS) is increasing, the interference

becomes the limiting factor for the whole system [80]. Therefore, how to cope with

the interference in a cellular system is always an important problem [22, 48, 128]. One

approach to reduce the inter-cell interference (ICI) is to increase the frequency reuse factor

K, where K is the number of cells that use different frequency bands within the available

bandwidth [104]. Figure 3.1 illustrates an example of the frequency allocation in a cellular

system. By this means the ICI within this K-cell cluster can be avoided. However, due

to decreased bandwidth for each cell the peak data rate can be significantly reduced [30].

Therefore, in the 4G/5G systems the concept of CoMP is proposed [6]. CoMP aims at

increasing the overall throughput and cell-edge data rate by base station cooperation.

With sophisticated transmission strategies the so-called cochannel interference (CCI),

which is caused by sharing the same frequency resource among multiple cells or users

[128], can be well managed. In this chapter the frequency reuse factor of 1 is considered.

Available bandwidth

Figure 3.1: Illustration of bandwidth occupation in a cellular system with frequency reuse

factor K = 3
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3.1 Introduction to the CoMP system

3.1.1 Categories of the CoMP system

With explicit BS cooperation CoMP has two types [6, 80]:

• Coordinated scheduling/beamforming (CS/CB): data is only available in the serving

cell, but user scheduling/beamforming is performed with coordination among cells

within the same CoMP cooperation set.

• Joint processing (JP): data is available at each transmission point (TP) in CoMP

cooperation set, where TP refers to a set of collocated antennas in a cell [72].

JP can be further categorized into:

• Joint transmission (JT): data transmission occurs from multiple TPs within the

CoMP cooperation set at a time.

• Dynamic cell selection (DCS): data transmission is only from one TP at a time and

the TP varies in the CoMP cooperation set according to changes in channel and

interference conditions.

Since in this dissertation only DL transmission is considered, the CoMP cooperation set

is the set of cells participating in the DL coordinated transmission to the user equipments

(UEs).

Figure 3.2 shows the three CoMP schemes in a cooperation set with three cells. The

dedicated transmission is indicated by the solid lines and the dashed lines shows the

interference. The CS/CB scheme is illustrated in Figure 3.2a. Each UE is only served by

its anchor (serving) BS. However, the scheduling decisions of neighboring TPs and the CSI

of all UEs are coordinated within the cooperation set. With this coordinated information

the transmit beamforming weights for each UE are generated to reduce the interference

to other UEs scheduled within the cooperation set. Therefore, the user throughput,

particularly the cell-edge user throughput, can be improved due to the increase in the

received SINR [105].

Figure 3.2b shows the JT scheme and each UE is served by three BSs at the same time.

Especially for the cell-edge users, converting an interference signal from the neighboring

cells to a useful signal will be very helpful for improving the performance [72]. Generally,

the transmission could be coherent or non-coherent. In coherent JT all user data and CSI

are shared within the cooperation set and each BS knows the local CSI between itself and

UEs as well as the CSI between other BSs and UEs. Therefore, the whole cooperation
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Figure 3.2: Illustration of different DL CoMP schemes: (a) CS/CB, (b) JT, (c) DCS

set can be seen as a virtual broadcast system, where the antennas of the transmitter

are located at different places. The transmit signals are usually phase aligned to achieve

constructive combining at the receiver side. This may include pre-processing at the

transmitter or combing techniques at the receiver based on the CSI. The well-known zero

forcing (ZF) algorithm, minimum mean square error (MMSE) algorithm, dirty paper

encoding, etc., fall into this category. On the other hand, non-coherent JT does not

perform such phase alignment [79]. Only local CSI and data are available at each BS.

Open-loop transmission approaches are usually used to enhance the transmit power and

to increase the diversity gain. The cyclic delay diversity (CDD) scheme or the space

time/frequency coding scheme such as Alamouti encoding may be used [72].

The DCS scheme is shown in Figure 3.2c, where the dotted circles with arrows indicate the

transmission links from the serving cell and the potential serving cells in the cooperation

set. In DCS UEs are dynamically scheduled by the most suitable TP according to the

channel condition in the cooperation set. For instance, the TP which incurs the minimum

path loss can be chosen as the serving TP, whereas other TPs in the cooperation set are

muted, so that the interference from neighboring cells can be significantly reduced [105].

3.1.2 Challenges in CoMP system

The CoMP technique has been intensively discussed and has shown much gain com-

pared with the traditional non-coordinated system [72, 105]. However, many practical
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constraints restrict the benefits that CoMP can provide.

Feedback and backhaul overhead

In order to enable CoMP the CSI needs to be available at the transmitter. In TDD

DL systems BSs can obtain DL channel information by exploiting channel reciprocity.

However, in FDD systems the DL CSI has to be fed back through uplink (UL) channels

to BSs by UEs. Each UE needs to feed back the CSI from all BSs in its cooperation set to

its serving BS. Since it’s not realistic to transmit perfect CSI back to the BSs, in practice

the codebook based feedback scheme is often used [55]. It has been mentioned that the

throughput of a CoMP system heavily relies on the quality or accuracy of CSI available

at the transmitter [49] and the amount of feedback scales with performance requirement

[73]. Therefore, in a CoMP system the feedback overhead grows proportional to the QoS,

number of UEs and TPs in the cooperation set, etc. Especially in a large cellular network,

to ensure some transmission quality this feedback load is huge unless some smart feedback

techniques are employed.

For BS cooperation the CSI fed back from UEs must be exchanged between BSs within

the cooperation set. An additional infrastructure is required to connect the BSs, which

can be optical fiber, copper or microwave [99], often referred to as backhaul. For CS/CB

systems only CSI or some control signaling information needs to be exchanged via the

backhaul to mitigate the interference. In case of JP it is also necessary to distribute

user data throughout the cooperation set. The DCS method may have a trade-off be-

tween transmission algorithm complexity, backhaul overhead and system performance

[43], whereas JT provides potential benefits such as macro-diversity gains, beamforming

gains and interference cancellation at the cost of high-capacity backhaul links with tight

synchronization and delay constraints, which implies a high deployment cost [39, 91].

Therefore, all CoMP schemes, particularly JT, come with extra requirement on the back-

haul compared to the non-cooperating schemes. Along with the increasing demand in

data traffic in the mobile networks the backhaul infrastructure tends to be the system

bottleneck [36, 81].

Channel estimation and prediction

The CSI must be available to some extent at the receiver before it is fed back to the

transmitter in FDD systems. In CoMP DL systems the channel not only from the anchor

BS but also from other BSs causing strong interference or participating in the coordinated

transmission, needs to be measured by the terminal. Especially for wideband frequency-

selective channels the number of channel components to be estimated is n-fold increased.

The reference signals from different BSs for channel estimation may interfere with each
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other. Therefore, orthogonal resources must be assigned to these reference signals to

avoid collision. This leads to a loss of spectral efficiency since a huge amount of resources

is used for transmitting non-data signals [72]. Accurate channel estimation is crucial for

CoMP systems. Specifically, joint precoding is highly sensitive to estimation errors in a

JP system [80].

Practical system consideration

A prerequisite of CoMP is clustering, i.e., to determine the cooperation set. Generally,

large clusters improve the system performance such as overall system throughput, cell-

edge user experience, etc. In practice, too large clusters are not allowed due to a huge

amount of overhead that needs to be exchanged either through backhaul or between BSs

and UEs. Also, it does not make much sense to incorporate the cells that cause weak

interference or give a minor contribution in the joint transmission into the cooperation

set. The static and dynamic clustering are two schemes often discussed theoretically

and practically [26, 61, 96, 97]. Static clustering keeps the clusters fixed over time and is

usually designed based on geographical criteria. Dynamic clustering adapts the clusters to

time-varying parameters such as user locations, interference conditions, etc. Taking some

practical constraints into account, dynamic clustering is more flexible but complicated,

and is still an ongoing research topic [80, 90, 92, 113].

Multi-cell coordination also brings out the problem that difficulties with respect to the

design of resource optimization algorithms arise, since compared with a non-coordinated

system more factors must be considered and optimized by the coordinated system. There-

fore, robust and efficient algorithms should be developed for hardware implementation.

There are other practical considerations associated with CoMP such as synchronization

(time, frequency and phase synchronization), higher data processing requirement on user

terminals due to increased data rates, etc. These challenges still need a continuous re-

search.

3.1.3 Coordinated transmission in a CoMP-CB system with lim-

ited feedback

As mentioned in Section 3.1.2, coordination between BSs requires the exchange of CSI

which is critical in FDD DL systems since users have to feedback CSI to BSs using limited

resources [9]. This signaling overhead generated in the UL channel and backhaul must be

kept as low as possible. Therefore, full cooperation among multiple cells that requires full

CSI at the transmitters is not realistic. An intuitive method is to exchange quantized CSI

with a finite number of feedback bits. This brings the problem of an optimal quantization

codebook design. On the other hand, since coordinated transmission requires the users to
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feedback CSI of both the desired link and interfering links under the constraint of limited

feedback overhead, another problem is how to distribute the limited feedback resources

to both types of links.

The limited feedback technique has been investigated to some extent for a single-cell

broadcast channel or multi-cell systems [29, 65, 73, 130]. Some cooperative beamform-

ing design has also been proposed in the literature. The regularized zero forcing (RZF)

beamforming, which is also called MMSE beamforming, was introduced in [95]. In [130]

the eigen-beamforming and interference cancellation (IC) beamforming were discussed

and the question whether it is better to do IC or simply eigen-beamforming was analyt-

ically explored. It was shown that in a multi-cell system with one user in each cell the

eigen-beamforming is preferred when the cell-edge SNR is lower than 0 dB and IC should

be implemented when the cell-edge SNR is over 10 dB. At medium SNR multiple BSs

should jointly determine the transmission strategy depending on user location. In [29] a

generalized eigenvector approach was designed to maximize the sum-rate at high SNR for

the soft hand-off model [111]. This approach was proved to be always able to benefit an

interference nulling (IN) ability from the IC beamforming, at the same time maintaining

the desired signal power at a low interference-to-signal ratio (ISR) regime.

Codebook design for quantizing CSI is crucial for the performance of single-cell systems

[77]. In [78] the Grassmannian line packing problem was intensively discussed which

tries to optimally place several lines passing through the origin in order to maximize

the minimum angle separation between any two lines. Since Grassmannian line packing

captures the essential problem in quantized beamforming codebook design for Rayleigh

fading MIMO channels, [78] proposed the Grassmannian beamforming which takes the

advantage of algorithms of the Grassmannian line packing for codebook construction. In

[102] the random vector quantization (RVQ) was proposed, where quantized vectors in the

codebook are chosen independently from an isotropic distribution on a unit hypersphere.

As the number of antennas scales to infinity RVQ was shown to have good asymptotic

properties compared with the case of perfect CSI at the transmitter [103]. Therefore,

RVQ will be used in this chapter to facilitate the analysis. Alternatively, the codebook

can also be constructed by using vector quantization (VQ) techniques [47, 101]. For

multi-cell systems the aforementioned schemes can be directly used for quantization of

each link separately [112].

Coordinated transmission requires DL CSI from the desired TP and interfering TPs to be

available at the BSs for cooperation. In FDD systems users need to feed back CSI using

limited resources. For quantization-based feedback, which is an assumption throughout

this dissertation, a fixed number of feedback bits can be used for quantizing the CSI of
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the desired link and interfering links. Conventional approaches consider average distri-

bution of feedback bits to both links. However, how to adaptively partition the bits is an

ongoing research recently and it was shown that sophisticated design of the allocation of

feedback bits can increase the system throughput dramatically [29, 73]. In [29] based on

the generalized eigenvector beamforming proposed for the soft hand-off model, the rate

loss due to quantization using RVQ was derived in a closed form. A feedback allocation

strategy was proposed to minimize the upper bound of the rate loss. Simulation results

have shown that this bit allocation strategy is effective under the assumption that only

a single interferer exists. The feedback bit allocation problem under the multi-cell inter-

fering broadcast channel was discussed in [73], where users incur inter-user interference

(IUI) as well as ICI. By implementing a coordinated ZF beamforming scheme a feed-

back bit allocation method was proposed which minimizes the performance degradation

due to quantization. This method shows significant gain compared to the equal alloca-

tion of feedback bits to all links. Unlike the aforementioned bit partitioning algorithms,

which try to minimize the rate loss due to quantization errors, in the following we pro-

pose bit partitioning schemes, attempting to directly maximize the channel capacity of

the whole system [133]. Furthermore, cooperative beamforming strategies are developed,

which adaptively chooses ZF or eigen-beamforming in order to maximize the sum-rate in

different scenarios.

3.2 Cooperative beamforming in a two-cell system with

limited feedback

3.2.1 System model

In this section we consider a CoMP-CB system with two cells, each of which has one BS

and one user as shown in Figure 3.3. Each BS is equipped with Nt transmit antennas and

each user has a single antenna. The cell-edge users suffer from the interference from the

neighboring cell which is illustrated as dashed lines in Figure 3.3. The desired links are

shown as solid lines. A backhaul channel exists between the two BSs to exchange CSI for

cooperative beamforming. The received signal at UE i served by the i-th BS (i = 1, 2) is

given by:

yi =
√
Pi,ihi,iwixi +

√
Pi,̄ihi,̄iwīxī + ni (3.1)

where i ∈ {1, 2} and ī is the complement element of i in {1, 2}. Pi,j is the average received

power at UE i from BS j. We assume a narrow band flat-fading Rayleigh channel and

hi,j ∈ C
1×Nt represents the channel from BS j to UE i, whose elements are independently

complex Gaussian distributed with zero mean and unit variance. wi ∈ C
Nt×1 is the
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beamforming vector at BS i which fulfills the normalization condition ||wi|| = 1 and xi is

the transmit signal for UE i with the power constraint E{|xi|
2} = 1. The received signal

is disturbed by the additive white Gaussian noise ni with values distributed according to

CN (0, N0).

UE 1

BS 1

h1,2

h2,2

Backhaul channel

h2,1

h1,1

BS 2UE 2

Figure 3.3: A two-cell MISO system with one user at each cell

Therefore, the received SINR at UE i is calculated as:

SINRi =
Pi,i|hi,iwi|

2

N0 + Pi,̄i|hi,̄iwī|2
. (3.2)

Consequently, the average normalized achievable rate of UE i is obtained by:

Ri = E{log2(1 + SINRi)}, (3.3)

which is the expectation with respect to the random channel. The objective of our design

is to maximize the sum-rate of the system

R =
2∑

i=1

Ri. (3.4)

Transmit Beamforming Strategies

The sum-rate (3.4) greatly depends on the design of the beamforming vector wi. In this

dissertation we consider two typical beamforming strategies.

• ZF beamforming: ZF beamforming nulls out the interference caused to the users

in other cells. In the meanwhile, it tries to maximize the desired signal power. A

BS with Nt transmit antennas can perfectly cancel the interference to Nt − 1 users

with single receive antennas in other cells. Taking BS 1 in Figure 3.3 as an example,

the beamforming vector w1 needs to fulfill the orthogonality condition: h2,1w1 = 0,

so that no interference from BS 1 to UE 2 appears. We assume that h = h2,1 is the
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interference channel from BS 1 to other users. Under the condition that perfect CSI

is available at the BS w1 can be chosen in the direction of the projection of h1,1 on

the null space of h [66], i.e., w1 is given as the normalized version of (INt
−P)hH

1,1

w1 =
(INt

−P)hH
1,1

||(INt
−P)hH

1,1||
, (3.5)

where P = h
H(hhH)−1

h and INt
is the identity matrix. When a BS creates inter-

ference to more than one users in other cells, h is selected as the concatenation

of all the interfering channels, which is a matrix. ZF beamforming is often used

when the system is interference limited, where interference dominates the system

performance [130].

• Eigen-beamforming or maximum ratio transmission (MRT): Without con-

sidering the interference to other users the beamforming vector is designed according

to the direction of the desired channel to maximize the received power of the desired

signal [115]. When perfect CSI is present at BS i, the beamforming vector of BS i

is given by

wi = h
H
i,i/||h

H
i,i||. (3.6)

The eigen-beamforming maximizes the received SNR and hence is suitable in the

noise-limited systems.

Limited Feedback Channel

In this dissertation it is assumed that each user obtains perfect channel knowledge by

channel estimation and sends back CSI using a finite rate feedback channel with no

delay and zero error. The full CSI can be splitted into channel direction information

(CDI) and channel quality information (CQI) [125]. CQI, which is the channel gain

||hi,j||, does not affect the beamforming design in (3.5) and (3.6). For more sophisticated

beamforming design CQI can be easily quantized by scalar quantization scheme. In

our work only CDI, i.e., h̃i,j = hi,j/||hi,j||, is necessary for the design of beamforming

vectors. ZF beamforming needs both CDI of the desired channel and the interfering

channels while the eigen-beamforming only requires the CDI of the desired link. Here

RVQ is adopted for analytical reasons and all the channels hi,j use separate codebooks

Ci,j = {c1, c2, · · · , c2Bi,j } which are known at both the transmitter and receiver. Bi,j is

the number of bits used for quantizing hi,j The users search for the codeword which has

the smallest angular separation from the actual CDI

ni,j = arg max
1≤n≤2Bi,j

|cH
n h̃

T
i,j|

2, (3.7)
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and send the index ni,j to the serving BS. The BS uses the corresponding codeword as

the estimated CDI: ĥi,j = cni,j . The usage of the estimated CDI leads to a performance

degradation in the sum-rate due to quantization errors. In the following the effect of this

error will be discussed analytically and a bit partitioning scheme for ZF beamforming is

proposed, which adaptively allocates the feedback bits for quantizing the desired link and

interfering link.

3.2.2 Adaptive feedback bit partitioning scheme

The ZF beamforming nulls out the interference to the undesired users if the BS holds

full channel knowledge. In case of a limited feedback channel, the interference term

in the denominator of (3.2) cannot be eliminated, i.e., limited feedback causes residual

interference. Additionally, the desired power degrades due to the quantization error. We

assume uncorrelated Rayleigh channels and hence each component of hi,j is independent

and identically distributed (i.i.d.) according to CN (0, 1). Since eigen-beamforming is

not a cooperative beamforming, no bit partitioning problem exists. Therefore, in this

subsection we consider that the two BSs always perform ZF beamforming assuming that

both users are experiencing non-negligible interference.

Under the assumption of perfect channel information at the BS and the beamforming

vector wi,perf is created by (3.5), the desired power term in (3.2) has been proved to be

distributed as |hi,iwi,perf|
2 ∼ χ2

2(Nt−1)
1 [66], where χ2

2(Nt−1) is the chi-squared distribution

with 2(Nt−1) degrees of freedom2. The reason is that wi,perf is designed to be normalized

projection of hi,i on the null space of hī,i. This null space is Nt−1 dimensional due to the

property of i.i.d. Gaussian vectors. The distribution of the desired power term can be

obtained by simply applying Lemma 1 in [66]. In case of quantized channel information at

the BSs, the beamforming vector wi is designed according to (3.5) based on the quantized

CDI ĥi,j. Here the random vector quantization (RVQ) is used, where the codebook is

constructed by the complex standard Gaussian random vectors. Using RVQ, the desired

signal term in (3.2) is shown in [130] to be |hi,iwi|
2 = ξi,iZ, where Z ∼ χ2

2(Nt−1) and ξi,i

is the degradation factor of the desired signal power due to quantization. If Bi,i bits are

used for quantizing hi,i, ξi,i can be calculated as [23]

ξi,i = 1− 2Bi,i · β

(
2Bi,i ,

Nt

Nt − 1

)
, (3.8)

where β(·) denotes the Beta function. Implementing theorem 3 in [130] for a two-cell

1 "∼" denotes the distribution of a random variable
2 if Z1, Z2, . . . , Zk are independent standard normal random variables, the sum of their squares

X =
∑

k

i=1
Z

2

i
is distributed according to the chi-square distribution with k degrees of freedom.
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scenario, the average rate of UE i (3.3) can be written as

Ri(Pi,i, Pi,̄i, Bi,i, Bi,̄i) = E

{
log2

(
1 +

ξi,iPi,iZ

N0 + κi,̄iPi,̄iY

)}
, (3.9)

where |hi,̄iwī|
2 = κi,̄iY and Y ∼ χ2

2. κi,̄i = 2
−

B
i,̄i

Nt−1 is the residual interference factor

caused by quantization [130] and the residual interference term κi,̄iPi,̄iY is zero when ZF

beamforming is implemented and full CDI is available at BS ī.

In this chapter we assume that each user has a fixed number of feedback bits B avail-

able, which can be used for quantizing the desired and interfering channels. Instead of

maximizing the sum-rate in (3.4), we attempt to maximize the rate of each user (3.9)

separately. This leads to the optimization problem (for UE i):

max Ri(Pi,i, Pi,̄i, Bi,i, Bi,̄i)

subject to Bi,i + Bi,̄i = B

Bi,i, Bi,̄i are non-negative integers.

(3.10)

In the high SINR regime by using the property log2(1+ SINR) ≈ log2(SINR), the rate of

UE i can be approximated as

Ri(Pi,i, Pi,̄i, Bi,i, Bi,̄i) ≈ E

{
log2

(
ξi,iPi,iZ

N0 + κi,̄iPi,̄iY

)}

= log2(ξi,i) + log2(Pi,i) + E{log2(Z)} − E{log2(N0 + κi,̄iPi,̄iY )}. (3.11)

Using the concave property of the logarithmic function and Jensen’s inequality, (3.11)

can be further written as

Ri(Pi,i, Pi,̄i, Bi,i, Bi,̄i)

≥ log2(ξi,i) + log2(Pi,i) + E{log2(Z)} − log2(N0 + κi,̄iPi,̄iE{Y })

= log2(ξi,i) + log2(Pi,i) +
1

ln 2
ψ(Nt − 1)− log2(N0 + κi,̄iPi,̄i), (3.12)

where ψ(·) is Euler’s psi function [86].

At low SINR since ln(1 + SINR) ≈ SINR for SINR ≈ 0, (3.9) can be approximated as

Ri(Pi,i, Pi,̄i, Bi,i, Bi,̄i) ≈ E

{
1

ln 2
·

ξi,iPi,iZ

N0 + κi,̄iPi,̄iY

}

≥
1

ln 2
· E {ξi,iPi,iZ} ·

1

N0 + κi,̄iPi,̄iE{Y }
=

1

ln 2
·
ξi,iPi,i(Nt − 1)

N0 + κi,̄iPi,̄i

. (3.13)

Because the logarithmic function is a strictly monotonic increasing function, maximizing

(3.13) is equivalent to maximizing (3.12). Therefore, in the following (3.12) will be con-

sidered without loss of generality. Simulation results will show that the algorithms based

on the approximation in (3.11) guarantee performance gain at different SINR regions.
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Since the derivative of the Beta function in (3.8) is very complicated, for later calculations

we use a lower bound of the degradation factor [65]

ξi,i ≥ 1− 2
− Bi,i

Nt−1 . (3.14)

Hence the rate of UE i in (3.12) is lower bounded by

Ri(Pi,i, Pi,̄i, Bi,i, Bi,̄i)

≥ log2(1− 2
− Bi,i

Nt−1 ) + log2(Pi,i) +
1

ln 2
ψ(Nt − 1)− log2(N0 + κi,̄iPi,̄i) , RLB2

i . (3.15)

As a result the optimization problem (3.10) can be converted to

max RLB2
i

subject to Bi,i + Bi,̄i = B

Bi,i, Bi,̄i are non-negative integers.

(3.16)

To find the solution of (3.16) we construct the Lagrange function with the help of the

Lagrange multiplier λ

L(Bi,i, Bi,̄i, λ) = RLB2
i + λ(Bi,i + Bi,̄i −B). (3.17)

We set all partial derivatives of (3.17) to zero with respect to Bi,i, Bi,̄i and λ

∂L

∂Bi,i

=
∂L

∂Bi,̄i

=
∂L

∂λ
= 0. (3.18)

By solving the set of 3 equations, we obtain the intermediate solution of (3.16)

Btemp
i,i = (Nt − 1) log2

(√
ρi,̄iC +

√
ρi,̄iC + 1

√
ρi,̄iC

)
,

Btemp

i,̄i
= (Nt − 1) log2

(
ρi,̄i
(√

ρi,̄iC + 1−
√
ρi,̄iC

)
√
ρi,̄iC

)
,

(3.19)

where ρi,̄i =
Pi,̄i
N0

is the received interference-to-noise ratio (INR) at UE i and C = 2
− B
Nt−1 .

Taking the integer constraint in (3.16) into account, Bi,i and Bi,̄i must be determined by

B and rounded versions of (3.19). In case that the calculated Btemp
i,i is not an integer, we

need to consider ⌈Btemp
i,i ⌉ and ⌊Btemp

i,i ⌋ and choose the one which maximizes (3.12) as the

final solution Bi,i. The number of feedback bits for interfering channel Bi,̄i can be easily

calculated by Bi,̄i = B −Bi,i.

It can be observed that the results in (3.19) depend on the number of transmit antennas

Nt, the total number of available feedback bits B and the received INR ρi,̄i. As ρi,̄i

decreases, Bi,i increases up to B and Bi,̄i is decreased down to 0, meaning that when

the interference becomes weaker, the number of bits spent on quantizing the interfering

channel decreases. Furthermore, Bi,i and Bi,̄i increase monotonically with B.
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3.2.3 Cooperative beamforming strategies

Approach 1: cooperative approach considering limited feedback

In Section 3.2.2 it is assumed that in the two-cell scenario both BSs always adopt ZF

beamforming. In fact ZF beamforming may not be the optimal choice when the users

incur weak other-cell interference (OCI). In this case noise power dominates and a more

proper transmission strategy is eigen-beamforming to increase the received signal power

for the desired user regardless of interference to other users. In this subsection we con-

sider that each BS can use either ZF beamforming or eigen-beamforming. Hence, in this

two-cell system there are four possible beamforming strategies for the two BSs, namely,

BF(BS1, BS2) ∈ {(Z,Z), (E,E), (Z,E), (E,Z)}, where Z and E stand for ZF beam-

forming and eigen-beamforming, respectively. The problem is which strategy should be

chosen for different interference scenarios to maximize the sum-rate of the system.

Similar to (3.11) we first give the rate of UE i if different strategies are used:

Ri(Pi,i, Pi,̄i, Bi,i, Bi,̄i) ≈



E

{
log2

(
ξi,iPi,iZ

N0 + κi,̄iPi,̄iY

)}
, Z ∼ χ2

2(Nt−1),Y ∼ χ2
2, if BF(BSi, BSī) = (Z,Z);

E

{
log2

(
ξi,iPi,iZ

N0 + Pi,̄iY

)}
, Z ∼ χ2

2Nt
,Y ∼ χ2

2, if BF(BSi, BSī) = (E,E);

E

{
log2

(
ξi,iPi,iZ

N0 + Pi,̄iY

)}
, Z ∼ χ2

2(Nt−1),Y ∼ χ2
2, if BF(BSi, BSī) = (Z,E);

E

{
log2

(
ξi,iPi,iZ

N0 + κi,̄iPi,̄iY

)}
, Z ∼ χ2

2Nt
,Y ∼ χ2

2, if BF(BSi, BSī) = (E,Z).

(3.20)

Y ∼ χ2
2 is because in (3.2) the design of the eigen-beamforming vector wī at BS ī is

independent of hi,̄i. Z ∼ χ2
2Nt

for BF(BSi) = (E) is simply due to the property of the

eigen-beamforming vector in (3.6), resulting in |hi,iwi|
2 = ||hi,i||

2. The corresponding

lower bound of each term in (3.20) that can be derived similar to (3.11) and (3.12) is




log2

(
ξi,i

1 + κi,̄iρi,̄i

)
+

1

ln 2
ψ(Nt − 1) + log2(ρi,i), if BF(BSi, BSī) = (Z,Z);

log2

(
ξi,i

1 + ρi,̄i

)
+

1

ln 2
ψ(Nt) + log2(ρi,i), if BF(BSi, BSī) = (E,E);

log2

(
ξi,i

1 + ρi,̄i

)
+

1

ln 2
ψ(Nt − 1) + log2(ρi,i), if BF(BSi, BSī) = (Z,E);

log2

(
ξi,i

1 + κi,̄iρi,̄i

)
+

1

ln 2
ψ(Nt) + log2(ρi,i), if BF(BSi, BSī) = (E,Z),

(3.21)

where ρi,̄i =
Pi,̄i
N0

and ρi,i =
Pi,i
N0

is the received INR and SNR at UE i, respectively.

Consequently, the sum-rate of the system R1+R2 is lower bounded by the summation of
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two formulas in (3.21) depending on the strategy used by the two BSs. As the number

of search candidates is small, here the idea is to use the exhaustive search to find the

strategy which maximizes the lower bound of the sum-rate in (3.21). It can be observed

that each formula in (3.21) contains a common term related with the received SNR

ρi,i. This means the lower bound of the sum-rate of the two-cell system must contain

log2(ρi,i) + log2(ρī,̄i), no matter which beamforming strategies the two BSs apply. As

a result, ρi,i does not affect the comparison result of different strategy combinations.

Therefore, we only consider the first two terms in each formula in (3.21), which further

depend on Bi,i, Bi,̄i, Nt and ρi,̄i. In addition, we recall that each user has B bits available

for sending back CSI. So we have the feedback rule

Bi,i + Bi,̄i = B, if BSī = Z

Bi,i = B, if BSī = E.
(3.22)

All of the above motivates the cooperative beamforming strategy design (approach 1 ):

• Both users measure the received INR and transmit this information to their serving

BS;

• The two BSs calculate the number of bits for quantizing the serving channel and

interfering channel for both users according to (3.19), assuming that both BSs

implement ZF beamforming;

• The two BSs communicate via the backhaul channel and determine jointly the

beamforming scheme which shows the maximal sum-rate lower bound according to

(3.21);

• The users are informed by their serving BS which scheme has been selected and

feed back CSI of serving channel or interfering channel based on the strategy and

the feedback rule (3.22);

• The BSs carry out the corresponding beamforming strategy for this two-cell system.

In this cooperative beamforming strategy the users leave the work of choosing the most

suitable beamforming scheme to the BSs, since the latter is more powerful and has a stable

high-speed backhaul connection, and hence is more suitable for taking this decision. The

users only need to send back the received INR, which is a scalar and can be quantized

easily (scalar quantization). However, the cooperative strategy suffers from extra delay

caused by the feedback of INR. One way to compensate this delay is to use some prediction

schemes based on the transmit power of the BSs, the user location or additive noise level.

Since this INR is an averaged quantity, in case that the users do not move at high speed,
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the INR does not need to be fed back very often. In the following simulations this delay

is neglected.

Approach 2: separating approach considering full CSI

Previous cooperative beamforming strategy directly takes the quantization of CSI into

consideration and thus provides more accurate results when limited feedback is used. The

strategy implements exhaustive search and jointly determines the beamforming schemes

at each BS. When the number of BSs to be coordinated is large, approach 1 seems to

be costly. Therefore, here a separating approach is proposed where each BS determines

its own transmission scheme independently. This approach reduces the amount of infor-

mation exchanged via the backhaul for calculating the lower bound in (3.21). In this

separating approach it is assumed that full CSI is available at the BSs.

Similar to (3.11) under the assumption of high SINR the sum-rate of the two-cell system

in Figure 3.3 can be approximated as

R = E

{
2∑

i=1

log2(1 + SINRi)

}
≈ E

{
2∑

i=1

log2(SINRi)

}

= E

{
log2

(
P1,1|h1,1w1|

2

N0 + P1,2|h1,2w2|2
·

P2,2|h2,2w2|
2

N0 + P2,1|h2,1w1|2

)}

= E

{
log2

(
P1,1|h1,1w1|

2

N0 + P2,1|h2,1w1|2︸ ︷︷ ︸
SLNR at UE 1

) }
+ E

{
log2

(
P2,2|h2,2w2|

2

N0 + P1,2|h1,2w2|2︸ ︷︷ ︸
SLNR at UE 2

) }
, (3.23)

where the signal-to-leakage-plus-noise ratio (SLNR) at UE i is the ratio of received signal

power at UE i to the received power of the signal intended for UE i at other UEs plus

noise power. (3.23) approximates the sum-rate of the system by the summation of two

terms, each of which only depends on the beamforming scheme of one BS. Therefore, the

beamforming scheme of each BS can be determined separately.

Without loss of generality we take the first term in (3.23) as an example. Under the

assumption of full CSI at each BS and an uncorrelated Rayleigh channel, |h1,1w1|
2 is a

chi-squared distributed random variable Z [130], where

Z ∼

{
χ2
2Nt

if BS1 = E

χ2
2(Nt−1) if BS1 = Z

. (3.24)

The leakage |h2,1w1|
2 = Y is chi-squared distributed with 2 degrees of freedom when

BS1 = E and is 0 when BS1 = Z. Using Jensen’s inequality the lower bound of the first
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term in (3.23) is calculated as

E

{
log2

(
P1,1Z

N0 + P2,1Y

)}
= E{log2(P1,1Z)} − E{log2(N0 + P2,1Y )}

≥ log2(P1,1) + E{log2(Z)} − log2(N0 + P2,1E{Y }) , T LB2
1 . (3.25)

T LB2
1 can be further calculated when different transmission schemes are implemented at

BS 1

T LB2
1 =





log2(P1,1) +
1

ln 2
ψ(Nt)− log2(N0 + P2,1 · 1) if BS1 = E

log2(P1,1) +
1

ln 2
ψ(Nt − 1)− log2N0 if BS1 = Z

. (3.26)

The purpose is to choose the beamforming strategy, which gives the larger lower bound

in (3.25). Therefore, by comparing the two terms in T LB2
1 in (3.26) we can obtain the

transmission scheme determination rule for this two-cell system:

if P2,1

N0
< 2

ψ(Nt)−ψ(Nt−1)
ln 2 − 1 = e

1
Nt−1 − 1, BS 1 uses eigen-beamforming

else, BS 1 uses zero-forcing beamforming.
(3.27)

Therefore, only when the caused interference at UE 2 by BS 1 exceeds a certain threshold,

BS 1 tries to cancel this interference by sacrificing the SNR of its serving user. Otherwise,

BS 1 focuses all the transmit power on serving UE 1.

The cooperative beamforming strategy (approach 2 ) based on the separated transmission

scheme determination is described as following:

• Both users measure the received INR and transmit this information to their serving

BS;

• The two BSs exchange the received INR via the backhaul channel, separately

determine the beamforming scheme according to the transmission scheme determi-

nation rule (3.27) and exchange the decision;

• The users are informed by their serving BS which scheme has been selected and

feed back CSI of serving channel or interfering channel based on the scheme and

the feedback rule (3.22) (calculation of number of bits for quantizing the serving

and interfering channels according to (3.19) is necessary at UEs, if BS in the other

cell employ zero-forcing beamforming);

• The BSs carry out the corresponding beamforming strategy for this two-cell system.
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Although approach 2 does not take the limited feedback into account when the BSs deter-

mine the beamforming scheme, simulation results will show that there is minor difference

between approach 2 and approach 1. Furthermore, when the number of coordinated cells

is large, approach 2 can be extended in the following sections so that each BS determines

whether it should perform interference cancellation for a certain UE only depending on

the interference and noise power level experienced by this UE.

3.2.4 Simulation results and analysis

In this subsection we consider the two-cell system shown in Figure 3.3. We set the number

of transmit antennas of the BSs Nt = 2 since there is at most one interference that needs

to be canceled. We assume that each user has some fixed received SNR values and incurs

different interference-to-signal ratio (ISR) levels depending on the user channels. The

channel is a narrow band flat-fading Rayleigh channel.

Performance with adaptive feedback bit partition scheme

First, we assume that both BSs use ZF beamforming and we compare the number of

bits spent on the quantization of the serving channel and interfering channel. The

user is assumed to be at a moderate SNR level, 10 dB. The ISR varies in the range

of (-40 dB, 0 dB), which corresponds to the range of (-30 dB, 10 dB) for the INR. The

total number of feedback bits available at each user is B = 8. In Figure 3.4, Bs shows

the number of feedback bits for the serving channel and Bi for the interfering channel.

The variation of the feedback bits with respect to the received INR using the algorithm

in (3.19) is shown. As we can observe, Bi increases when the INR becomes larger, mean-

ing that when OCI gets severe, more bits should be spent on the interference. When

INR is lower than -21 dB, noise totally dominates and all of the feedback bits should

be used for the serving channel to maximize the desired power. However, Figure 3.4

shows the results assuming that both BSs employ ZF beamforming. This does not mean

that when INR is larger than -21 dB, performing ZF beamforming is always better than

eigen-beamforming. The beamforming strategy should be determined cooperatively as

described in approach 1 and approach 2.

Figure 3.5 shows the sum-rate of the system at different average received SNRs per chan-

nel link with the ISR uniformly distributed within (0, 1) using ZF beamforming, where

ISR = 0 indicates no interference and ISR = 1 means that the interference can be at

most the same as the desired signal power. The bit partitioning algorithm in (3.19) is

denoted as proposed and equal is for equal allocation of the feedback bits. Obviously

the performance when the BSs have full channel knowledge perfect, outperforms both

algorithms. In case that we have the same number of bits B = 8 or B = 4, the pro-
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Figure 3.4: Bit partitioning for SNR=10 dB and B=8
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Figure 3.5: Sum-rate using ZF beamforming with different bit partitioning algorithms and

different numbers of available feedback bits in a two-cell system
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posed algorithm always outperforms equal bit distribution especially when the SNR is

large. This is because in our simulation INR is large in the high SNR regime where the

interference dominates the noise. In this case the ZF beamforming plays an important

role and sophisticated design of the allocation of feedback bits gains much. Moreover,

when there are more feedback bits available, with the proposed algorithm the potential

of exploiting the adaptivity of feedback bit allocation is higher so that more sum-rate

gain can be achieved.

Performance with cooperative beamforming strategy

Next, we implement the proposed cooperative beamforming strategy. We assume that

each user has the fixed received SNR per channel link of 10 dB and experiences different

ISR depending on the location of the user. Figure 3.6 and Figure 3.7 show the selection

of beamforming schemes by the two BSs according to approach 1 and approach 2, respec-

tively. It can be seen that both approaches show the same results. This indicates that

approach 2 without considering the limited feedback can also determine the best trans-

mission strategy when limited feedback is employed in the system. From (3.27) we can get

that if one user has an INR higher than 2.35 dB (correspondingly ISR = −7.65 dB), the

interfering BS (BS in the other cell) should perform ZF beamforming to cancel the strong

interference to this user. Otherwise eigen-beamforming is used. This result coincides with

the heuristic discussion in [130].
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Figure 3.6: Cooperative beamforming strategy for SNR=10 dB with approach 1
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Figure 3.7: Cooperative beamforming strategy for SNR=10 dB with approach 2

In the following the achievable rates are compared at different SNR values. The ISR is

assumed to be uniformly distributed within (0, 1), representing different locations of the

users in this two-cell system (0 represents the location very near the serving BS and 1

represents the location in the middle of the serving BS and interfering BS). Here, the

proposed cooperative beamforming strategy is compared to some existing schemes:

• eig denotes the eigen-beamforming given by (3.6).

• ZF denotes the zero forcing beamforming given by (3.5).

• mmse denotes the regularized zero forcing scheme proposed in [95].

• GE denotes generalized eigenvector approach described in [29].

Figure 3.8 shows the performance comparison using different strategies assuming full

CSI available at the BSs. eig outperforms ZF beamforming by 0.5 bps/Hz in the low

SNR regime. When SNR is getting higher, i.e., the interference from neighboring cell

is stronger, eig almost shows no sum-rate gain with the SNR whereas ZF beamforming

exhibits its advantage in canceling the interference. The proposed beamforming strategy

(approach 2 ) selects ZF beamforming or eigen-beamforming adaptively and thus outper-

forms both throughout the SNR region. The generalized eigenvector approach GE and

the regularized zero forcing (RZF) mmse perform similarly and even have a performance
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gain of less than 0.5 bps/Hz at medium SNR compared with the proposed scheme. At

low or high SNR where the noise or the interference dominates, the lines of all three

schemes converge. However, the generalized eigenvector approach is applicable in the

Wyner model [111], where a linear array of cells is assumed and users are located close

to the cell-edge, incurring interference only from a single neighboring cell. This approach

may not be directly applied in a more complicated scenario, where users have more than

one interferer. For the RZF scheme, to the best knowledge of the author, the bit alloca-

tion problem in a limited feedback scenario is not exploited yet. The advantage of the

proposed approach is the easy extension to a multi-cell scenario as will be shown in the

following sections. Note that in Figure 3.8 at the average received SNR per channel link of

0 dB the achievable rate per user using all beamforming methods except ZF beamforming

exceeds 1 bps/Hz. This is due to the large diversity gain obtained by multiple antennas

and the Rayleigh statistics of the channel [20]. The same reason holds for Figure 3.9.
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Figure 3.8: Performance comparison of different beamforming strategies with full CSI at BSs

Figure 3.9 illustrates the performance comparison using different beamforming schemes

with limited feedback bits. The total number of available bits is B = 6. The same no-

tation is used as in Figure 3.8. The eigen-beamforming eig on average achieves a gain

of 0.75 bps/Hz in the low SNR regime in comparison to ZF beamforming with equally

allocated feedback bits and in the high SNR regime eig shows poorer performance. Com-

pared with Figure 3.8 eig does not lose evident performance because all 6 bits are used
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to quantize the desired channel such that the quantization accuracy is sufficiently high.

The RZF mmse with equally allocated feedback bits performs similar to eig at low SNR

and approaches to ZF at high SNR. The proposed strategy with bit allocation scheme

(3.19) outperforms mmse by 2 bps/Hz at SNR=20 dB and performs similar to eigen-

beamforming at low SNR. ZFref is the coordinated ZF beamforming and adaptive bit

allocation proposed in [73], which tries to eliminate the intra-cell interference and OCI

without considering to enhance the desired power. Hence ZFref shows a performance

degradation at low SNR and a slight gain at high SNR compared with the proposed

approach. Again, the generalized eigenvector approach GE with limited feedback per-

forms very similar to the proposed strategy in this single-interferer system, but it doesn’t

address the problem in a multiple interferer scenario. The proposed approach could be

extended to a multi-cell system with multiple interferers.

-10 -5 0 5 10 15 20
Average received SNR per channel link [dB]

0

1

2

3

4

5

6

7

8

9

10

S
um

-r
at

e 
(b

ps
/H

z)

proposed
ZF
eig
mmse
ZF

ref

GE

Figure 3.9: Performance comparison of different beamforming strategies for B = 6

3.3 Cooperative beamforming in a three-cell system

with limited feedback

In this section we investigate the limited feedback problem in a three-cell system. This

three-cell system can be seen as a basic unit in a large multi-cell system and the ap-

proaches proposed in this section can be further used in a system with cell cluster size of
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3.

3.3.1 System model

We consider a more practical scenario and a hexagonal cell layout is chosen in this system.

BSs are located in the center of each cell as shown in Figure 3.10. The cell radius is

R = 166.7 m. In this CoMP-CB system each user incurs the interference from neighboring

two cells. The number of transmit antennas is Nt = 3 since each BS should be able to

cancel the interference to at most two neighboring users. We also assume a stable backhaul

connection between BSs.
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Figure 3.10: A three-cell MISO system with hexagonal cell layout

We take UE 1 as an example. The received signal at UE 1 served by BS 1 is given by

y1 =
√
P1,1h1,1w1x1 +

√
P1,2h1,2w2x2 +

√
P1,3h1,3w3x3 + n1. (3.28)

Hence the received SINR at UE 1 is calculated as

SINR1 =
P1,1|h1,1w1|

2

N0 + P1,2|h1,2w2|2 + P1,3|h1,3w3|2
, (3.29)

where N0 is the power of the additive noise at UE 1 and E{|xi|
2} = 1.

The objective is to maximize the sum-rate of the system:

R =
3∑

i=1

Ri =
3∑

i=1

E{log2(1 + SINRi)}. (3.30)



52 Limited feedback for CoMP-CB system

3.3.2 Adaptive feedback bit partitioning scheme

Similar to Section 3.2.2 in this part we assume that each BS performs ZF beamforming

using (3.5) to null out the interference to the other two users in neighboring cells. When

a finite-rate feedback channel is considered, each user should quantize the desired channel

as well as the two interfering channels using a fixed number of feedback bits B. Under

the assumption of uncorrelated Rayleigh channels and RVQ, the desired term in (3.29)

is |h1,1w1|
2 = ξ1,1Z, where Z is a chi-squared random variable and ξ1,1 is given by (3.8).

From [130]

Z ∼ χ2
2(Nt−m), (3.31)

where m is the number of interferences that are nulled out by BS 1. In case that BS 1 uses

eigen-beamforming, m = 0. Due to the quantization error, the interference terms cannot

be completely canceled by the ZF beamforming. Similar to (3.9), the interference terms

in (3.29) are |h1,2w2|
2 = κ1,2Y1 and |h1,3w3|

2 = κ1,3Y2, in which the residual interference

factor κi,j = 2
− Bi,j

Nt−1 (Bi,j is the number of bits used for quantizing hi,j and i 6= j) and

Y1, Y2 ∼ χ2
2.

Here we also consider to maximize the rate of each user separately. Without loss of

generality, the lower bound of the rate of UE 1 can be calculated analogous to the

derivation in Section 3.2.2 as

R1 = E

{
log2

(
1 +

ξ1,1P1,1Z

N0 + κ1,2P1,2Y1 + κ1,3P1,3Y2

)}

≥ log2(1− 2
− B1,1
Nt−1 ) + log2(P1,1) +

1

ln 2
ψ(Nt − 2)− log2(N0 + κ1,2P1,2 + κ1,3P1,3) , RLB3

1 .

(3.32)

Therefore, the rate optimization problem of UE 1 is:

max RLB3
1

subject to B1,1 + B1,2 + B1,3 = B

B1,i ≥ 0, for i = 1, 2, 3.

(3.33)

As RLB3
1 is a concave function 1 with respect to Bi,j, the rate optimization problem has the

standard form of a convex optimization problem [31], which can be solved by the Karush-

Kuhn-Tucker (KKT) conditions. Since the KKT conditions for a nonlinear function

1 A function f is called concave on the convex set M, if f(λx+(1−λ)x′) ≥ λf(x) + (1−λ)f(x′) for

all x,x′ ∈ M and all λ ∈ [0, 1].

Convex set: a set M is convex if λx+ (1− λ)x′ ∈ M, for any x,x′ ∈ M and λ ∈ [0, 1].
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are difficult to solve analytically, we consider the equality constraint and the inequality

constraints separately. Similar to (3.17), we first construct the Lagrange function

L(B1,1, B1,2, B1,3, λ) = RLB3
1 + λ(B1,1 +B1,2 + B1,3 −B). (3.34)

Then all partial derivatives of (3.34) are set to zero with respect to B1,1, B1,2, B1,3 and

λ:
∂L

∂B1,1

=
∂L

∂B1,2

=
∂L

∂B1,3

=
∂L

∂λ
= 0. (3.35)

As given by Appendix C, after some steps of simplification, we get the following key

equation

P 3 = P1,2P1,3Be(3P +N0), (3.36)

where Be = 2
− B
Nt−1 and

P = P1,2 · 2
− B1,2
Nt−1 = P1,3 · 2

− B1,3
Nt−1 . (3.37)

As shown in Appendix D the number of positive roots of (3.36) is always one, which can

be easily solved from the key equation.

It can be observed that when the received interference power at UE 1, e.g. P1,2 from

BS 2, increases, from the analysis in Appendix D the positive root of the key equation P0

is also getting larger. By assuming that the interference power from BS 3 P1,3 is fixed,

from (3.37) we obtain that the number of bits B1,3 for quantizing the interfering channel

h1,3 is decreased. Furthermore, by slight transformation of (3.36) we get

(
2
− B1,2
Nt−1

)3

=
P1,3

P 2
1,2

·Be(3P1,22
− B1,2
Nt−1 +N0). (3.38)

When P1,2 increases and P1,3 remains the same, B1,2 increases, i.e., more bits are needed

to quantize the strong interfering channel h1,2. From the intermediate result in (C.4)

2
− B1,1
Nt−1 = P0

3P0+N0
, we can also see that when P0 gets larger due to the increased interference

P1,2, the number of bits B1,1 for quantizing the desired channel is decreased.

After obtaining the solution P0 of (3.36), B1,2 and B1,3 can be calculated from (3.37).

It is not guaranteed that B1,2 and B1,3 are non-negative. If one of them is negative,

i.e., there is no necessity to quantize the interference of this link, we can consider this

interference as part of the additive noise and solve the bit partitioning problem as in a

two-cell system. Hence, for a three-cell system the following bit partitioning algorithm I

is proposed (taking UE 1 as an example):

• Step 1: construct the key equation (3.36) by the interference and noise power levels;
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• Step 2: solve for the positive root of (3.36) and calculate B1,2 and B1,3 from (3.37);

• Step 3: if B1,2 ≥ 0 and B1,3 ≥ 0, go to step 6;

• Step 4: if B1,2 < 0 and B1,3 < 0, set B1,2 = 0 and B1,3 = 0, then go to step 6;

• Step 5: if only B1,i < 0 (i = 2 or 3), set B1,i = 0, consider the interference from

BS i as part of the noise and use (3.19) to calculate B1,j (j ∈ {2, 3}, j 6= i), then

go to step 6;

• Step 6: calculate B1,1 = B − B1,2 − B1,3. In case that B1,k (k = 1, 2, 3) is not an

integer, we should consider ⌈B1,k⌉ and ⌊B1,k⌋ which maximizes RLB3
1 in (3.32) as

the final solution.

3.3.3 Separated approach for cooperative beamforming

As mentioned in Section 3.2.3 approach 2 can be extended to a larger system. Similarly

when high SINR is assumed, the sum-rate of this three-cell system in Figure 3.10 is

R = E

{
3∑

i=1

log2(1 + SINRi)

}
≈ E

{
3∑

i=1

log2(SINRi)

}

= E

{
log2

(
P1,1|h1,1w1|

2

N0 + P1,2|h1,2w2|2 + P1,3|h1,3w3|2

)}

+E

{
log2

(
P2,2|h2,2w2|

2

N0 + P2,1|h2,1w1|2 + P2,3|h2,3w3|2

)}

+E

{
log2

(
P3,3|h3,3w3|

2

N0 + P3,1|h3,1w1|2 + P3,2|h3,2w2|2

)}
. (3.39)

In case of full CSI available at the BSs, without loss of generality, in (3.39) the desired

term of UE 1 |h1,1w1|
2 = Z1 and the interference term from BS 2 to UE 1 |h1,2w2|

2 = Y1,2

are distributed as

Z1 ∼ χ2
2(Nt−m), Y1,2

{
∼ χ2

2, if BS 2 does not perform ZF to UE 1

= 0, if BS 2 performs ZF to UE 1
, (3.40)

where m is the number of interferences that are nulled out by BS 1.

The target of this part is to determine whether it is worth to null out the interference to

the users in neighboring cells. Notice that MRT does not cancel the interference to other

users. Hence MRT not only increases received power at the serving UE, but also leads to

increased interference to other UEs compared to ZF scheme. In the following we rewrite
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(3.39) as

R ≈ E{log2(P1,1Z1)} − E{log2(N0 + P1,2Y1,2 + P1,3Y1,3)}

+E{log2(P2,2Z2)} −E{log2(N0 + P2,1Y2,1 + P2,3Y2,3)}

+E{log2(P3,3Z3)} −E{log2(N0 + P3,1Y3,1 + P3,2Y3,2)} . (3.41)

It can be seen from (3.41) that the beamforming vector of BS 1 w1 only affects the

boxed term T1, which is the combination of the received power at serving UE and the

interference to UE 2 and UE 3. Instead of maximizing the sum-rate directly, we try to

maximize T1 assuming that beamforming vectors that is used in other BSs are fixed and

simulation results later will show that this method can benefit from both MRT and ZF

schemes.

Next, T1 in (3.41) is further lower bounded as

T1 ≥ E{log2(P1,1)}+ E{log2(Z1)} − log2(N0 + P2,1E{Y2,1}+ P2,3E{Y2,3})

− log2(N0 + P3,1E{Y3,1}+ P3,2E{Y3,2}) , T LB3
1 . (3.42)

In oder to determine the beamforming scheme w1 at BS 1, i.e., whether w1 does or does

not perform IN to UE 2 or UE 3, we assume that UE 2 and UE 3 are also helped by other

BSs besides BS 1. The reason behind this assumption is that when UE 2 or UE 3 is near

the BS in the other cell (hence may incur strong interference from this BS), there is a

high probability that this BS tries to null out the interference to UE 2 or UE 3. Under

this assumption, in (3.42) P2,3E{Y2,3} = 0 and P3,2E{Y3,2} = 0. Therefore, depending on

the scheme BS 1 uses, T LB3
1 can have different values:

T LB3
1 =



E{log2(P1,1)}+
1

ln 2
ψ(Nt − 2)− 2 log2(N0), if w1

ZF
−→ UE 2 and w1

ZF
−→ UE 3;

E{log2(P1,1)}+
1

ln 2
ψ(Nt − 1)− log2(N0)− log2(N0 + P3,1), if w1

ZF
−→ UE 2;

E{log2(P1,1)}+
1

ln 2
ψ(Nt − 1)− log2(N0 + P2,1)− log2(N0), if w1

ZF
−→ UE 3;

E{log2(P1,1)}+
1

ln 2
ψ(Nt)− log2(N0 + P2,1)− log2(N0 + P3,1), if w1 uses MRT,

(3.43)

where w1
ZF
−→ UE 2 indicates that BS 1 performs interference nulling to UE 2. ψ(·) is

again Euler’s psi function and the result of E{log2(Z1)} is given in [86]. By comparing the

values in (3.43) the best beamforming scheme at BS 1 can be determined which maximizes

T LB3
1 . The comparison only requires the noise and interference power level at UE 2 and

UE 3 from BS 1 and does not need a joint determination of beamforming schemes at all
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BSs. Hence, the beamforming vectors at each BS are determined separately. However,

the information about the noise and interference power level at UE 2 or UE 3 must

be conveyed from neighboring BSs to BS 1, which only causes a minor burden on the

backhaul connection.

After determination of beamforming schemes used at each BSs, the users know which

channel information should be fed back. Since bit partitioning algorithm I is under the

assumption that all BSs perform ZF beamforming, it does not ensure maximal rate if

MRT is also included. Therefore, the following bit allocation scheme for this three-cell

system should be used to determine the number of bits for quantizing corresponding CSI

(taking UE 1 as an example):




if w2
ZF
−→ UE 1 and w3

ZF
−→ UE 1, use bit partitioning algorithm I

if w2
ZF
−→ UE 1 only, use (3.19) by taking P1,3 as part of the noise

if w3
ZF
−→ UE 1 only, use (3.19) by taking P1,2 as part of the noise

if neither w2
ZF
−→ UE 1 nor w3

ZF
−→ UE 1, use all bits B1,1 = B to quantize h1,1

(3.44)

All of the above motivates the separated approach for cooperative beamforming (approach

3 ):

• All users measure the noise and received interference power level or the received

INR from each neighboring BS, and transmit this information to their serving BS;

• Each BS obtains from neighboring BSs the noise and interference information of

the users in the neighboring cells and determines whether it should perform ZF to

any of these users or just MRT by finding the maximum value in (3.43);

• The users are informed by their serving BS which beamforming schemes have been

selected by neighboring BSs, i.e., whether the neighboring BSs need to cancel the

interference to these users. Correspondingly, the users feed back CSI according to

the bit allocation scheme (3.44);

• The BSs carry out the corresponding beamforming strategy for this three-cell sys-

tem.

Notice that the interference and noise power level does not change much unless the users

move at high velocity. Hence, the measurement of the INR and the exchange of this

information do not take place very often. Furthermore, the interference highly depends

on the location of the users in the cell. If the location and the noise power of the users do

not vary much, the same bit allocation and beamforming schemes can be used without

much performance loss.
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3.3.4 Simulation results and analysis

In this subsection we show some simulation results in the three-cell scenario in Figure

3.10. There is only one user randomly located in each cell communicating with its serving

BS. The number of transmit antennas at the BSs is 3 and each user has a single receive

antenna.

Performance with adaptive feedback bit partition scheme

First we assume that each user has a fixed received SNR value and incurs different

ISR depending on factors that could affect the interference power, e.g., location of the

users. We also assume that each BS performs ZF beamforming to the two users in

neighboring cells. To compare the number of bits for quantizing the desired and interfering

channels, the users are assumed to be at an SNR of 10 dB. The ISR varies in the range

of (-40 dB, 0 dB), which corresponds to the range of (-30 dB, 10 dB) for the INR. The

total number of feedback bits available at each user is B = 8 and UE 1 is taken as an

example.

Figure 3.11 and Figure 3.12 show the number of bits used by UE 1 to quantize the desired

channel h1,1 and the interfering channel h1,2 according to bit partitioning algorithm I

proposed in Section 3.3.2. In Figure 3.11 it is shown that when the interference becomes

larger, fewer bits are used to quantize the desired channel. When the INR from both

BS 2 and BS 3 is smaller than -10 dB, all 8 bits are used to quantize the desired link.

Another observation is that even the interference power is the same as the signal power

(INR=SNR=10 dB), some bits are always assigned to quantize the desired channel in

order to ensure the transmission quality to the serving user. Figure 3.12 shows if the

interference from BS 2 gets larger, more bits are used for the interfering channel h1,2.

Provided that the INR from BS 2 is fixed while increasing the INR from BS 3, fewer bits

are used for h1,2 since more bits are assigned to h1,3. All these observations coincide with

the analysis in Section 3.3.2.

Next, the sum-rate in this three-cell system is compared when each BS always performs

interference nulling to neighboring users. We use the channel model introduced in Section

2.2.1. The small-scale fading is assumed to be Rayleigh distributed and the received power

at a distance of d according to the path loss model (2.1) is

Pr = P0

[
d0
d

]γ
, (3.45)

where d0 is the reference distance and P0 is the received power at d0. In this simulation we

set d0 equal to the cell radius R and the cell-edge SNR at R varies from -3 dB to 30 dB.

The path loss exponent γ is 3.7. For each iteration each user is uniformly dropped
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Figure 3.11: Number of bits to quantize the desired channel h1,1 for SNR=10 dB and B=8
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Figure 3.12: Number of bits to quantize the interfering channel h1,2 for SNR=10 dB and B=8

within the cells. Figure 3.13 shows the performance comparison using bit partitioning

algorithm I (proposed) and equal bit allocation scheme (equal) for B = 12 and B = 24.
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Figure 3.13: Sum-rate using ZF beamforming with different bit partitioning algorithms and

different numbers of available feedback bits in a three-cell system

Similar to Figure 3.5 in a two-cell system, the performance when full CSI is available at

BSs (perfect) always outperforms other schemes. As the cell-edge SNR increases, the

difference is getting larger. When more bits are available at users, proposed obtains more

performance gain compared to equal since the potential to exploit feedback bit allocation

is higher. Moreover, the performance of ZF beamforming is limited due to quantization

errors even if the cell-edge SNR is large, which is more obvious in the case B = 12.

Performance with a cooperative beamforming strategy

In this part the separated approach for cooperative beamforming approach 3 is imple-

mented. To illustrate how this approach works, we first consider one snapshot shown in

Figure 3.14. UE 2 is at the cell edge and UE 3 is near its serving BS. When the cell-

edge SNR is at moderate level (10 dB), (3.43) recommends BS 1 to perform interference

nulling only to UE 2, because the interference from BS 1 to UE 3 is too weak. At low

cell-edge SNR regime (-5 dB), the interference to both UE 2 and UE 3 needs not to be

canceled by BS 1 according to (3.43). All transmit power at BS 1 is used to serve UE 1.

If the cell-edge SNR is high (20 dB), BS 1 has to cancel the interference to both UEs in

order to provide the best sum-rate performance of the whole system.

Next, we compare the performance of different strategies with full CSI and quantized CSI

at the transmitter. In Figure 3.15 we can first see that there is no difference between



60 Limited feedback for CoMP-CB system

−300 −200 −100 0 100 200

−300

−200

−100

0

100

200

Distance (m)

D
is

ta
nc

e 
(m

)
UE 1

UE 3

UE 2

BS 1

BS 3

BS 2

Figure 3.14: One snapshot of a three-cell system with hexagonal cell layout
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Figure 3.15: Performance comparison of different beamforming strategies with full CSI and

quantized CSI (B = 18)

MRT with full CSI (MRT_Perf) and with quantized CSI (MRT_Q), showing that

using B = 18 bits for quantizing the desired channel can provide sufficient accuracy for

MRT. Similar to the two-cell scenario, at low cell-edge SNR regime MRT outperforms
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IN scheme, where IN means the BS always nulls out interference to the two UEs in

neighboring cells. At high cell-edge SNR regime, due to the strong inter-cell interference,

IN scheme obtains much performance gain compared to MRT, especially for the full

CSI case. With or without full CSI the proposed separated approach can benefit from

both MRT and IN schemes at low SNR and high SNR regimes, respectively. Therefore,

Proposed_Perf and Proposed_Q outperform MRT and IN schemes in both cases.

3.4 Cooperative beamforming in a multi-cell system

with limited feedback

A practical mobile system consists of multiple cells, where resource assignment is usu-

ally problematic. Hence, feedback bit allocation and beamforming design become more

complicated in this case. However, the approaches used in Section 3.2 and Section 3.3

can be extended in a multi-cell system. The purpose of this section is to provide some

easy-to-implement schemes for feedback bit allocation and beamforming design.

3.4.1 System model
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Figure 3.16: A multi-cell MISO system with hexagonal cell layout

Figure 3.16 shows a cellular network consisting of Nce = 21 cells. Each BS is equipped

with Nt transmit antennas. We assume that in each time slot only one user is active in

each cell. This is because the users that are served by the same BS are assumed to share

orthogonal time or frequency resources and hence they do not interfere with each other.
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In this system the received signal at each user is the accumulation of signals from all BSs,

i.e., the received signal at UE i is

yi =
√
Pi,ihi,iwixi +

∑

j∈S\i

√
Pi,jhi,jwjxj + ni, (3.46)

where set S = {1, 2, · · · , Nce}. Hence the received SINR at UE i is calculated as

SINRi =
Pi,i|hi,iwi|

2

N0 +
∑

j∈S\i
Pi,j|hi,jwj|2

, (3.47)

where N0 is the power of the additive noise at UE i.

Similarly, the objective of this part is to maximize the sum-rate of the multi-cell system:

R =
N∑

i=1

Ri =
N∑

i=1

E{log2(1 + SINRi)}. (3.48)

3.4.2 Adaptive feedback bit partitioning scheme

In a large cellular system it is not necessary that all other BSs try to null out the inter-

ference to UE i. Therefore, we divide the BSs except BS i into two categories: BSs that

perform IN to UE i whose indices are denoted in set S(i) and BSs that do not perform

IN to UE i. The aim of this subsection is to adaptively partition the quantization bits at

UE i for channel hi,j (j ∈ {i∪S(i)}). Here we consider to maximize the rate of each user

instead of the sum-rate and the algorithm proposed in this subsection can be adopted in

a system either with cluster structure or with distributed ZF scheme as will be shown in

the following sections.

Under the assumption of uncorrelated Rayleigh channels and RVQ, the rate of UE i is

rewritten as

Ri = E




log2


1 +

ξi,iPi,iZ

N0 +
∑

j∈S(i)
κi,jPi,jYj +

∑
j∈S\{i∪S(i)}

Pi,jYj







. (3.49)

In (3.49) Z ∼ χ2
2(Nt−m), where m is the number of interferences that are nulled out by

BS i, and Yj ∼ χ2
2 for j ∈ {i ∪ S(i)}. ξi,i is given in (3.8) and lower bounded by (3.14),

and the residual interference factor κi,j = 2
− Bi,j

Nt−1 (i 6= j). Based on the discussion in

Section 3.2.2, the lower bound of the rate of UE i can be calculated as

Ri ≥ log2(1− 2
− Bi,i

Nt−1 ) + log2(Pi,i) +
1

ln 2
ψ(Nt −m)

− log2(N0 +
∑

j∈S(i)
κi,jPi,j +

∑

j∈S\{i∪S(i)}
Pi,j) , RLBM

i . (3.50)
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Consequently, the rate optimization problem of UE i in a multi-cell system is:

max RLBM
i

subject to
∑

j∈{i∪S(i)}
Bi,j = B

Bi,j ≥ 0, for j ∈ {i ∪ S(i)}.

(3.51)

Using a similar method as in Section 3.3.2 by avoiding solving the complicated KKT

conditions, we construct the Lagrange function

L(
⋃

j∈{i∪S(i)}
Bi,j , λ) = RLBM

i + λ(
∑

j∈{i∪S(i)}
Bi,j −B), (3.52)

and then set all partial derivatives of (3.52) to zero with respect to Bi,j (j ∈ {i ∪ S(i)})

and λ:
∂L

∂Bi,j

=
∂L

∂λ
= 0, ∀ j ∈ {i ∪ S(i)}. (3.53)

Although (3.53) is a system of equations consisting of multiple variables, it is not difficult

to solve it due to the symmetric property of Bi,j (j ∈ S(i)). After some calculations, we

can also get the following key equation, which has a similar form of (3.36):

P n+1 = (
∏

j∈S(i)
Pi,j)Be((n+ 1)P +N0 +

∑

j∈S\{i∪S(i)}
Pi,j), (3.54)

where Be = 2
− B
Nt−1 and n = |S(i)|. P is an intermediate parameter that exhibits the

symmetric property of Bi,j (j ∈ S(i)):

P = Pi,j · 2
− Bi,j

Nt−1 , for j ∈ S(i). (3.55)

Notice that (3.54) is a polynomial equation with respect to P . The positive root is unique

analogous to the analysis in Appendix D and the roots of a polynomial equation can be

efficiently solved, since the order n is not too large in practice. The reason is that a user

may only incur severe interference from neighboring cells, such that the amount of BSs

that perform IN to this user won’t be too high.

The analysis of (3.38) can be generalized to the case of N cells. It is not difficult to see

that the number of bits Bi,j (j ∈ S(i)) used for quantizing the interfering channel hi,j

increases when the received interference power Pi,j increases, and the same trend holds

for the case of decrement. The result is intuitive since as one interferer gets stronger, it

is worth to spend more bits to increase quantization accuracy for a rate gain.

After the positive root of (3.54) is obtained, Bi,j can be calculated from (3.55). However,

the inequality constraints in the optimization problem (3.51) are not considered yet. If
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one of the results is negative, indicating that the interference from this link is so weak

that there is no need to spend a bit on it, we can take this interference as additive noise

and re-optimize the problem. Therefore, we propose a recursive method as shown in the

following bit partitioning algorithm II :

• Step 1: Initialize S ′(i) = S(i);

• Step 2: construct the key equation (3.54) by the interference and noise power levels

use S ′(i) instead of S(i). Notice that the received signal from BSs that do not

perform IN to UE i can be simply seen as a part of additive noise;

• Step 3: solve for the positive root of (3.54) and calculate Bi,j for j ∈ S ′(i) from

(3.55);

• Step 4: if Bi,k < 0 (k ∈ S ′(i)), set S ′(i) = S ′(i)\k and go to step 2;

• Step 5: calculate Bi,i = B −
∑

j∈S′(i)

Bi,j. In case that Bi,j (j ∈ {i ∪ S ′(i)}) is not

an integer, we should consider ⌈Bi,j⌉ and ⌊Bi,j⌋ which maximizes RLBM
i in (3.50) as

the final solution and Bi,j = 0 for j ∈ S(i)\S ′(i).

S(i) is the set of BSs that may perform IN to UE i and is used as an initial value for this

algorithm. One possible method for the determination of S(i) is described in approach 4

in Section 3.4.3.

3.4.3 BS-specific approach for adaptive ZF beamforming

For a large system with multiple cells the beamforming design at each BS is not a trivial

task. The aim of this part is to choose the beamforming strategy between MRT and

ZF schemes and also to determine for each BS to which UEs the interference needs to

be nulled out in terms of maximizing the sum-rate of the system. In order to reduce

feedback and backhaul overhead in a cellular system, a clustering technique is proposed

to shrink the cooperating size [80]. In the following we first compare the performance

of ZF beamforming using static clustering and the MRT scheme, where static clustering

means that each cluster is designed based on some geographical information such as BS

location or potential user location and is fixed over time. For the ZF beamforming each

BS nulls out the interference to users in other cells in the same cluster.

We consider a cellular system as shown in Figure 3.17 with N = 57 cells in total and

for static clustering we assume a cluster size of 3 (3 cells in a cluster). The clusters are

displayed in the gray area with different transparencies and there is no overlapping among

clusters. Each BS has 3 transmit antennas and UEs have a single receive antenna. There
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is only one user in each cell and the users are dropped uniformly within the cells for each

iteration. We simulate for all 57 cells but only evaluate the inner 21 cells surrounded by

the red dashed line.
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Figure 3.17: A multi-cell MISO system with 57 cells

Figure 3.18 shows the comparison of user data rate using MRT and ZF schemes. Since

a CoMP technique is to increase data rate especially of cell-edge users, we also compare

the data rate of cell-edge users. The cell-edge user throughput is defined by 3GPP as

the 5% point of the cumulative distribution function (CDF) of the user throughput [8].

Here we adopt the same definition for cell-edge data rate. From Figure 3.18 we can see

that the average user data rate using MRT (MRT_Average) dramatically outperforms

the average data rate using ZF scheme with static clustering (IN_Average) in all SNR

regimes. The same result also holds for the cell-edge user data rate. The reason is that

in such a complicated scenario users undergo interference from multiple interferers. Note

that the ZF scheme reduces the received power of the desired user in order to null out

the interference. Without sophisticated design of interference selection, the interference

nulling benefit of ZF scheme cannot compensate the received power loss of desired users.

Even for cell-edge users for which ZF usually gains a lot, static clustering is not a good

choice because the users may lie in the boundary of the cluster, such as the user in cell 2.

It seems that a ZF scheme for static clustering is not suitable for such a multi-cell scenario.
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Figure 3.18: Performance comparison of ZF beamforming using static clustering and MRT

Therefore, some advanced ZF approaches should be developed in order to outperform the

MRT scheme.

Notice that in Figure 3.17 some users are at cell-edge, a straightforward method is to

let BSs cancel the interference to the nearest users. Although a BS with Nt antennas

can maximally null out Nt − 1 interference, it may not be necessary to fully make use

of interference nulling ability of the BS because nulling out interference also sacrifices

received power at the desired user. Hence, in the following we try to find out whether

and to which users the BS should perform ZF beamforming.

In the multi-cell system the achievable sum-rate under the assumption of high SINR is

R = E

{
∑

i∈S
log2(1 + SINRi)

}
≈ E

{
∑

i∈S
log2(SINRi)

}

= E

{
∑

i∈S
log2

(
Pi,i|hi,iwi|

2

N0 +
∑

j∈S\i Pi,j|hi,jwj|2

)}
, (3.56)

where S = {1, 2, · · · , N} contains indices of all cells. For the design of the beamforming

vector wn at BS n (n ∈ S), we adopt a similar idea as is Section 3.3.3. Because directly

maximizing the sum-rate needs a joint optimization whose complexity increases exponen-

tially with the system size, we try to maximize the term affected by wn assuming that

beamforming vectors that are used in other BSs are fixed. In order to determine whether
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BS n needs to perform ZF to UE l (UE l must be in the vicinity of BS n so that it makes

sense for BS n to perform ZF to UE l and n 6= l), we rewrite (3.56) as

R ≈ E



log2




Pn,n|hn,nwn|
2

N0 +
∑

j∈S\n Pn,j|hn,jwj|2




+ log2


 Pl,l|hl,lwl|

2

N0 + Pl,n|hl,nwn|
2 +

∑
j∈S\{l,n} Pl,j|hl,jwj|2




+
∑

i∈S\{l,n}
log2

(
Pi,i|hi,iwi|

2

N0 +
∑

j∈S\i Pi,j|hi,jwj|2

)}
(3.57)

= E

{
log2

(
Pn,n|hn,nwn|

2

N0 + Pl,n|hl,nwn|2 +
∑

j∈S\{l,n} Pl,j|hl,jwj|2

)}

︸ ︷︷ ︸
T1

+E

{
log2

(
Pl,l|hl,lwl|

2

N0 +
∑

j∈S\n Pn,j|hn,jwj|2

)}

+E





∑

i∈S\{l,n}
log2

(
Pi,i|hi,iwi|

2

N0 +
∑

j∈S\i Pi,j|hi,jwj|2

)
 . (3.58)

Although wn also exists in the third term in (3.57), whether or not BS n performs ZF

to UE l does not affect the statistical distribution of the interference term in the SINR

at UE i (i ∈ S\{l, n}). It only affects the boxed terms in (3.57) and hence under the

assumption that wi (i ∈ S\n) is fixed we try to maximize T1 in (3.58). With the help of

(3.40), we can calculate the lower bound of T1 as

T1 = E{log2(Pn,n)}+ E{log2(Z)} − E{log2(N0 + Pl,nY +
∑

j∈S\{l,n}
Pl,j|hl,jwj|

2)}

≥ log2(Pn,n) + E{log2(Z)} − log2(N0 +K + Pl,nE{Y }) , T LBM
1 . (3.59)

where K = E{
∑

j∈S\{l,n} Pl,j|hl,jwj|
2} =

∑
j∈S\{l,n} Pl,j is the total interference to UE l

from other BSs except BS n assuming that these BSs do not cancel the interference to

UE l. Z = |hn,nwn|
2 and Y = |hl,nwn|

2 are according to the distribution in (3.40).

Depending on whether BS n performs ZF to UE l, the lower bound T LBM
1 can have

different values:

T LBM
1 =





log2(Pn,n) +
1

ln 2
ψ(Nt − (m+ 1))− log2(N0 +K) if wn

ZF
−→ UE l

log2(Pn,n) +
1

ln 2
ψ(Nt −m)− log2(N0 +K + Pl,n) else

, (3.60)
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where m is the number of users except UE l that BS n performs ZF to. By comparing

the two values in (3.60) we obtain the transmission scheme determination rule similar to

approach 2 for the two-cell system in Section 3.2.3:

if
Pl,n

N0+K
> e

1
Nt−m−1 − 1, BS n performs ZF to UE l

else, BS n does not perform ZF to UE l.
(3.61)

The transmission scheme determination rule (3.61) shows that whether BS n should

perform ZF to UE l depends on if the ratio of interference from BS n to UE l and noise

plus interference from other BSs is larger than a threshold or not. And the threshold relies

on the number of transmit antennas at BS n and the number of interferences that BS n

nulls out. With this rule we can determine whether a BS should null out the interference

to neighboring users. Since in this rule the number of users that a BS performs ZF to

is required, we use (3.61) to check the potential UEs one by one near a BS and the

determination order is from the nearest UE to the farthest within the surrounding Nt−1

UEs. As a result the beamforming vector at each BS is determined at a time, separately.

The following approach 4 provides a method for BS-specific beamforming in a multiple

cell system:

• Each BS communicates with neighboring BSs to exchange the location information

of UEs in order to determine the Nt − 1 nearest UEs in neighboring cells (referred

to as victim UE );

• Each UE measures the noise and received interference power level and transmit this

information to its serving BS and this information is further conveyed to the BS

whose victim UEs include this UE;

• Each BS determines whether it should perform ZF to the victim UEs using (3.61)

and the determination order is from the nearest victim UE to the farthest. Notice

that m in (3.61) should consider the victim UEs which the BS performs ZF to in

the previous determination process;

• Each UE is informed by its serving BS which beamforming schemes have been taken

by neighboring BSs, i.e., whether neighboring BSs need to null out the interference

to this UE. In case of limited feedback, correspondingly the UE feeds back CSI

according to the bit partitioning algorithm II ;

• The BSs carry out the corresponding beamforming strategy.

This approach should be updated for a period of time which depends on the variation of

noise and interference power of each UE. If the noise and interference condition does not
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change abruptly, the update period of approach 4 should be considerably large without

much rate loss.

3.4.4 Simulation results and analysis

In this subsection we show some simulation results in the 57-cell system depicted in

Figure 3.17. The channel model is the same as in Section 3.3.4. The small-scale fading

is assumed to be Rayleigh distributed and the received power at a distance of d is given

by (3.45). The number of transmit antennas at the BSs is 3, which means that each

BS can maximally cancel the interference to 2 users. For each iteration only one user is

uniformly dropped within each cell. The inner 21 cells surrounded by the red dashed line

are evaluated for a fair comparison.
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Figure 3.19: Average user data rate comparison of different beamforming approaches in a 57-

cell system with full CSI

Figure 3.19 shows the performance comparison of the average user data rate using

different beamforming strategies and full CSI is assumed to be available at the BSs.

BS_spec_prop is the BS-specific beamforming scheme given by approach 4. MRT is

the non-cooperative MRT scheme. In order to illustrate the advantage of approach 4 in

adaptively selecting IN victim UEs, we implement BS_spec which lets each BS always

null out the interference to the Nt −1 victim UEs. Clu_Stat_IN is the static clustering

scheme which obviously underperforms other schemes. With the least feedback overhead
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Figure 3.20: Cell-edge user data rate comparison of different beamforming approaches in a

57-cell system with full CSI

and least complexity the MRT beamforming performs really satisfactorily in this multi-

cell system. It outperforms BS_spec even in the high SNR regime, indicating that the

BS-specific approach without sophisticated IN user selection design is not worth being

implemented. The proposed approach checks for each victim UE whether it is necessary

to null out the interference. Therefore, when the SNR is low, it performs similarly to

the MRT scheme. When the SNR is high, users incur high interference from neighboring

cells and approach 4 outperforms the MRT scheme slightly by canceling the interference

to some users. Following simulation results will show that the gain of the proposed ap-

proach becomes higher when the number of transmit antennas is larger. Moreover, the

performance difference at high SNR between BS_spec_prop and BS_spec also implies

that it is also not necessary to always perform IN to all victim UEs around each BS.

Figure 3.20 shows for the same scenario the cell-edge user data rate, which is the 5%

point of CDF of the user data rate. Because the BS-specific approaches are designed

particularly for cell-edge users, both BS-specific approaches outperform the MRT scheme

at high SNR. At the cell-edge SNR of 25 dB BS_spec gains 10% more user data rate

in comparison with MRT and BS_spec_prop can have 15% improvement. Notice that

from an SNR of 0 dB we can apparently see the improvement of the proposed approach.

This reveals that even in the low SNR regime where cell-edge users usually receive low
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power from the serving BSs, it is beneficial to use part of the serving power for nulling

out the interference to neighboring users who experience non-negligible interference.
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Figure 3.21: Average user data rate comparison of different beamforming approaches in a 57-

cell system with quantized CSI

Next, we compare different beamforming approaches with imperfect CSI. The number

of quantization bits available at each user is 18. In Figure 3.21 BS_spec_prop is ap-

proach 4 with bit partitioning algorithm II. BS_spec_ave is approach 4 with equal bit

partitioning, i.e., after determination of IN victim UEs at each BS, in step 4 of approach

4 each UE quantizes the desired channel and interfering channel using equal bits. The

proposed approach 4 with full CSI BS_spec_perf outperforms other four schemes and

there is no distinct difference among the other four schemes. This means that 18 bits are

sufficient for MRT to keep high quantization accuracy because only the desired channel

needs to be quantized. However, the MRT scheme doesn’t care about the cell-edge users

even if they have severe interference. In Figure 3.22 we plot the CDF of the user data rate

at the cell-edge SNR of 25 dB with these five approaches used in Figure 3.21. The curves

using BS-specific approach has a higher slope compared with the curves using MRT in

the area where most of the user data rate lies in (approximately 4.5 bps/Hz, correspond-

ing to the probability of 0.6). This implies that most of the data rates using BS-specific

approach are more close to the rate of 4.5 bps/Hz, whereas the data rates using the MRT

scheme spread over a wider data rate range, although both schemes have similar average
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data rate. Figure 3.22 shows that the BS-specific approach also guarantees some fairness

between the users.
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Figure 3.22: CDF of user data rate at the cell-edge SNR of 25 dB in a 57-cell system with

quantized CSI

Figure 3.23 illustrates the cell-edge user data rate using the MRT and BS-specific ap-

proaches with quantized CSI. By canceling the interference to some cell-edge users the

BS-specific approaches perform superior to the MRT scheme. With 18 quantization bits

at each user the BS-specific approach has a degradation of 0.05 bps/Hz compared to the

one with perfect CSI at the SNR of 30 dB. Another observation is that the proposed bit

partitioning algorithm II has similar performance to the algorithm with equal bit alloca-

tion. The reason for this similarity is: when a user is near the cell-edge, the desired power

is similar to the interference power from neighboring cells because we assume that each

BS has the same transmit power and the large-scale fading model depends only on the

distance. Therefore, bit partitioning algorithm II assigns almost the same quantization

to each link.

Performance of approach 4 with different numbers of transmit antennas

As mentioned in the analysis of Figure 3.19 approach 4 provides only slight improvement

compared with the MRT scheme for the average user data rate. Since the number of

transmit antennas Nt is 3, there are not sufficient degrees of freedom for the BSs to make
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Figure 3.23: Cell-edge user data rate comparison of different beamforming approaches in a

57-cell system with quantized CSI

−5 0 5 10 15 20 25 30
2.5

3

3.5

4

4.5

5

5.5

Cell−edge SNR [dB]

A
ve

ra
ge

 r
at

e 
(b

ps
/H

z)

 

 

BS_spec, N
t
=5

BS_spec, N
t
=4

BS_spec, N
t
=3

MRT, N
t
=5

MRT, N
t
=4

MRT, N
t
=3

Figure 3.24: Average user data rate comparison with different numbers of transmit antennas

in a 57-cell system
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Figure 3.25: Cell-edge user data rate comparison with different numbers of transmit antennas

in a 57-cell system

use of. On the other hand, the transmission scheme determination rule (3.61) depends

on the interference and noise power level as well as Nt. Hence, in this part we simulate

the same 57-cell environment and set the number of transmit antennas to 3, 4 and 5,

respectively. We assume that full CSI is available at BSs. Figure 3.24 and Figure 3.25

illustrate the results using BS-specific and MRT schemes. A first observation is that

the performance improvement is getting larger when Nt is larger for both the average

rate and cell-edge user rate. This is because larger Nt provides more spatial degrees of

freedom such that more advantage of approach 4 can be exploited. With Nt = 5 the

proposed scheme can outperform MRT by 0.4 bps/Hz at the SNR of 25 dB, which is

approximately an improvement of 8%. For cell-edge users this improvement using the

proposed approach is enlarged. For Nt = 5 the proposed scheme has a gain of 0.7 bps/Hz

at the same cell-edge SNR, which is an enhancement of almost 40% compared to the

MRT scheme. Moreover, for 5G systems much more transmit antennas are supported [8],

so that it is expected to have much more gain with this proposed approach.

3.5 Conclusion

In this chapter the performance in the CoMP-CB system with limited feedback using ZF

and MRT beamforming was analyzed. Firstly, we considered a two-cell system where the
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two BSs can cooperate with each other. A bit partitioning algorithm was proposed which

allocates the limited feedback bits available at each user for quantizing the serving and

interfering channels. Simulation results show that adaptive partitioning can improve the

system sum-rate especially in the OCI-dominated scenario. A cooperative beamforming

strategy was also proposed which only requires the information about INR from the

users. The presented strategy was proved to outperform the conventional schemes (ZF

and MRT) and is suitable for different interference scenarios. Secondly, we proposed a

bit partitioning algorithm for a three-cell system, which can be used in a larger system

with cell cluster size of 3. A separated approach for cooperative beamforming was then

introduced. In this approach each BS determines the beamforming vector separately and

this does not need a joint optimization, which may have high complexity. The proposed

bit partitioning algorithm was then extended to a general multiple cell system and this

algorithm can be combined with the proposed BS-specific approach, in which a threshold

is given to determine whether it is worth to cancel the interference to the neighboring

users near a BS in terms of maximizing the achievable rate of the users. Simulation shows

that the proposed BS-specific approach improves the data rate compared with the MRT

scheme with and without limited feedback, especially for cell-edge users, revealing the

advantage of the CoMP concept.
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Chapter 4

Dynamic clustering with limited backhaul rate
for CoMP-JT system

In Chapter 3 the limited feedback problem in the CoMP-CB system was discussed. It

was shown that sophisticated design of the feedback bits can improve the system perfor-

mance dramatically. Similar to a CoMP-CB system, the CoMP-JT system (described in

Section 3.1.1) also exploits coordination among the BSs, where full data sharing exists

among multiple network nodes on top of just CSI. Assuming theoretically infinite num-

ber of distributed antennas, one could transmit to any mobile terminal (MT) with the

intended signal adding up at its position, while generating no interference for the other

MTs [19, 48]. In this case, all the propagation links are exploited to carry useful data

information, resulting in a more powerful cooperation among the BSs. Although CoMP-

JT is a promising technique, which aims at directly improving the spectral efficiency,

particularly for the cell-edge users, many issues still exist making the implementation

challenging. Except the high bandwidth and low latency BS inter-connectivity [67], the

feedback overhead is more severe in CoMP-JT systems and therefore these factors should

be well handled.

4.1 Background and Motivation

In order to support full functionalities of the JT system, additional overhead/signaling

compared to non-cooperating systems or the CoMP-CB system are expected. The over-

head/signaling will result to a DL overhead increase due to multiple CSI-RSs (reference

signals), UL overhead increase due to CSI measurement related to multiple points, UL

overhead increase due to sounding reference signal (SRS) transmissions related to multi-

ple points, and additional data sharing among the eNBs (evolved NodeBs) [7]. 3GPP has

defined the X2 interface, as shown in Figure 4.1, which aims at connecting neighboring

eNBs in a peer to peer fashion to facilitate handover and provide a means for coordi-

nation of resources [5, 87]. The X2 interface has many functions and the two essential

functions are inter-cell interference coordination and data exchange for self-optimization.

The inter-cell interference coordination function allows keeping the ICI under control.

For UL this function allows indicating the UL interference overload such that neigh-

boring eNBs can coordinate with each other to mitigate the mutual interference caused
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by the UL radio resource allocation. For DL this function allows an eNB to inform its

neighboring eNBs about DL power restrictions for interference aware scheduling. The

data exchange function enables the X2 interface to carry user plane data and it is this

function which dictates the bandwidth requirement [1].
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Figure 4.1: Architecture of evolved UMTS Terrestrial Radio Access Network (E-UTRAN)

with X2 interface

A lot of research has been done on the topic of cell cooperation in multi-cell systems.

However, most of them have made the assumption that the channel information or data is

available and shared in the cooperation set to some extent with a zero-delay and infinite

bandwidth X2 interface connection [51, 88], which is quite unrealistic. The practical

limitation of the backhaul connectivity has prevented the efficient implementation of the

cooperation schemes. The backhaul issue has been addressed in previous literature. In

[124] some important factors restricting the promised potential of CoMP systems were

analyzed including the imperfect backhaul links with limited capacity and latency. [87]

modeled the X2 interface with a system level simulator and analyzed the influence of the

X2 delay on the performance of the CoMP scheduler. A sparse multicell linear receive-

filter design problem was formulated in [64], where a dynamic clustered cooperation

was proposed aiming at reduced backhaul overhead. A comprehensive survey of the

5G backhaul paradigm was made in [62]. The hidden advantages and shortcomings, as

well as the state-of-the-art research and solutions of the backhaul were explained. The

unsolved backhaul challenges were also raised in the survey. Some more works considering

the constrained backhaul have been mentioned in the references of [62, 64, 87], such as

[134, 135, 138].
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In order to overcome the backhaul challenge due to the ever-increasing demand for the

data traffic, one straightforward way is to increase the capacity of the back link by using

more stable and powerful backhaul cables, such as high-speed optical fibers. In spite of

no technical challenges this approach causes high costs to the operators. Another method

is to decrease the backhaul overhead while satisfying QoS of the users. An efficient and

practical way to limit the number of BSs that exchange information is clustering. In a

clustered cellular network, as long as the QoS of the users is fulfilled, the cluster size

should be as small as possible in order to limit the cooperation set and information

exchanged in the backhaul can be controlled. The CoMP-JT system has been intensively

investigated and has shown its potential in increasing the overall cellular throughput.

However, there is a lack of practical dynamic clustering method, particularly in the case

of full CSI not available at the transmitter.

In general, clustering schemes can be specified by the cell/BS or UE. With respect to

cell-specific cluster selection, it is distinguished between static and dynamic clustering al-

gorithms. Static clustering is determined by the operation and maintenance system based

on geographical criteria, such as position of BSs and the morphology of the surround-

ings. Dynamic clustering is determined relying on measurements, such as UE location

or link quality. In a UE-specific selection the serving BS of a certain UE could request

cooperation from other BSs, so that the UE always has the optimal cluster [80]. The

dynamic clustering has attracted increased attention in the past few years. [92] has pro-

posed a greedy algorithm to form the clusters with fixed cluster size, which first selects

randomly a not assigned BS and then finds BSs maximizing the joint capacity until the

specified cluster size is reached. In [113] a pattern selection algorithm was provided,

where some patterns are first defined and the one with maximal throughput is selected.

An exhaustive search approach was given in [90] based on the long term CSI, which is

resilient to small-scale CSI inaccuracies. [26, 27] considered multiple antenna UEs and

designed a two-step method to find the clusters: firstly a set of candidate clusters based

on the large-scale channel fading are defined; then a weighted sum rate based on the

small-scale fading is estimated for each cluster and a set of non-overlapping clusters are

scheduled. [25] considered additionally a more realistic scenario, where only partial CSI

(only channel links with an SNR over a threshold are fed back) is available at the BSs, and

proposed a simple greedy clustering algorithm. 3GPP [97, 98] also discussed the possible

clustering schemes, pointing out that adaptive clustering methods outperform the static

clustering one. In [119] the clustering optimization problem was first reformulated as a

set partition problem (SPP) or set covering problem (SCP) depending on whether the

clusters are disjoint or not. Then a heuristic adaptive clustering algorithm was proposed

which minimizes a cost function and this cost function is selected proportional to the size
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of the clusters and inversely proportional to the radio condition within the clusters. The

interference was not taken into account in the algorithm in [119] and it was mentioned

that the performance of the adaptive clustering is very sensitive to the choice of the cost

function. Therefore, the design of the adaptive clustering is still an important open topic.

In this section a dynamic non-overlapping clustering scheme is proposed by solving the

SPP.

4.2 Dynamic clustering scheme

4.2.1 System model

In this section we consider a CoMP-JT multi-cell system with totally KB BSs and KU

users as shown in Figure 4.2. Each BS is equipped with Nt transmit antennas and each

user has a single receive antenna. In a JT system with full cooperation all 21 BSs store

the data for each user and can seamless communicate with each other via the backhaul.

Therefore, the entire system behaves like a broadcast system with antennas deployed

over the whole area, which can be seen as a performance upper bound in the following

simulations. In practice a clustered method is usually considered in order to limit the

amount of information exchange. Figure 4.2 shows a simple fixed cluster example with a

cluster size Kcl of 3. In this chapter only non-overlapped cluster methods are discussed.
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Figure 4.2: A multi-cell MISO JT system with hexagonal cell layout
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Full cooperation

Ideally, in a JT-system with fully cooperating BSs the received signal at each user is the

accumulation of signals from all BSs. The received signal at UE k can be calculated as

yk =
√
Pkhkwkxk +

KU∑

l=1,l 6=k

√
Plhkwlxl + nk, (4.1)

where hk represents the 1×NtKB accumulated channel to UE k and Pk is the transmit

power allocated to UE k. In this system the NtKB × 1 beamforming vector wk should be

designed jointly by all the BSs, which is the main challenge and implementation difficulty

in the CoMP-JT system.

Partial cooperation

In a clustered JT-system with partially cooperating BSs a user is served by only a limited

number of BSs. Assume that the number of clusters in the whole system is C. The number

of BSs and the number of users served in each cluster are denoted as K
(c)
B and K

(c)
U . The

received signal at UE k in cluster c is calculated as

y
(c)
k =

√
P

(c)
k h

(c,c)
k w

(c)
k x

(c)
k +

K
(c)
U∑

l=1,l 6=k

√
P

(c)
l h

(c,c)
k w

(c)
l x

(c)
l

+
C∑

c′=1,c′ 6=c

h
(c,c′)
k

K
(c′)
U∑

l=1

√
P

(c′)
l w

(c′)
l x

(c′)
l + n

(c)
k , (4.2)

where the second term and the third term indicate the intra-cluster interference and the

inter-cluster interference, respectively. h
(c,c′)
k = [h

(c,c′)
k,1 ,h

(c,c′)
k,2 , · · · ,h(c,c′)

k,KB(c′)
] represents the

accumulated channel vector from the BSs in cluster c′ to UE k in cluster c and each

element in h
(c,c′)
k is given by the 1×Nt channel coefficients from a single BS in cluster c′.

P
(c)
k is the transmit power allocated to UE k in cluster c and w

(c)
k is the beamforming

vector designed by cluster c. The additive white Gaussian noise at UE k in cluster c is

n
(c)
k with values distributed according to CN (0, N0). With the average symbol power

E{|x(c)k |2} = 1 the received SINR at UE k in cluster c is calculated as:

γ
(c)
k =

P
(c)
k |h(c,c)

k w
(c)
k |2

N0 +
K

(c)
U∑

l=1,l 6=k

P
(c)
l |h(c,c)

k w
(c)
l |2 +

C∑
c′=1,c′ 6=c

K
(c′)
U∑
l=1

P
(c′)
l |h(c,c′)

k w
(c′)
l |2

. (4.3)

Transmit Beamforming Strategies

The transmit beamforming strategies for a JT system in this chapter is similar to (3.5)

and (3.6) for the CoMP-CB system.
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• ZF beamforming: ZF beamforming is used to cancel the intra-cluster interference

so that the second term in (4.2) will be zero if perfect channel state information is

available at the BSs. We assume that H = ((h
(c,c)
1 )H, · · · , (h(c,c)

k−1)
H, (h

(c,c)
k+1)

H, · · · , (h(c,c)

K
(c)
U

)H)H

is the equivalent (K
(c)
U − 1) × NtK

(c)
B channel matrix from all the BSs in cluster c

to users in c except UE k. The beamforming vector for UE k designed by the BSs

in c is given by [130]

w
(c)
k =

(I
NtK

(c)
B

−P)(h
(c,c)
k )H

||(I
NtK

(c)
B

−P)(h
(c,c)
k )H||

, (4.4)

where P = H
H(HH

H)−1
H and I

NtK
(c)
B

is the identity matrix.

• MRT beamforming: without suppression of the intra-cell interference, the beam-

forming vector can be simply designed to maximize the received power of the desired

signal:

w
(c)
k = (h

(c,c)
k )H/||(h(c,c)

k )H||. (4.5)

To show the impact of clustering in CoMP-JT system we consider the 21-cell system in

Figure 4.2. The ZF beamforming scheme (4.4) is performed within each cluster. The

per-BS power constraint is considered:

K
(c)
U∑

k=1

||w(c)
k,b|| ≤ PB, b = 1, 2, · · · , K(c)

B , c = 1, 2, · · · , C, (4.6)

where w
(c)
k,b are the Nt × 1 beamforming elements at BS b for UE k in cluster c. After

design of each beamforming vector and in order to fulfill the per-BS power constraint (4.4)

is scaled by the maximal transmit power of the BSs in each cluster. This beamformer

design guarantees that the users within one cluster are assigned with equal transmit

power and the ZF property is still maintained.

Figure 4.3 shows the average user data rate when different cluster sizes are used. In this

system the number of transmit antennas at the BS is 2. The reference SNR used here is

defined as the maximal received signal-to-noise power ratio at the cell edge. Fixed cluster

schemes are adopted for each cluster size. It can be observed that full cooperation outper-

forms the other clustering schemes dramatically, especially in the high SNR regime. This

is because full cooperation does not suffer from the inter-user/inter-cluster interference

since the interference is totally suppressed. In the high SNR regime where the whole

system is interference limited, the clustering schemes are always upper bounded due to

inter-cluster interference. The performance of the full cooperation scheme increases lin-

early with the reference SNR since full cooperation can be seen as a clustering scheme
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Figure 4.3: Average user data rate comparison with different cluster size in CoMP-JT system

with cluster size 21 and the intra-cluster and inter-cluster interference in (4.3) is equal

to zero. The non-cooperation scheme has the worst performance because the inter-user

interference is absolutely not handled. It can also be obviously seen that for the clustering

schemes the larger the cluster size is, the larger is also the user rate of the system.

For clustering schemes with large clusters more information must be exchanged compared

with small clusters. It was mentioned in [90, 93] that the overhead for the multi-cell

cooperation is proportional to the number of BSs grouped together, i.e., the cluster size.

Full cooperation requires massive information exchange among BSs and a huge feedback

rate particularly for the channel information. All channel information to a user needs to

be fed back to the BS and this information is either collected to a central unit or must

be shared among the cooperating BSs. As can be seen there is still a large gap between

the clustering scheme and full cooperation, when the interference in the system is not

negligible.

4.2.2 Clustering problem formulation

In this section non-overlapping clusters are considered and we assume that all cells par-

ticipate in the data transmission. Each cell in this system must be and can only be in one

cluster, i.e., the optimal clusters cover the whole system. Assume that S = {1, 2, · · · , Nce}

is the set of all cell indices, where Nce is the number of cells in this system and is the same
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as the number of BSs KB. We first consider a fixed cluster size of Kcl. The total number

of cluster candidates is Kcc =
(
Nce

Kcl

)
. Similar to [119], we introduce the characteristic

matrix A

A =





a11 . . . a1Kcc

...
. . .

...

aNce1 . . . aNceKcc





(4.7)

with entries aij

aij =

{
1, if cell i is included in cluster j

0, otherwise
. (4.8)

Note that once the cell topography of a cellular system is given, A is fixed. Since in a

practical implementation the grouping of non-adjacent cells into a cluster is usually not

efficient, the amount of the cluster candidates can be dramatically reduced. In addition

a decision variable uj is defined, which indicates if cluster j belongs to the final solution

(the final solution consists of a subset of the whole cluster candidates) or not

uj =

{
1, if cluster j is in the final solution

0, otherwise
. (4.9)

Taking the aforementioned assumptions into account, the clustering problem can be for-

mulated as

min
∑

j∈Scc

cjuj

subject to
∑

j∈Scc

aijuj = 1 for i = 1, 2, · · · , Nce

uj ∈ {0, 1}

(4.10)

where Scc = {1, 2, · · · , Kcc} is the index set of all cluster candidates. cj is the cost

variable/function of cluster j. The objective of (4.10) is to find the optimal decision

variable uj, which minimizes the overall costs of the whole system. The condition simply

means that each cell should be involved in one and only one cluster in the final solution.

Therefore, (4.10) belongs to the set partition problem, known as a special case of the set

covering problem with equality constraints [24, 45, 82]. Now the problem lies on how to

choose the cost function cj and how to solve the SPP. As mentioned in [80] the perfor-

mance of the adaptive clustering is very sensitive to the choice of the cost function and

hence for different requirements the cost function should be chosen accordingly. On the

other side, the partition problem is an NP-complete (nondeterministic polynomial time)

problem and is difficult to solve. [24] has shown some methods, such as implicit enu-

meration and traditional cutting plane methods. In this section a modified enumerative

algorithm is used and analyzed.
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4.2.3 Implicit enumeration algorithm

As the SPP is an NP-complete problem and the problem size has substantial impact on

the complexity of the algorithm, it is worth reducing the characteristic matrix A before

the algorithm. Sometimes this reduction makes the optimization algorithm considerably

easier. Some reduction rules are listed in Appendix E. In this section we assume that

the cluster size is fixed to 3 and only the adjacent cells can form a cluster. Due to the

special structure of the characteristic matrix A under this assumption, the reduction rule

1-4 in Appendix E will not further reduce the size of A. One can only benefit from the

reduction rule 5 by excluding some cell edge clusters. For instance, in Figure 4.2 the

cluster containing cell 4, 8 and 9 cannot be in the optimal solution because otherwise cell

7 cannot be included in any cluster.

To start with, the rows ri and the columns aj of A are first permutated:

1. Rearrange the rows of A so that if i ≤ k then
∑

j∈Scc
aij ≤

∑
j∈Scc

akj;

2. The columns aj of A are grouped in lists, with aj being in list i if and only if

a1j = · · · = ai−1,j = 0 and aij = 1. An illustration of the rearranged A is shown in

Figure 4.4;

3. Within each list the columns aj are ordered by some heuristic criterion [24]: in

order of nondecreasing cost cj with ties broken arbitrarily.

1 1 1 1 1 1 1

1 1 1 1 1

1 1 1 1 1 1 1

1 1 1

1 1 1 1 1

......0 or 1

0

List 1 List 2 List 3

Figure 4.4: Rearranged A with lists

Assume that M and N are the row and column index set of the reduced A. Denote by W

the index set of a partial solution: W = {j|j ∈ N and uj = 1 in the partial solution}, by

T the row index set covered by the partial solution: T = {i|i ∈ M and
∑

j∈W aij = 1}.

Let z(W) =
∑

j∈W cj be the total costs of the partial solution and z be the cost of the

best solution found so far. In addition let V = M\T . Then the algorithm proceeds as

follows.
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• Step 1 (initialization): Perform the reductions to obtain the reduced characteristic

matrix and rearrange the rows and columns. Set W = T = ∅, z(W) = 0, V = M

and z = +∞.

• Step 2 (choose the next list): Let V = M\T and i∗ = min{i|i ∈ V}. Set an

indicator at the top (lowest cost column) of list i∗. Then go to Step 3.

• Step 3 (build the partial solution): Beginning at the indicated position in list i∗,

examine all columns of the list in order of nondecreasing cost. If a column j is

found such that aij = 0 for ∀ i ∈ T and z(W) + cj < z, go to Step 5. If list i∗ is

exhausted, go to Step 4.

• Step 4 (backtrack): If W = ∅, terminate with the current best solution found (if

any). Otherwise, let t be the last column index included in W . Set W = W\{t},

z(W) = z(W) − ct and T = T \{i|i ∈ M and ait = 1}. Let i∗ be the list where

column t is stored. Set an indicator at the next column of t in list i∗ and remove

the previous indicator. Go to Step 3.

• Step 5 (test new solution): Set W = W ∪ {j}, z(W) = z(W) + cj and T =

T ∪{i|i ∈ M and aij = 1}. If T = M, a better solution is found and set z = z(W).

Then go to Step 4. Otherwise, go to Step 2.

Note that the aforementioned algorithm only works for non-negative costs. In case of

negative costs, the modified enumerative algorithm can be given by reformulating step 3

of the original implicit enumeration algorithm:

• Step 3 (build the partial solution): Beginning at the indicated position in list i∗,

examine all columns of the list in order of nondecreasing cost. Depending on if a

column j can be found such that aij = 0 for ∀ i ∈ T , do the followings:

– column j found: If T ∪ {i|i ∈ M and aij = 1} = M and z(W) + cj ≥ z, go to

Step 4. Otherwise, go to Step 5.

– column j not found: Go to Step 4.

4.2.4 A large-scale fading based dynamic clustering approach

In this chapter the fading channel model introduced in Section 2.2.1 is used. The small-

scale fading is assumed to be Rayleigh distributed and the average received power at a

distance of d according to the path loss model (2.1) is

Pr = P0

[
d0
d

]γ
, (4.11)
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where d0 is the reference distance and P0 is the received power at d0. The path loss

exponent γ is 3.7.

The objective of this section is to maximize the sum-rate of the whole system

C∑

c=1

K
(c)
U∑

k=1

log2(1 + γ
(c)
k ) (4.12)

where γ
(c)
k is the received SINR at UE k in cluster c given in (4.3). Since the modified

enumerative algorithm allows negative cost functions, maximizing the positive sum-rate is

equivalent to minimizing the corresponding negative rates. Here we introduce the negative

rate based on the large-scale fading as the cost function for the cluster candidate c:

−

K
(c)
U∑

k=1

log2


1 +

∑
b∈S(c)

P
(k,c,b)
r

N0 +
∑

b∈S\S(c)

P
(k,c,b)
r


 , c ∈ Scc. (4.13)

In this case the average received power is determined by large-scale fading. And the large-

scale fading is assumed to be only affected by the path loss, i.e., the distance between the

BS and UE, given that the power received at a distance of d0 and the path loss exponent

are fixed. In practice the shadowing may also impact the average received power. P
(k,c,b)
r

is the average received power at UE k in cluster c from BS b, which can be measured

by the UE itself or calculated according to the geographical information of the UE. S(c)

is the set of BS indices in cluster c and K
(c)
U is the number of UEs served in cluster c.

Maximizing the sum-rate of the system (4.12) is equivalent to minimizing the inverse

sum-rate, which is always negative.

The proposed large-scale fading based dynamic clustering approach is described in the

following:

• Each UE measures the large-scale fading information from each BS in the system to

this UE, for instance by measuring the power received from each BS or the distance

between the UE and other BSs;

• This information is fed back to the nearest BS to each UE;

• The large-scale fading information is gathered to a dominating BS or a central unit

and the modified enumerative algorithm with negative costs shown in Section 4.2.3

is performed in order to find the optimal clustering;

• This clustering information is exchanged among all BSs and each UE is informed

by the nearest BS to which cluster it belongs. In the meanwhile the clusters are

formed;
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• Each UE now measures the channel information from the BSs within the same

cluster and feeds back the channel information to the nearest BS. The channel

information is then exchanged among the BSs in the same cluster and the ZF

beamforming can be performed within each cluster.

Notice that once the clusters have been formed, the large-scale fading based approach

will not change the cluster formation very frequently. The reason is that the large-scale

fading usually refers to path loss and shadowing, due to which signal variation occurs over

a range of 10-1000 m [50]. Since signal degradation over multiple cells is considerably

larger than over a single cell, for the calculation of (4.13) the interfering power from

cells far away can be neglected. As a result, in the first step of the proposed approach

each UE needs only to feed back the large-scale fading information from adjacent BSs,

whose transmit power is not negligible. This could further reduce the amount of feedback

information at the initial phase of the approach.

4.3 Simulation results and analysis

Here we consider a cellular system consisting of KB = 57 cells with one user in each cell.

It is assumed that in each cell the time division multiplexing or the frequency division

multiplexing scheme is used so that at a time slot or frequency slot only one user is

scheduled without being interfered by other users in the same cell. Each BS is equipped

with 2 antennas and each user has a single antenna. The large-scale fading is modeled by

(4.11) with the path loss exponent of 3.7 and no shadowing effect is considered. The small-

scale fading is modeled by Rayleigh distribution. The large-scale fading based dynamic

clustering approach is performed to find the optimal clustering and after the clusters

are formed the ZF beamforming is used within each cluster to null out the intra-cluster

interference.

Figure 4.5 shows a snapshot of the cluster formation based on the current large-scale

information or user location information. The clustering approach is performed for the

inner 30 cells and the surrounding 27 cells create the ambient interference. Note that

the goal of this approach is to maximize the average data rate of the system by jointly

selecting the optimal clusters. Ideally each UE should be served by the nearest 3 BSs

based on the (4.11). Due to the per-BS power contraint (4.6) each BS is assumed to

only serve UEs in adjacent 3 cells. Hence users are not always served by the nearest

BSs. For instance, UE 8 is located in the overlapping area of BS 8, BS 10 and BS 36

but it is served by BS 1, BS 8 and BS 12 according to the global optimization of the

whole system. This does not mean that the performance of certain UEs are sacrificed in

order to achieve higher average data rate. On the contrary this approach guarantees the
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Figure 4.5: A snapshot of the clustering scheme within a 57-cell system

fairness of different users.

In the following the proposed dynamic clustering approach is performed for the inner

30 cells as shown in Figure 4.5 and the performance of the cell 1-21 is evaluated, such

that all the evaluated users can benefit from the proposed method. The average data

rate of the evaluated users is shown in Figure 4.6. Similar to Figure 4.3 full cooperation

can provide the largest data rate at the cost of high-overload backhaul link with tight

synchronization and delay constraints. The proposed approach outperforms the fixed

clustering approach over all SNR regimes. For a reference SNR of 10 dB the proposed

one can obtain consistently an average data rate gain of more than 3.3%, with a maximum

of 3.7% (see Table 4.1). The data rate gain increases also with the reference SNR, which

indicates in case of high inter-cluster interference users can benefit more from the proposed

method.

Table 4.1: Data rate comparison with adaptive and fixed clustering schemes

SNR [dB] 1 4 7 10 13 16 19 22 25

Fixed (bps/Hz) 3.406 3.733 4.000 4.092 4.200 4.275 4.270 4.325 4.293

Adaptive (bps/Hz) 3.466 3.828 4.116 4.228 4.346 4.428 4.425 4.475 4.454

Gain (%) 1.76 2.56 2.96 3.32 3.48 3.58 3.64 3.46 3.75

In order to observe the distribution of the user data rates, the CDF of all the evaluated

users at the reference SNR of 25 dB is shown in Figure 4.7. The adaptive clustering
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Figure 4.6: Average user data rate comparison with different clustering schemes

approach lies on the right side of the fixed clustering for most of the users (80%). For

the rest of the users who probably reside near the BSs, the performance between the two

methods is similar. This implies that the proposed approach tries to improve the user

experience who suffers from a poor channel condition or high interference, such as the

cell-edge users. And the improvement is not at the expense of sacrificing the performance

of users under good channel condition, e.g., by decreasing serving BS power for the these

users.

Figure 4.8 shows the comparison of the average cell-edge user data rate (lowest 5% of

all data rates [8]) with different clustering schemes. Compared with the average data

rate of all users, the adaptive approach achieves a dramatic performance increase for the

cell-edge users. From the SNR of 7 dB the data rate gain can be maintained over 30%.

In the following, in order to evaluate the fairness using the clustering methods more

quantitatively, we use the fairness index introduced in [63]. Here the fairness index is

calculated as

Γ =
[
∑
ri]

2

KU

∑
r2i

(4.14)

where ri indicates the data rate of user i and KU is the number of users considered in

the evaluated system. Γ always lies between 0 and 1 and this boundedness aids intuitive

understanding of the fairness index. For instance, a fairness index of 0.8 means that

it is unfair to 20% of the users. The scenario where each user has the same rate, will

result in the maximal fairness index of 1. Figure 4.9 shows the fairness indices obtained
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Figure 4.9: Fairness comparison with different clustering schemes

by different schemes under an SNR of 25 dB. The indices of the cell-edge users are in

average larger than the indices calculated for all users, because the cell-edge users are the

lowest 5%-rate users and the relative difference is smaller. For both cases the adaptive

clustering method achieves the highest fairness index. It gives fairness to 71.6% of the

users overall, 3.3% more than the fixed clustering scheme, while still maintaining a higher

average data rate. Although the fairness index of the non-cooperation scheme is not too

small, the performance it provides is much worse than that of the clustering methods as

depicted in Figure 4.6.

Besides the data rate gain and fairness improvement, we also observe the power consumed

by different clustering approaches. The normalized power of each BS using the proposed

approach is 0.87 and the one using fixed clustering is 0.90. Our proposed clustering

method could additionally save 3.36% transmit power. The reason for the difference is

the power scaling due to the per-BS power constraint (4.6). After the design of the ZF

beamforming vector for all BSs within one clustering according to (4.4), the power of

the BSs is scaled by the maximum power of the BSs calculated from the beamforming

vectors, such that all the BSs will be kept under the maximum available power. The

more difference the coefficients of the designed beamforming vectors have, the larger the

scaling factor is. This implies that the adaptive clustering method implicitly adapts the

power allocation across all BSs within one cluster during cluster design.
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4.4 Conclusion

In this chapter we discussed the clustering problem in the CoMP-JT systems, whose

practical implementation is limited by the stringent requirement for a high data rate and

low-latency backhaul connectivity. Under the assumption of non-overlapping clusters,

the clustering problem was first formulated as a classic set partition problem, which is

NP-complete. Then a modified implicit enumeration algorithm was introduced using

the negative cost function. With the enumerative algorithm we also proposed a large-

scale fading based dynamic clustering approach. Simulations show that the proposed

method outperforms the fixed clustering, especially for the cell-edge users. A data rate

increase of over 30% can be obtained for cell-edge users for a reference SNR of 7 dB.

In addition, we introduced a fairness index in order to evaluate the fairness of different

schemes quantitatively. The proposed approach was shown to be able to provide 3.3%

more fairness to the users. An interesting finding was the dynamic clustering scheme

implicitly adapts the power allocation, consuming 3.36% less transmit power compared

with the fixed clustering scheme.
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Chapter 5

Conclusions

This dissertation has investigated the limited feedback problem in current communica-

tion systems. Different scenarios from a single OFDM link to coordinated systems were

studied. Emphasis was placed on the efficient use of the available feedback resources for

quantizing the CSI and design of practical cooperation approaches.

After a short introduction of the OFDM technique and the radio propagation channels,

the feedback problem in an OFDM single link MISO system was addressed. Since the

amount of CSI feedback in an OFDM system is proportional to the number of subcar-

riers, the channel feedback consumes a huge amount of resources of the backward link.

There is correlation among the transfer function of adjacent subcarriers, this correlation

could be utilized to reduce the amount of CSI feedback. In this part it was assumed

that the receiver could perfectly estimate the channel and the feedback channel is error-

free. The state of the art of the feedback techniques were firstly introduced. Then some

feedback algorithms were explained in detail. An RB-based feedback structure was pro-

posed which utilizes both frequency correlation and temporal correlation of the channel

simultaneously. This structure was combined with the feedback reduction algorithms to

decrease the BER performance loss caused by reduced feedback bits, and to further re-

duce the feedback amount by exploiting temporal correlation. Simulation results showed

that the proposed approaches outperform the feedback reduction schemes, which do not

take into account the RB structure, at the cost of a few additional bits. When temporal

correlation is considered, the feedback overhead could be reduced by a factor proportional

to the number of correlated OFDM symbols while still maintaining the performance. A

decision rule has been given according to the coherence time of the channel, which gives a

compromise with respect to performance and feedback reduction. It was also mentioned

that different RB-based algorithms could be applied in different scenarios.

The feedback problem is more severe in a coordinated multicell system since the dis-

turbance is not only caused from additive noise but also from interference from other

cells. The BS cooperation requires the CSI to be available locally and globally. In the

CoMP-CB system, where user scheduling/beamforming is performed within the same

cooperation set without data sharing, the accuracy of the CSI is critical. In this disser-

tation an uncorrelated Rayleigh channel was assumed, whose stochastic properties can
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be modeled easily. Two beamforming strategies were considered: ZF beamforming and

MRT. The reason of choosing these two beamforming designs is the straightforwardness

of extending to a more complicated system with more cells. Another reason is the known

properties to some extent of these two beamformers under the uncorrelated Rayleigh

channel. The target is to maximize the sum-rate of the whole system while applying

quantization on the downlink CDI. In a two-cell system, a bit partitioning algorithm

based on ZF beamforming was proposed, which allocates the limited available bits at

each UE on the serving and interfering channels adaptively. It was shown that this adap-

tive bit allocation achieves a noticeable performance gain compared to the non-adaptive

bit allocation. Since ZF beamforming is not always the best choice, especially in a noise-

dominated system, several cooperative approaches were introduced in order to select the

best suitable beamforming strategy. Simulation results showed that the proposed cooper-

ative approaches could benefit from both ZF beamforming and MRT, and does not need

high computational complexity to make the decision.

The adaptive bit partitioning algorithm was extended to a three-cell system as well as a

multicell system. A generic separated cooperative approach was designed for the multicell

system, where each BS determines separately the beamforming strategy for the victim

UEs. This approach determines if a BS should carry out interference nulling (IN) to

its surrounding UEs successively. The approach does not require a joint optimization,

which may have high complexity. It was shown that the proposed approach outperforms

dramatically the one, which always nulls out the interference to the victim UEs. An

interesting finding was that the MRT without cooperation among BSs performs very

close in average to the proposed approach, meaning that MRT is still very suitable in

a practical multicell system. However, for the cell-edge users it’s worth performing the

proposed approach due to its noticeable gain. It was also observed that the more transmit

antennas the BS has, the more data rate gain the UE could obtain using this approach.

This observation reveals the advantage of the proposed method in a massive MIMO

system.

In a CoMP-JT system, where full data sharing exists among BSs in addition to the CSI,

the feedback overhead and backhaul load problems become more challenging. In order

to limit the amount of feedback and backhaul the dynamic clustering problem was inves-

tigated in this dissertation. Assuming non-overlapping clusters, the clustering problem

can be modeled by the NP-complete SPP. A modified implicit enumeration algorithm

was introduced, which was then employed to form the proposed large-scale fading based

dynamic clustering method. This approach does not require a frequent update because

signal variation due to the large-scale fading occurs over a range of 10-1000 m. Simula-
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tions showed that the proposed method could achieve a considerable gain compared to

the fixed clustering and non-cooperation, especially for the cell-edge users. Along with

the increased data rate, the fairness of the whole system was shown to be improved by

evaluating a fairness index. It was also mentioned that the proposed dynamic clustering

consumes around 3.4% less power in comparison with the fixed clustering.

Based on the results of this dissertation some aspects could be further investigated. For

the analysis of the cooperative system the uncorrelated Rayleigh channel as well as the ZF

and MRT beamforming schemes were assumed. It would be interesting to analyze other

transmission and reception strategies, and to perform a possible feedback design. For the

CoMP-JT system the small-scale fading could be considered, which might give a more

suitable dynamic clustering. By exploiting temporal correlation, the small-scale fading

method will not require a very frequent feedback from UEs. Also different cluster sizes

may be allowed. Although the CSI exchange is negligible compared to data sharing in

the JT system, it is still worth to study the feedback bit allocation for different channels

as in CoMP-CB systems, since it could reduce the uplink channel overhead [126]. This

dissertation considered as well a per-BS power constraint for the JT system, where some

advanced power allocation schemes could be applied.

It was assumed that the feedback channel and backhaul link show zero delay and are

error-free. Further research could be done to analyze the impact of delayed and imperfect

channel feedback in practical systems. For the analytical reason, the RVQ was adopted

here and codebook design was out of the scope of this dissertation. There are still

many open aspects to be further investigated regarding limited feedback, along with the

deployment of 5G. As the amount of CSI feedback increases proportional to the number

of antennas, in massive MIMO the feedback problem becomes very challenging due to

the increased dimension of the channel matrix [14, 18, 131]. Therefore, the CSI must be

reduced/compressed before it is quantized and transmitted using the feedback channel

[52, 107].
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Appendix A

Power delay profile of HIPERLAN/2 channel
model B

Table A.1: HIPERLAN/2 channel model B

Path Number Average Path Gain (dB) Path Delay (ns)

1 -2.6 0

2 -3 10

3 -3.5 20

4 -3.9 30

5 0 50

6 -1.3 80

7 -2.6 110

8 -3.9 140

9 -3.4 180

10 -5.6 230

11 -7.7 280

12 -9.9 330

13 -12.1 380

14 -14.3 430

15 -15.4 490

16 -18.4 560

17 -20.7 640

18 -24.6 730
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Appendix B

Grassmannian codebook used for OFDM
systems

Table B.1: Grassmannian codebook for Nt = 4, Nr = 1 and 4 bits (16 codewords)1

-0.2832-0.3026j 0.7715 0.0490+0.2645j 0.6851

-0.4318+0.2306j -0.1213+0.1684j 0.3039+0.1429j 0.1861+0.2946j

-0.4143-0.0092j 0.5813+0.0449j 0.1790+0.5045j -0.3828-0.2366j

0.6457 -0.1475-0.0049j 0.7268 -0.1392+0.4328j

0.5480-0.0557j 0.7318 -0.2314-0.2726j -0.2075-0.2030j

0.3246-0.1762j -0.4010-0.3151j -0.0087-0.0200j -0.0327+0.0432j

0.0337-0.4986j -0.3431-0.0759j 0.4820-0.3299j 0.8885

0.5572 -0.2387-0.1545j 0.7283 -0.3461+0.0595j

0.0573+0.3799j -0.0681+0.1830j 0.6596 0.6576

-0.1914-0.5340j -0.0628-0.6066j -0.3825+0.1394j 0.3519+0.2595j

0.6762 -0.1660+0.0868j -0.0604+0.1930j -0.2176+0.0574j

0.2247+0.1510j 0.7449 0.5696+0.1838j -0.1051-0.5610j

0.3039+0.5663j 0.1730+0.0383j -0.1293-0.0810j 0.1200-0.3160j

0.6450 0.6533 0.7675 0.7791

-0.3047+0.2050j -0.1297-0.6396j -0.3124-0.0060j 0.5003+0.1412j

0.0075+0.1896j -0.2886-0.1806j 0.4108-0.3483j 0.0638+0.0668j

1https://engineering.purdue.edu/∼djlove/grass.html
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Table B.2: Grassmannian codebook for Nt = 4, Nr = 1 and 6 bits (64 codewords)

0.5000 -0.4619+0.1913j 0.3536-0.3536j -0.1913+0.4619j

0.5000 0.5000j -0.5000 -0.5000j

0.5000 -0.5000 0.5000 -0.5000

0.5000 0.4976+0.0490j 0.4904+0.0975j 0.4785+0.1451j

-0.5000j 0.1913+0.4619j -0.3536-0.3536j 0.4619+0.1913j

0.5000 0.5000j -0.5000 -0.5000j

0.5000 -0.5000 0.5000 -0.5000

0.4619+0.1913j 0.4410+0.2357j 0.4157+0.2778j 0.3865+0.3172j

-0.5000 0.4619-0.1913j -0.3536+0.3536j 0.1913-0.4619j

0.5000 0.5000j -0.5000 -0.5000j

0.5000 -0.5000 0.5000 -0.5000

0.3536+0.3536j 0.3172+0.3865j 0.2778+0.4157j 0.2357+0.4410j

0.5000j -0.1913-0.4619j 0.3536+0.3536j -0.4619-0.1913j

0.5000 0.5000j -0.5000 -0.5000j

0.5000 -0.5000 0.5000 -0.5000

0.1913+0.4619j 0.1451+0.4785j 0.0975+0.4904j 0.0490+0.4976j

0.5000 -0.4619+0.1913j 0.3536-0.3536j -0.1913+0.4619j

0.5000 0.5000j -0.5000 -0.5000j

0.5000 -0.5000 0.5000 -0.5000

0.5000j -0.0490+0.4976j -0.0975+0.4904j -0.1451+0.4785j

0.5000j 0.1913+0.4619j -0.3536-0.3536j 0.4619+0.1913j

0.5000 0.5000j -0.5000 -0.5000j

0.5000 -0.5000 0.5000 -0.5000

-0.1913+0.4619j -0.2357+0.4410j -0.2778+0.4157j -0.3172+0.3865j

-0.5000 0.4619-0.1913j -0.3536+0.3536j 0.1913-0.4619j

0.5000 0.5000j -0.5000 -0.5000j

0.5000 -0.5000 0.5000 -0.5000

-0.3536+0.3536j -0.3865+0.3172j -0.4157+0.2778j -0.4410+0.2357j

0.5000j -0.1913-0.4619j 0.3536+0.3536j -0.4619-0.1913j

0.5000 0.5000j -0.5000 -0.5000j

0.5000 -0.5000 0.5000 -0.5000

-0.4619+0.1913j -0.4785+0.1451j -0.4904+0.0975j -0.4976+0.0490j

0.5000 -0.4619+0.1913j 0.3536-0.3536j -0.1913+0.4619j

0.5000 0.5000j -0.5000 -0.5000j

0.5000 -0.5000 0.5000 -0.5000

-0.5000 -0.4976-0.0490j -0.4904-0.0975j -0.4785-0.1451j
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-0.5000j 0.1913+0.4619j -0.3536-0.3536j 0.4619+0.1913j

0.5000 0.5000j -0.5000 -0.5000j

0.5000 -0.5000 0.5000 -0.5000

-0.4619-0.1913j -0.4410-0.2357j -0.4157-0.2778j -0.3865-0.3172j

-0.5000 0.4619-0.1913j -0.3536+0.3536j 0.1913-0.4619j

0.5000 0.5000j -0.5000 -0.5000j

0.5000 -0.5000 0.5000 -0.5000

-0.3536-0.3536j -0.3172-0.3865j -0.2778-0.4157j -0.2357-0.4410j

0.5000j -0.1913-0.4619j 0.3536+0.3536j -0.4619-0.1913j

0.5000 0.5000j -0.5000 -0.5000j

0.5000 -0.5000 0.5000 -0.5000

-0.1913-0.4619j -0.1451-0.4785j -0.0975-0.4904j -0.0490-0.4976j

0.5000 -0.4619+0.1913j 0.3536-0.3536j -0.1913+0.4619j

0.5000 0.5000j -0.5000 -0.5000j

0.5000 -0.5000 0.5000 -0.5000

-0.5000j 0.0490-0.4976j 0.0975-0.4904j 0.1451-0.4785j

-0.5000j 0.1913+0.4619j -0.3536-0.3536j 0.4619+0.1913j

0.5000 0.5000j -0.5000 -0.5000j

0.5000 -0.5000 0.5000 -0.5000

0.1913-0.4619j 0.2357-0.4410j 0.2778-0.4157j 0.3172-0.3865j

-0.5000 0.4619-0.1913j -0.3536+0.3536j 0.1913-0.4619j

0.5000 0.5000j -0.5000 -0.5000j

0.5000 -0.5000 0.5000 -0.5000

0.3536-0.3536j 0.3865-0.3172j 0.4157-0.2778j 0.4410-0.2357j

0.5000j -0.1913-0.4619j 0.3536+0.3536j -0.4619-0.1913j

0.5000 0.5000j -0.5000 -0.5000j

0.5000 -0.5000 0.5000 -0.5000

0.4619-0.1913j 0.4785-0.1451j 0.4904-0.0975j 0.4976-0.0490j
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Appendix C

Derivation of the key equation in the three-cell
CoMP-CB systems

By simplifying (3.35) and setting B1 = 2
− B1,1
Nt−1 , B2 = 2

− B1,2
Nt−1 , B3 = 2

− B1,3
Nt−1 and

Be = 2
−B1,1+B1,2+B1,3

Nt−1 , we get the following intermediate results:





1

Nt − 1
·

B1

1− B1

+ λ = 0

P1,2

Nt − 1
·

B2

N0 +B2P1,2 + B3P1,3

+ λ = 0

P1,3

Nt − 1
·

B3

N0 +B2P1,2 + B3P1,3

+ λ = 0

B1,1 + B1,2 + B1,3 = B ⇒ B1 ·B2 ·B3 = Be

(C.1a)

(C.1b)

(C.1c)

(C.1d)

By comparing (C.1b) and (C.1c) the following equation holds:

P1,2 ·B2 = P1,3 · B3 , P. (C.2)

By replacing P1,2 · B2 and P1,3 ·B3 with P in (C.1b), we get

P

(Nt − 1)(N0 + 2P )
+ λ = 0 ⇒ λ(Nt − 1) = −

P

N0 + 2P
. (C.3)

Inserting (C.3) into (C.1a) gives

B1 =
λ(Nt − 1)

λ(Nt − 1)− 1
=

P

3P +N0

. (C.4)

Slightly reformulate (C.1d), we get

B1 · P1,2B2 · P1,3B3 = P1,2P1,3Be ⇒ B1 · P · P = P1,2P1,3Be. (C.5)

The key equation with respect to P in the three-cell CoMP-CB systems can be derived

by combining (C.4) and (C.5):

P 3 = P1,2P1,3Be(3P +N0). (C.6)
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Appendix D

Analysis of the root of the key equation in the
three-cell CoMP-CB systems

Since P1,2, P1,3, Be and N0 in the key equation (3.36) can be seen as constants, (3.36) has

the same form as the following equation

P 3 = aP + b, (D.1)

where a and b are constants. An example for a = 3 and b = 1 is shown in Figure D.1:

−2.5 −2 −1.5 −1 −0.5 0 0.5 1 1.5 2 2.5

−8

−6

−4

−2

0

2

4

6

8

10

x

y = x3

y = 3x + 1

y

0 x0

Figure D.1: Illustration of the root of the key equation

Figure D.1 illustrates that if a and b are both positive, (D.1) always has a positive root

x0. Furthermore, if the slope a and the y-intercept b both increase, the root x0 is getting

larger, and vice versa.
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Appendix E

Reduction rules for the characteristic matrix
in the set partition problem

Let M and N be the row and column index set of the characteristic matrix A = {aij}
M×N .

Let ri be the i-th row of A and aj the j-th column of A. cj is the cost variable/function

assigned to column j and uj is the decision variable, which indicates if column j belongs

to the final solution or not [24, 45].

• Reduction 1: If ri is a null vector for a certain i, no solution exists.

• Reduction 2 (unit row vector): If for some i ∈ M and t ∈ N , ait = 1, aij = 0,

∀ j ∈ N\{t}, then

– ut = 1 in every solution and at can be deleted;

– all rows rk (k ∈ M) such that akt = 1 can be deleted since they are covered

by at;

– all columns aj (j ∈ N\{t}) such that a
T
j at ≥ 1 can be deleted.

• Reduction 3: If rk ≥ ri in a vector sense (i, k ∈ M), then

– rk can be deleted;

– all columns at (t ∈ N ) such that akt = 1 and ait = 0 can be deleted.

• Reduction 4 (cost relevant reduction): If at =
∑

aj∈N ′ aj and ct ≥
∑

aj∈N ′ cj for

some t ∈ N and some subset N ′ ⊆ N\{t}, then column at can be deleted.

• Reduction 5: For i ∈ M, let Ni = {j ∈ N|aij = 1}. Then any column at

(t ∈ N\Ni) such that

a
T
t aj ≥ 1, ∀j ∈ Ni and for some i ∈ M (E.1)

can be deleted.

Explanations to the reduction rules:

• Reduction 1: there exists one cell, which does not belong to any cluster.
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• Reduction 2 (unit row vector): cell i only belongs to cluster t

– cluster t is in every solution and can be removed from the SPP;

– all cells within cluster t can be removed from the SPP;

– all other clusters, which have common cells with cluster t, can be removed

from the SPP.

• Reduction 3: there exists cell k and cell i, such that all clusters containing cell i

also contain cell k

– cell k can be removed from the SPP;

– all clusters, which contain cell k but not cell i, can be removed from the SPP.

• Reduction 4 (cost relevant reduction): if there exists cluster t which is the union

of some disjoint clusters, and the cost of cluster t is higher than the total cost of

these disjoint clusters, cluster t can be removed from the SPP.

• Reduction 5: Ni is the set of all clusters containing cell i. If there exists cluster t,

which does not contain cell i and has intersection with any cluster in Ni, then cluster

t can be removed from the SPP. The reason is that one of the clusters in Ni must

be in the final solution and cluster t having common cells with this cluster cannot

be in the solution any more. An example is, in Figure 4.2 the cluster containing

cell 4, 8 and 9 cannot be in the final solution because it has common cells with all

clusters containing cell 7.
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