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Preface

This first international conference celebrates the 10th anniversary of a series
of events on computational creativity which began in 1999. During this period,
the symposia and workshops have acted as a focus for an active research com-
munity, and have included:

– IJWCC 2008, Madrid, Spain
– AAAI 2008 Symposium on Creative Intelligent Systems, Stanford, CA, USA
– IJWCC 2007, London, UK (first autonomous workshop)
– IJWCC 2006, Riva del Garda, Italy, ECAI’2006
– IJWCC 2005, Edinburgh, UK, IJCAI’2005
– IJWCC 2004, Madrid, Spain, ECCBR’2004

The IJWCC series resulted from two previous streams of symposia and work-
shops associated with AISB 99, AISB 00, ICCBR 01, AISB 01, ECAI 02, AISB
02, IJCAI 03, AISB 03 and LREC 04.

As the field has continued to grow, the time has come for the creation of a
more formal, even archival, forum for work in computational creativity and this
year we took the leap. We are gratified to note that we received 53 paper submis-
sions as well as 12 show and tell submissions. Each of the paper submissions was
reviewed by at least three programme committee members and additionally by
at least one member of the senior programme committee. Each of the show and
tell submissions were vetted by the senior programme committee. We are grateful
for the thoughtful and thorough reviews provided by the programme committee
(without whose hard work, this conference would not have been possible), and,
based on these, we accepted 33 papers and 11 show and tell presentations.

The conference has been developed as a truly international affair, with mem-
bers of the programme committee hailing from Italy, Spain, Mexico, Australia,
Indonesia, Ireland, Portugal, the United Kingdom and the United States. We
received submissions from authors in 16 different countries, with the number of
submissions nearly double that of previous meetings. As the field continues to
progress, we look forward to being the venue at which its work is showcased.

This year, we look forward to stimulating discussion, interesting presentations
and the genesis of important collaborations. As in years past, we are unlikely to
resolve (or to even address) the question of defining creativity. However, we will
take a few more steps towards the development of systems that must eventually
be acknowledged as creative themselves, and, in the process, we will, perhaps,
ask additional interesting questions about ourselves.

Dan, Alison, Rafael, Graeme, and Tony
December 2009 Provo, Edinburgh, Mexico City, Aberdeen, Dublin
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Using Discovered, Polyphonic Patterns
to Filter Computer-generated Music

Tom Collins, Robin Laney, Alistair Willis, and Paul Garthwaite

The Open University, Walton Hall, Milton Keynes, MK7 6AA, UK
t.e.collins@open.ac.uk

Abstract. A metric for evaluating the creativity of a music-generating
system is presented, the objective being to generate mazurka-style music
that inherits salient patterns from an original excerpt by Frédéric Chopin.
The metric acts as a filter within our overall system, causing rejection of
generated passages that do not inherit salient patterns, until a generated
passage survives. Over fifty iterations, the mean number of generations
required until survival was 12.7, with standard deviation 13.2. In the
interests of clarity and replicability, the system is described with ref-
erence to specific excerpts of music. Four concepts—Markov modelling
for generation, pattern discovery, pattern quantification, and statistical
testing—are presented quite distinctly, so that the reader might adopt
(or ignore) each concept as they wish.

1 Aim and Motivation

A stylistic composition (or pastiche) is a work similar in style to that of an-
other composer or period. Examples exist in ‘classical’ music (Sergey Prokofiev’s
Symphony No. 1 is in the style of Joseph Haydn) as well as in music for film
and television, and in educational establishments, where stylistic composition is
taught ‘as a means of furthering students’ historical and analytical understand-
ing’ (Cochrane 2009). If a computational system produces successful stylistic
compositions (‘successful’ in the sense of the ‘indistinguishability test’ of Pearce
and Wiggins (2001) for instance), then it is capable of a task that, in the human
sphere, is labelled creative. The creativity metric presented below is intended as
preliminary to (not a replacement of) an ‘indistinguishability test’.

This paper relates ongoing research on a computational system with the aim
of modelling a musical style.1 The motivation for the system is as follows. Cope
(2005, pp. 87-95) describes a data-driven model that can be used to generate
passages of music in the style of Johann Sebastian Bach’s chorale harmonisations.
His model can be cast as a first-order Markov chain and we have replicated this
aspect of his model, with some modifications (see Sect. 2 for details). Our method
is applied to a database consisting of Frédéric Chopin’s mazurkas. This choice

1 See Pearce et al. (2002) on how computational modelling of musical styles constitutes
one motivation for automating the compositional process.
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of database is refreshing (Bach chorales have become the standard choice) and
explores the range of music in which Markov chain models can be applied.

A passage generated by a first-order Markov model ‘often wanders with un-
characteristic phrase lengths and with no real musical logic existing beyond the
beat-to-beat syntax’ (Cope 2005, p. 91) and Cope discusses strategies for ad-
dressing this problem. One such strategy—of incorporating musical ‘allusions’
into generated passages—has been criticised for having an implementation that
does not use robust, efficient algorithms from the literature (Wiggins 2008,
p. 112-113).

Our system is motivated by a desire to investigate the above ‘allusion’ strat-
egy, armed with more robust algorithms (or their underlying concepts), and is
illustrated in Fig. 1. Subsequent sections describe various parts of this schematic,
as indicated by the dotted boxes, but an overview here may be helpful. By an
‘allusion’ we mean that an excerpt is chosen from one of 49 Chopin mazurkas
(bottom left of Fig. 1), with the objective of generating mazurka-style music that
inherits salient patterns from the chosen excerpt.2 To this end salient patterns
are handpicked from the chosen excerpt, using the concept of maximal trans-
latable pattern (Meredith et al. 2002). This is the meaning of the box labelled
‘pattern discovery’ in Fig. 1. The discovered patterns are then stored as a ‘tem-
plate’. Meanwhile the dotted box for Sect. 2 in Fig. 1 indicates that a passage
(of approximately the same length as the chosen excerpt) can be generated on
demand. Illustrated by the diamond box in Fig. 1, the same type of patterns
that were discovered and stored as a template are now sought algorithmically in
the computer-generated passage. For a computer-generated passage to survive
the filtering process, we ask that it exhibits the same type of patterns as were
discovered in the chosen excerpt, occurring the same number of times and in
similar locations relative to the duration of the passage as a whole. In Sect. 4
the concept of ontime percentage and the Wilcoxon two-sample test are em-
ployed to quantify and compare instances of the same type of pattern occurring
in different passages of music.
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Fig. 1. A schematic of the system to be described.

2 We would like to thank Craig Stuart Sapp for creating these kern scores and MIDI
files, hosted at http://kern.humdrum.net. The database used in this paper consists
of opuses 6, 7, 17, 24, 30, 33, 41, 50, 56, 59, 63, 67, and 68.
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2 Generation of Computer Music Using a Markov Model

Since initial attempts to marry music theory and Markov chains (Hiller and
Isaacson 1959), their application to music analysis and composition has received
considerable attention (see Loy 2005 for an accessible introduction and Norris
1997 for the supporting mathematics). The generation of a so-called ‘Markovian
composition’ is outlined now. Suppose that we join the Markovian composition
partway through, and that the chord D4-C6 indicated by an arrow in bar 2
of Fig. 2 has just been composed, but nothing further (‘middle C’ is taken
to be C4, and look out for clef changes). The 49 mazurkas by Chopin having
been analysed, it is known, say, that in this corpus Chopin uses the D4-C6
chord (or any of its transpositions) on 24 occasions. The computer generates
a random number uniformly between 1 and 24, say 17. The 17th instance of
this chord (actually one of its transpositions, A2-G4) occurs in bar 38 of the
Mazurka in B Major, op. 41/3. The chord that follows in this mazurka, A2-
D]4, is transposed appropriately (to D4-G]5) and becomes the next chord of
the Markovian composition. To continue composing, one can repeat the last few
sentences with D4-G]5 as the current chord. The passages shown in Figs. 2–3
were generated in this way.

!
1

67/3,
0

" !
56/1,
119

56/1,
116

67/4,
18

" ! " !
7/5,
5

"# " ! !
"
63/3,
18

63/3,
26

63/3,
58

" ! " ! 41/3,
38

41/4,
60" ! "$ !

63/1,
77

67/1,
49

" ! ""$ !! " ! ""$ !! ""$ !! "" !! "" !! ""$ !! ""$$ !! "" !!
% &! '

""" !!! ! """( !!! " ! """$ !!! " ! "" !! "" !! "" !! "" !!

Fig. 2. A passage from the computer-music generator that does not survive filtering
(contrast with Fig. 3). The italicised numbers refer to opus and bar numbers of par-
ticular fragments. For instance ‘67/3, 0’ means opus 67, number 3, bar 0 (anacrusis).
The durations in this system are dotted to improve the legibility of the first bar.

The above explanation is simplified slightly, for what happens if one or more
already-articulated notes are held while others begin? This is discussed with
reference to the chord C3-F]4-D5 indicated by an arrow in bar 6 of Fig. 3. In
this chord, the bottom C3 is held over to the next chord, C3-E]4-C]5. We observe
that a note in a given chord can be held in one of four ways:

1. Not held beyond the given chord
2. Held over to the next chord
3. Held from the previous chord
4. Held both from the previous chord and to the next chord

Thus in our model, the chord C3-F]4-D5 indicated by an arrow in Fig. 3 would
be represented by the pair of vectors (18, 8), (2, 1, 1). The first vector is the chord

3
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Fig. 3. A passage from the computer-music generator that does survive filtering. The
darker noteheads in the left hand are referred to as pattern P ∗, and indexed (in order
of increasing ontime and pitch height) to help with understanding Table 1 (p. 8).

spacing (18 semitones from C3 to F]4, and 8 from F]4 to D5) and the second
vector encodes how each of the three notes are held (or not), according to the list
just given. How is an actual chord of certain duration produced in our model,
if it only uses chord spacing and holding information? Above, an example was
given in which the 17th instance of a chord spacing was chosen from 24 options.
By retaining the bar and opus numbers of the original mazurka to which this
choice corresponds, we are able to utilise any contextual information (that is not
already implied by the chord spacing and holding information) to produce an
actual chord of certain duration. This Markov model alone is no match for the
complex human compositional process, but it is capable of generating a large
amount of material that can be analysed for the presence of certain patterns.

3 Discovering Patterns in Polyphonic Music

Meredith et al. (2002) give an elegant method for intra-opus analysis of poly-
phonic music. In ‘intra-opus analysis’ (Conklin and Bergeron 2008, p. 67), a
single piece of music or excerpt thereof is analysed with the aim of discovering
instances of self-reference. The human music analyst performs this task almost
as a prerequisite, for it is arguable that music ‘becomes intelligible to a great
extent through self-reference’ (Cambouropoulos 2006, p. 249). Listening to the
passage in Fig. 4, for instance, the human music analyst would notice:

1. The repetition of bars 11-12 at bars 13-14
2. The repetition of the rhythms in bar 12 at bar 14 (implied by the above

remark), at bar 15, and again at bar 16 (here except the offbeat minim B4)

4



No doubt there are other matters of musical interest (the tonicization of the
dominant at bar 16, the crossing of hands in bars 17-18), as well as ‘lesser’
instances of self-reference, but here attention is restricted to remarks 1 and 2.
It should be emphasised that these remarks are ‘human discoveries’; not from
an algorithm. However, the key concepts of Meredith et al. (2002) can be used
to automate the discovery of these types of pattern, so that they can be sought
algorithmically in a computer-generated passage.3
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Fig. 4. Bars 11-18 of the Mazurka in E Major, op. 6/3 by Frédéric Chopin. As in Fig. 3,
some noteheads are darker and indexed to help with understanding Table 1 (p. 8).

The formal representation of music as points in multidimensional space can
be traced back at least as far as Lewin (1987). Each note in Fig. 4 can be
represented as a point in multidimensional space, a ‘datapoint’ d = (x, y, z),
consisting of an ontime x, a MIDI note number y and a duration z (a crotchet is
set equal to 1). The set of all datapoints for the passage in Fig. 4 is denoted D,
for ‘dataset’. For any given vector v, the maximal translatable pattern (MTP)
of the vector v in a dataset D is defined by Meredith et al. (2002) as the set of
all datapoints in the dataset that, when translated by v, arrive at a coordinate
corresponding to another datapoint in D.

MTP (v, D) = {d ∈ D | d + v ∈ D}. (1)

For instance,
P = MTP (w, D), where w = (6, 0, 0), (2)

is indicated by the darker noteheads in Fig. 4. The vector w = (6, 0, 0) iden-
tifies notes that recur after 6 crotchet beats, transposed 0 semitones and with
3 Further automation of this part of the system is a future aim.
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unaltered durations (due to the final 0 in w). This is closely related to remark
1 (on p. 4), which observes the repetition of bars 11-12 at 13-14, that is after
13− 11 = 2 bars (or 6 crotchet beats). It can be seen from Fig. 4, however, that
P contains two notes each in bars 13, 15 and 16, which are repeated in bars
15, 17, 18 respectively. This is less closely related to remark 1, showing that the
human and computational analytic results do not align exactly. One highlights
an idiosyncrasy—perhaps even a shortcoming—of the other, depending on your
point of view.

As well as the definition of a maximal translatable pattern, the other key
concept in Meredith et al. (2002) is the translational equivalence class (TEC).
Musically, the translational equivalence class of a pattern consists of the pattern
itself and all other instances of the pattern occurring in the passage. Mathemat-
ically, the translational equivalence class of a pattern P in a dataset D is

TEC(P,D) = {Q ⊆ D | P ≡τ Q}, (3)

where P ≡τ Q means that P and Q contain the same number of datapoints and
there exists one vector u that translates each point in P to a point in Q. We
return to the specific example of the dataset D containing the datapoints for the
passage in Fig. 4, and suppose P is defined by (2). It can be verified that the
translational equivalence class of P in D is

TEC(P,D) = {P, τ(P,w)}, (4)

where τ(P,w) denotes the set of all vectors p + w, and p is a datapoint in P .
Equation (2) helps to identify notes whose durations and MIDI note numbers
recur after 6 crotchet beats. The set in (4) contains the pattern P and τ(P,w),
the only other instance of the pattern in the excerpt. Together, the equations
suggest how to automate discovery of the type of pattern described in remark 1.

What of remark 2, the repetition of the rhythms in bar 12 at bar 14 (after 6
beats), bar 15 (after 9 beats) and bar 16 (after 12 beats)? As this is a rhythmic
pattern, it is useful to work with a ‘rhythmic projection’ D′ of the dataset D.
If d = (x, y, z) is a member of D then d′ = (x, z), consisting of an ontime and
duration, is a member of the projected dataset D′. It should be noted that two
distinct datapoints d, e ∈ D can have a conicident projection, that is d′ = e′, just
as two objects placed side by side might cast coincident shadows. The repetition
observed in remark 2 occurs at 6 and 9 and 12 beats after the original, so let

S = MTP (u′, D′) ∩MTP (v′, D′) ∩MTP (w′, D′), (5)

where u′ = (6, 0), v′ = (9, 0), and w′ = (12, 0). The set MTP (u′, D′) in (5)
corresponds to notes whose durations recur after 6 crotchet beats. The second
set MTP (v′, D′) corresponds to notes whose durations recur after 9 beats, and
the third set MTP (w′, D′) to notes whose durations recur after 12 beats. Taking
their intersection enables the identification of notes whose durations recur after
6, 9 and 12 beats, which is closely related to remark 2. It can be verified that

TEC(S,D′) = {S, τ(S,u′), τ(S,v′), τ(S,w′)}. (6)
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As with pattern P , the human and computational analytic results for pattern
S do not align exactly. All of the notes in bar 12 of Fig. 4 are identified as
belonging to pattern S, but so are a considerable number of left-hand notes from
surrounding bars. While it is not the purpose of this paper to give a fully-fledged
critique of Meredith et al. (2002), Sect. 3 indicates the current state of progress
toward a satisfactory pattern discovery algorithm for intra-opus analysis.

4 Filtering Process

4.1 Quantifying an Instance of a Musical Pattern

When an instance of an arbitrary pattern P has been discovered within some
dataset D, as in the previous section, how can the position of the pattern be
quantified, relative to the duration of the excerpt as a whole? Here the straight-
forward concept of ontime percentage is used. For a note having ontime t, appear-
ing in an excerpt with total duration T , the note has ontime percentage 100t/T .
For instance, the excerpt in Fig. 4 has total duration 24 (= 8 bars × 3 beats).
Therefore, taking the F] at the top of the first chord in bar 13, with ontime 6,
this note has ontime percentage 100t/T = 100 · 6/24 ≈ 33%.

When calculating the ontime percentage of each datapoint p in a pattern P ,
a decision must be made whether to include repeated values in the output. For
instance, the six notes in the first chord in bar 13 will have the same ontime
percentage, so repeated ontime percentages indicate a thicker texture. The in-
clusion of repeated values does not affect the appropriateness of the statistical
test described in Sect. 4.2, but it may affect the result: two otherwise similar
lists of ontime percentages might be distinguishable statistically due to a high
proportion of repeated values in one collection but not the other. Here the deci-
sion is taken not to include repeated values. Two lists of ontime percentages are
shown in columns 2 and 5 of Table 1 (overleaf). The bottom half of column 5 is
derived from the darker notes in Fig. 3, referred to as pattern P ∗. Column 2 and
the top half of column 5 are derived from the darker notes in Fig. 4, pattern P .

4.2 Applying Wilcoxon’s Two-sample Test in Musical Scenarios

Let us suppose we have two random samples, one consisting of m observations
x1, x2, . . . , xm, and the other consisting of n observations y1, y2, . . . , yn. Columns
2 and 5 of Table 1 serve as an example, with m = 17 and n = 6. It should
be pointed out that the random-sample supposition almost never applies in
musical scenarios. Increasingly however, the assumption is being made in order
to utilise definitions such as the likelihood of seeing a pattern (Conklin and
Bergeron 2008). Wilcoxon’s two-sample test helps to determine whether two sets
of observations have the same underlying distribution. The calculation of the test
statistic will be demonstrated, with the theoretical details available elsewhere
(Neave and Worthington 1988). The test statistic W is calculated by assigning
ranks R1, R2, . . . , Rn to the set of observations, y1, y2, . . . , yn, as though they
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Table 1. The note indices, ontime percentages and combined sample ranks of two
patterns are shown, P indicated by the darker noteheads in Fig. 4, and P ∗ from Fig. 3.

Pattern P Pattern P continued

Note Ontime Note Ontime
index % Rank index % Rank

1 0.0 1 90 54.2 19
7 1.4 2 95 58.3 20
8 2.8 3 104 66.7 21
9 4.2 4 107 70.8 23
15 6.3 5
17 8.3 6 Pattern P ∗

23 10.4 7 22 28.0 12
25 12.5 8 27 32.0 14
31 15.6 9 31 36.0 16
33 16.7 10 33 40.0 17
39 20.8 11 38 48.0 18
52 29.2 13 61 68.0 22
60 33.3 15 P ∗ rank total: 99

appear in a combined sample with the other set. This has been done in column
6 of Table 1 (see also column 3). Then W =

∑n
i=1Ri is a random variable, and

from Table 1, a value of w = 99 has been observed. Either the exact distribution
of W or, for large sample sizes, a normal approximation can be used to calculate
IP(W ≤ w). Using a significance threshold of α = 0.05 and with m = 17, n = 6, a
value of W outside of the interval [43, 101] needs to be observed in order to reject
a null hypothesis that the two sets of observations have the same underlying
distribution. As we have observed w = 99, the null hypothesis cannot be rejected.

What does the above result mean in the context of musical patterns? We
have taken P and P ∗, two instances of the same type of pattern occurring in
different passages of music, and compared their ontime percentages. Not being
able to reject the null hypothesis of ‘same underlying distribution’ is taken to
mean that a computer-generated passage survives this element of the filtering
process. We are notionally content that the relative positions of P and P ∗ are
not too dissimilar. There are five further elements to the filtering process here,
with the Wilcoxon two-sample test being applied to the ontime percentages of:

1. τ(P,w) and τ(P ∗,w), where w = (6, 0, 0)
2. S and S∗, where S is given in (5), and S∗ denotes the corresponding pattern

for the computer-generated passage in Fig. 3
3. τ(S,u′) and τ(S∗,u′), where u′ = (6, 0)
4. τ(S,v′) and τ(S∗,v′), where v′ = (9, 0)
5. τ(S,w′) and τ(S∗,w′), where w′ = (12, 0)

At a significance threshold of α = 0.05, the passage in Fig. 3 survives each
element of the filtering process, whereas the passage in Fig. 2 does not.
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5 Discussion

This paper has presented a metric for evaluating the creativity of a music-
generating system. Until further evaluation has been conducted (by human lis-
teners rather than just by the creativity metric), we are cautious about labelling
our overall system as creative. The objective in the introduction was to generate
mazurka-style music that inherits salient patterns from a chosen excerpt. It is
encouraging that Fig. 3—which arguably sounds and looks more like a mazurka
than Fig. 2—survives the filtering process, whereas Fig. 2 does not. In terms
of meeting the aim of pattern inheritance, there is considerable room for im-
provement: Figs. 3 and 4 do not sound or look much alike, and a human music
analyst would be hard-pressed to show how the filtered output (Fig. 3) inherits
any salient patterns from the chosen excerpt (Fig. 4). One solution would be to
include more filters. Another solution would be to raise the significance thresh-
old, α. By making the null hypothesis of ‘same underlying distribution’ easier
to reject, it becomes harder for a generated passage to survive filtering. Over
fifty iterations, the mean number of generations required until survival was 12.7,
with standard deviation 13.2. Raising α may increase pattern inheritance, but
it may also have a non-linear impact on these statistics.

The verbatim quotation in Fig. 3 (of bars 23-28 from the Mazurka in C Ma-
jor, op. 67/3) raises several issues that relate to further work. First, we will
consider including in the system a mechanism for avoidance of verbatim quo-
tation. Second, the quotation contains a prominent sequential pattern that is
different in nature to the intended inheritance (the two patterns observed in re-
marks 1 and 2 on p. 4). Using the concept of morphetic pitch defined in Meredith
et al. (2002) it is possible to identify such sequential patterns, so the sequence
itself is not a problem, only that its presence was unintended. Measures exist
for the prominence (Cambouropoulos 2006) or interest (Conklin and Bergeron
2008) of a pattern relative to others in a passage of music. The adaptation of
these measures to polyphonic music would constitute a worthwhile addition,
both to Meredith et al. (2002) and to the use of discovered, polyphonic patterns
in filtering computer-generated music.

We have more general concerns about the extent to which the first-order
Markov model generalises from Bach chorales to Chopin mazurkas. From a mu-
sical point of view the mazurkas may be too rich. The verbatim quotation men-
tioned above is indicative of a sparse transition matrix, which might be made
more dense by including more mazurkas or other suitable compositions. There
are several ways in which the system described could be fine-tuned. First, com-
putational time could be saved by filtering incrementally, discarding generated
passages before they reach the prescribed length if for some reason they are al-
ready bound not to survive filtering. Second, both Lewin (1987) and Meredith
et al. (2002) propose (differing) methods for ordering notes. These could be used
instead of or as well as ontime percentages, to investigate the effect on the output
of the system described. Third, if a region of original music is spanned entirely
by a pattern (so that there are no non-pattern notes in this region) and this is
also true of its recurrence(s), then this ought to be stored in the template (see
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the definition of compactness in Meredith 2006). Again this would save com-
putational time that is currently wasted in our system. Finally, sometimes the
occurrence of a certain type of pattern implies the occurrence of another type
of pattern. For example, bars 11-12 of Fig. 4 (approximately pattern P ) recur
at bars 13-14, implying that the rhythms of bar 12 (approximately pattern S)
will recur in bar 14. This may seem obvious for only two discovered patterns, P
and S, but when more patterns are discovered, the way in which these might be
arranged into a hierarchy is worthy of further investigation.
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Abstract. This research is concerned with the development of repre-
sentational and modelling techniques employed in the construction of
statistical models of four-part harmony. Multiple viewpoint systems have
been chosen to represent both surface and underlying musical structure,
and it is this framework, along with Prediction by Partial Match (PPM),
which will be developed during this work. Two versions of the framework
are described, starting with the strictest possible application of multiple
viewpoints and PPM, and then extending and generalising a little. Some
implementation details are reported, as are some preliminary results.

1 Introduction

The problem we are attempting to solve by computational means is this: given a
soprano part, add alto, tenor and bass such that the whole is pleasing to the ear.
This is not as easy as it might initially appear, as there are many rules of harmony
to be followed, which have arisen out of composers’ common practice. Rather
than providing the computer with rules [1], however, we wish to investigate the
process of learning such rules. The idea is to write a program which allows the
computer to learn for itself how to harmonise in a particular style, by creating
a model of harmony from a corpus of existing music in that style. In our view,
however, present techniques are not sufficiently well developed for models to
generate stylistically convincing harmonisations (or even consistently competent
harmony) from both a subjective and an analytical point of view; although Allan
and Williams [2] have demonstrated the potential of this sort of approach.

A means of representing music which, when combined with machine learn-
ing and modelling techniques, shows particular promise, is multiple viewpoint
systems [3]. This framework allows us to model different aspects of the music,
and then combine the individual predictions of these models to give an overall
prediction. Our research aims to make a theoretical contribution to the field
of computational creativity in the domain of music by extending the multiple
viewpoint framework in order to cope with the complexities of harmony, such
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that improved computational models of four-part harmonisation can be created.
This is not merely an application to harmony of the framework as it stands. This
paper is concerned with two versions of the framework, beginning with a very
strict application, and then extending and generalising a little.

2 Brief Description of Multiple Viewpoint Systems

and Their Evaluation

See Table 1 for a list of basic and derived viewpoints (not exhaustive) and their
meanings. Basic types are the fundamental attributes that are predicted, such as
cpitch and dur. Derived types such as cpint and dur-ratio are derived from,
and can therefore predict, basic types (in this case cpitch and dur respectively).
Threaded types are defined only at certain positions in a sequence, determined
by Boolean test viewpoints such as tactus; for example, (cpitch ⊖ tactus)
has a defined cpitch value only on tactus beats (i.e., the main beats in a bar).
A linked type, or product type, is the conjunction of two or more viewpoints; for
example, dur-ratio ⊗ cpint is able to predict both dur and cpitch. See also
[3] for more details.

Table 1. Basic and derived viewpoint types (not exhaustive).

Viewpoint Meaning Viewpoint Meaning

dur duration of event barlength number of time units in a bar
cont event continuation, or not phrase event at start or end of phrase
cpitch chromatic pitch piece event at start or end of piece

ioi difference in start-time contour descending, level, ascending
posinbar position of event in the bar cpintfref pitch interval from tonic
metre metrical importance of event inscale event in major scale, or not
cpint sequential pitch interval dur-ratio sequential duration ratio

fib on first beat of bar, or not liph last event in phrase, or not
tactus event on tactus pulse, or not fip first event in piece, or not
fiph first event in phrase, or not

N-gram Models are Markov models employing sub-sequences of n symbols.
The probability of the n

th symbol, the prediction, depends only upon the previous
n − 1 symbols, the context. The number of symbols in the context is the order
of the model. See [5] for more details.

What we call a viewpoint model is a weighted combination of various orders
of n-gram model of a particular viewpoint type. The n-gram models can be com-
bined by, for example, Prediction by Partial Match (PPM) [6]. PPM makes use
of a sequence of models, which we call a back-off sequence, for context matching
and the construction of complete prediction probability distributions. The back-
off sequence begins with the highest order model, proceeds to the second-highest
order, and so on. An escape method determines prediction probabilities at each
stage in the sequence.
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A multiple viewpoint system comprises more than one viewpoint. The predic-
tion probability distributions of the individual viewpoint models are combined
by employing a weighted arithmetic or geometric [10] combination technique.
See [7] for more information.

Conklin [7] introduced the idea of using a combination of a long-term model
(LTM), which is a general model of a style derived from a corpus, and a short-
term model (STM), which is constructed as a piece of music is being predicted or
generated. The latter aims to capture musical structure particular to that piece.

An information-theoretic measure, cross-entropy, is used to guide the con-
struction of models, evaluate them, and compare generated harmonisations. The
model assigning the lowest cross-entropy to a set of test data is likely to be the
most accurate model of the data. See [5] for more details.

3 Development of the Multiple Viewpoint

and PPM Frameworks

Version 1: Strict Application of Multiple Viewpoints and PPM The starting
point for the definition of the strictest possible application of viewpoints is the
formation of vertical viewpoint elements [8]. An example of such an element is
{69, 64, 61, 57}, where all of the values are from the domain of the same view-
point, and all of the parts (soprano, alto, tenor and bass) are represented. This
method reduces the entire set of parallel sequences to a single sequence, thus
allowing an unchanged application of the multiple viewpoint framework, includ-
ing its use of PPM. Only those elements containing the given soprano note are
allowed in the prediction probability distribution, however. This is the base-level
model, to be developed with the aim of substantially improving performance.

Version 2: Dividing the Harmonisation Task into Sub-tasks In this version, it
is hypothesised that predicting all unknown symbols in a vertical viewpoint
element (as in version 1) at the same time is neither necessary nor desirable.
It is anticipated that by dividing the overall harmonisation task into a number
of sub-tasks [2] [9], each modelled by its own multiple viewpoint system, an
increase in performance can be achieved. For example, given a soprano line, the
first sub-task might be to generate the entire bass line. This version allows us
to experiment with different arrangements of sub-tasks. For example, having
generated the bass line, is it better to generate the alto and tenor lines together,
or one before the other? As in version 1, vertical viewpoint elements are restricted
to using the same viewpoint for each part. The difference is that not all of the
parts are now necessarily represented in a vertical viewpoint element.

4 Implementation

At present, the corpus comprises fifty major key hymn tunes, and the test data
five, harmonised as in [4].

The Lisp implementation of version 1 is capable of predicting or generating
the attributes dur (note duration), cont (note continuation, which is the part
of an already sounding note which continues to be heard when a new note is
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sounded) and cpitch (chromatic pitch) for the alto, tenor and bass parts, given
the soprano. More than forty viewpoints have been implemented, and any link
between two viewpoints which is capable of predicting dur, cont or cpitch

is allowed. A modification of the feature selection algorithm described in [10],
which involves ten-fold cross-validation of the corpus, is used to optimise multiple
viewpoint systems for the long-term model alone, the short-term model alone, or
for both together (in which case the same system is used for both). The maximum
order of the n-gram models can be varied, as can the method of combining
prediction probability distributions, which are initially created using PPM with
escape method C. Parameters (biases) affecting the weighting of distributions
during combination can also be varied.

Version 2 extends version 1, and is implemented as described in Section 3.

5 Preliminary Results

Table 2 shows the lowest cross-entropy version 1 multiple viewpoint systems
found so far for prediction of dur, cont and cpitch. These are for a combination
of long-term and short-term models (LTM and STM, with a cross-entropy of
4.46 bits per event), LTM only (with a cross-entropy of 4.54 bits per event), and
STM only (with a cross-entropy of 6.20 bits per event), using weighted geometric
combination. This confirms the findings of previous research, for example that
of Pearce [10], that using both LTM and STM results in a lower cross-entropy
than the use of either of them alone. What is particularly interesting, however,
is the fact that the STM system does not share a single viewpoint with the
LTM + STM system, and has only one viewpoint in common with the LTM
system; this is in stark contrast with the substantial overlap between the LTM
+ STM system and the LTM system. This prompted us to try using two different
multiple viewpoint systems together, one optimised for the LTM and the other
separately optimised for the STM; but with a cross-entropy of 4.51 bits per
event, this turned out to be not as good a model as LS in Table 2.

For prediction of cpitch only, the best version 1 LTM system found so far
results in a cross-entropy of 3.29 bits per event. By comparison, the best version
2 LTM system found so far predicts the bass first (1.70 bits per prediction),
followed by the alto and tenor together (1.55 bits per prediction), giving a total
cross-entropy of 3.25 bits per event. For prediction of cpitch only, then, version
2 appears to be very slightly better than version 1. It is worth noting that the
best version 2 system reflects the usual human approach to harmonisation: bass
first, followed by alto and tenor together.

6 Conclusions and Future Work

We have described two versions of the multiple viewpoint framework and PPM,
motivated by our aim to take account of the complexities of four-part harmony.
The preliminary results weakly indicate that version 2 is better than version 1 for
the prediction of cpitch only. They also suggest the perhaps counter-intuitive
conclusion that optimising the LTM and STM together leads to a better model
than optimising them separately. This latter result opens interesting routes for
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Table 2. Best version 1 multiple viewpoint systems (predicting dur, cont and cpitch)
for LTM + STM (LS), LTM only (L) and STM only (S).

Viewpoint LS L S Viewpoint LS L S

cont ⊗ cpint × × (cpintfref ⊖ fiph) ⊗ piece ×
cont ⊗ (cpintfref ⊖ tactus) × × cpitch × ×
dur ⊗ (cpintfref ⊖ liph) × × dur-ratio ⊗ (ioi ⊖ fib) ×
cont ⊗ metre × × dur-ratio ⊗ phrase ×
dur ⊗ posinbar × × dur ⊗ cont ×
cpintfref × × cont ⊗ (cpitch ⊖ tactus) ×
dur ⊗ liph × × inscale ×
(cpintfref ⊖ liph) × × contour ×
(cpintfref ⊖ fiph) ⊗ fip × × cpitch ⊗ tactus ×
cpint ⊗ cpintfref × cpitch ⊗ (cpintfref ⊖ liph) ×
(cpintfref ⊖ fib) × inscale ⊗ barlength ×
cont ⊗ (cpintfref ⊖ liph) × cpitch ⊗ (cpintfref ⊖ fiph) ×

further work. Finally, using the LTM alone is less good still; and the STM alone
is, as expected, by far the least good model.

In the immediate future, we intend to implement other versions which push
the development of the multiple viewpoint/PPM framework further.
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Abstract. We present a method for generating harmonic progressions using 
case-based analysis of existing material that employs a Markov model. Using a 
unique method for specifying desired harmonic complexity, tension between 
chord transitions, and a desired bass-line, the user specifies a 3 dimensional 
vector, which the realtime generative algorithm attempts to match during chord 
sequence generation. The proposed system thus offers a balance between user-
requested material and coherence within the database. 

1   Introduction 

Generative systems have had a long history within computer music [1] and interactive 
realtime performance [2]. One standard model for such systems has been that of 
improvisation [3, 4], in which the software interacts with either a composer or 
performer. Such models have tended to restrict harmonic movement, by employing a 
static, modal harmony [5] or ignoring harmony altogether in favour of a free-jazz 
approach [6]. These restrictions are necessitated because harmony cannot, by its very 
nature, be improvised collectively: it requires a clear goal (although this goal can be 
achieved through a variety of progressions). 

Several computer music systems have been developed that do allow the generation 
of harmony, although few are in use within realtime computer music, with the notable 
exception of Rowe [7]. Such systems have tended to be stylistically motivated, in that 
they attempt to reproduce specific progressions from within a defined stylistic period: 
for example, Baroque chorales [8]. 

As Pachet and Roy point out [9], harmonic language is style specific; as such, any 
system that relies upon specific rules will restrict itself stylistically, and thus limit its 
potential expressiveness. Furthermore, the same authors note that a harmonic 
language’s rules tend to outline specific combinations and linear progressions that 
should be avoided, rather than followed. 

Markov models offer a straight-forward method of deriving correct harmonic 
sequences based upon a specific corpus, since they are essentially quoting portions of 
the corpus itself. Furthermore, since the models are unaware of any rules themselves, 
they can be quickly adapted to essentially “change styles” by switching source data. 
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However, as Ames points out [10], while simple Markov models can reproduce the 
surface features of a corpus, they are poor at handling higher-level musical structures.  

This research offers a method for the composer to specify high-level control 
structures, influencing the generative algorithm that chooses from the generated 
Markov transition tables. Using a unique method of specifying desired harmonic 
complexity, tension between chord transitions, and a bass line, the user can specify a 
three dimensional vector which the realtime generation algorithm attempts to match 
during sequence generation. As such, the proposed system offers a balance between 
user-requested material and coherence with the database.  

2 Related Work 

Harmonic analysis is a well-researched field, particularly in relation to recent 
advances in Music Information Retrieval (MIR). Harmonic generation, specifically 
realtime generation for compositional and/or improvisational systems, is less 
researched, or at least less documented. Composers of interactive music have written 
only marginally about their harmonic generation algorithms; those systems that are 
well documented [22, 23] tend to be non-creative systems that attempt to apply 
correct (stylistic) harmonic practices to a given melody. This may be a good exercise 
for music students or musicologists attempting to formulate stylistic rules, but one 
less useful for creative composers. 

2.1   Harmonic Analysis 

Theoretical models of tonality have existed for decades, if not centuries; one of the 
most influential in recent years being Lerdahl’s Tonal Pitch Space [11]. Anglade and 
Dixon used Inductive Logic Programming to extract harmonic rules from a large 
database of existing songs [12]. Ogihara and Li used n-grams of chord sequences to 
construct profiles of jazz composers [13]. There has been significant research in chord 
recognition and automatic labeling (for reviews, see [14] and [15]). Similarity of 
chord sequences has been researched by Liu et. al using string matching [16], while 
both Pachet [17] and Steedman [18] used rewriting rules. Mauch [19] analysed the 
frequencies of chord classes within jazz standards. de Haas et. al [20] used a method 
called Tonal Pitch Step Distance, which is based upon Lerdahl’s Tonal Pitch Space, to 
measure chord sequence similarities 

2.2   Harmonic Generation 

Methods of harmony generation have included n-gram statistical learning for learning 
musical grammars [21], as well as several using genetic algorithms [8, 22]. Chuan and 
Chew [23] created automatic style-specific accompaniment for given melodies, using 
musical style as the determining factor in type of harmonization. Whorley et al. [24] 
used Markov models for the generation of 4-part harmonization of “hidden” melodies. 
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Similarly, Chan and Ventura [25] harmonize a given melody by allowing user input 
for parameters that governed the overall mood of the composition. 

Several systems have used probabilistic models for chord generation, including 
Paiement et al. [26], whose system was used as an analysis engine for jazz harmony to 
determine stochastic properties of such harmony. This system is extended in Paiement 
[27], which uses a machine learning perspective that attempts to predict and generate 
music within arbitrary contexts given a training corpus, with specific emphasis on 
long-term dependencies. Allan and Williams [28] used a data set of chorale 
harmonisations composed by Bach to train a HMM, then used a probabilistic 
framework to create a harmonization system which learned from examples. 

2.3 Differences from Previous Research 

Our work differs from previous research in that it is not based in music information 
retrieval nor cognitive science, but in creative practice. Our particular approach has 
been informed by a number of heuristic choices stemming from the first author’s 
expertise in composition.  

As it is a creative system, our interest is not in modeling a specific musical style; 
thus, a rule-based system is not useful. Machine learning strategies offer great 
potential; however, their usefulness has thus far been limited to rather pedestrian 
activities of melody harmonization. Furthermore, they do not, at this time, offer the 
flexibility and speed required by realtime computer music.  In fact, the realtime nature 
of our system is one of its distinguishing qualities, in that it can quickly change 
direction in performance based upon user control. Lastly, we offer a useful measure 
for harmonic complexity and voice-leading tension that can be used to define 
harmonic progressions outside of functional harmony. This research does not attempt 
to construct correct harmonic sequences within the context of functional harmony; it 
is a creative system based within the ‘post-tonal’ harmony found in certain 20th 
century musical styles. 

3   Description 

This system uses a case-based system [29] to generate Markov conditional probability 
distributions, using either first, second, or third-order chains. However, rather than 
allowing the generative algorithm to freely chose from the derived transitions, user 
specified vectors, suggesting bass-line movement, harmonic complexity, and voice-
leading tension, are overlaid in order to stochastically choose from the best matching 
solutions. The system is written in MaxMSP. 

3.1  Source Data 

For the purposes of this research, the database consisted of chords derived from jazz 
standards by Miles Davis (4 tunes), Antonio Carlos Jobim (4 tunes), and Wayne 
Shorter (6 tunes), all taken from the Real Book [30]. 33 compositions by Pat Metheny 
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taken from the Pat Metheny Songbook [31], equally drawn from the tunes written in 
the 1970s, 80s, and 90s, were also used. Source data are standard MIDI files, 
consisting only of harmonic data at chord change locations (see Section 4). 

3.2  Representation 

The term set and chord is used interchangeably in this research. In strict terms, every 
chord is a set, but not every set is a chord. Chords usually refer to vertical collections 
of pitches that contain a root, 3rd, 5th, and possibly further extensions (i.e. sevenths, 
ninths) and their alterations (i.e. lowered ninths, raised elevenths, etc.); sets are any 
combination of unique pitch classes that need not contain specific relationships. 
Similarly, set-types are unique sets, or chords; for example, the set (0 4 7 11) is a 
major seventh chord. 

Chords are represented as pitch classes [32], although not in normal or prime form. 
In pitch class theory, the minor triad (0 3 7) is the inversion of the major triad (0 4 7), 
and is thus considered identical in normal form (i.e. Forte 3-11); however, in tonal 
music, major and minor chords function very differently. For this reason, the decision 
was made not to use Forte’s set theory representations; instead, the major triad is 
represented as (0 4 7), whereas the minor triad as (0 3 7). 

Extensions beyond the octave are folded within the octave; therefore, the dominant 
ninth chord is represented as (0 2 4 7 10). Transpositions of chords are not considered 
unique; instead, bass movement, in pitch classes, between chords is acknowledged. 
Thus, the chords progression Cmaj7 to Fmaj7 is considered a movement between 
identical chords, but with a bass movement of +5. 

Chords with alternate bass notes (Cm/F) or inversions (Cm/G) are considered 
unique; thus, Cm/F is represented as (0 2 7 10), and Cm/G is represented as (0 5 8). 

Chords are represented within chord vectors as indices into an array of recognized 
pitch class sets. Currently, this array contains 93 unique chords; for example, the 
minor seventh chord (0 3 7 10) is the first element in this array and is considered set 
type 1, while the major seventh (0 4 7 11) is the eleventh element, and is considered 
set-type 11. When combined with the bass note movement between chords, transitions 
can be defined as a two-element vector: for example, the pair (2 11) (-2 1) represent a 
major seventh build on D, followed by a minor seventh chord two semitones lower. 

4.  Analysis 

The database requires an initial analysis, executed prior to performance, to be done on 
specially prepared MIDI files. These files contain only harmonic data at points of 
harmonic change, with user-defined markers (controller data) specifying phrase 
beginning and ending points. Individual files are written for each tune in the database, 
consisting of the sequential chords (see Section 4.1) and the relative duration of chord 
types (see Section 4.2).  The generation of the Markov transition tables occurs at 
performance time, as these are dependent upon a user-selected corpus from the larger 
database (see Section 4.3). 
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4.1 Harmonic Data 

Within the MIDI file, chords are written in root position, with a separate staff 
containing the bass line (see Fig. 1). This is done for human analysis of the original 
notation file, since the chord analysis algorithm can identify chord other than root 
position. No analysis is done on voice-leading, since voice-leading is a performance, 
rather than a compositional, decision within improvised music; as such, a voice-
leading algorithm was created for performance, that controls registral spacing and 
individual pitch transitions. 

 

 
Figure 1. Example notation for analysis 

The four chords found in Fig. 1, are represented in Table 1. 

Table 1. Different representations of the four chords from Fig. 1. Only the third column is 
stored in the individual data files. 

Chord name MIDI notes Stored values Set Type 
AbMaj7 b5 / G 55 56 60 62 67 7 8 12 14 19 31 
Gbmaj7#5 / F 53 54 58 62 65 5 6 10 14 17 75 

Em9b5 52 54 55 58 62 4 6 7 10 14 76 
A7b9 57 58 61 64 67 9 10 13 16 19 25 

4.2  Duration Data 

A mean duration for each chord is calculated in order to give harmonic duration 
context for generation. Thus, a separate file is created for each composition in the 
database that contains the mean harmonic rhythm of the composition, and each 
individual chord’s relative ratio to this mean. For example, if the harmonic rhythm of 
the composition consisted entirely of half notes, the average duration would be 2.0, or 
two beats. Each chord type in the composition would then receive a ratio of 1.0.  

The use of ratios to an overall harmonic rhythm is used, instead of discrete timings, 
since it was felt that a chord’s relative duration within a composition is more 
important than its duration in comparison to other compositions. For example, chords 
that function as (dissonant) passing chords tend to have shorter durations than stable 
chords anchoring a tonality, and will thus produce smaller ratios. 
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4.3 Probability Table Generation 

The user can select individual compositions from the database as the specific corpus 
for chord generation. From this corpus, the initial-chord array is generated – 
consisting of the first chord of each phrase – and the final-chordpair array: the 
last two chords in each phrase. First, second, and third-order transition probabilities 
are then calculated for every chord transition, and compiled separately. The tables 
store root movement and set type as a pair; thus, using only the four chords from Fig. 
1, the first-order table is shown in Table 2. 

Table 2. First-order transition table for chords from Fig. 1. 

Initial Set Bass Movement + Set Occurrences 
(0 31) ( -2 75) 1 
(0 75) (-1 76) 1 
(0 76) (5 25) 1 
(0 25) - 1 

 
The third-order transition table for the four chords from Figure 1 contains only one 

entry (root movements are relative to the first chord), illustrated in Table 3. 

Table 3. Third-order transition table for chords from Fig. 1. 

Index Bass Movement + Set Occurrences 
(0 31) (-2 75) (-3 76) (2 25) 1 

 
After analysing four Miles Davis compositions, the 3 transition tables are 

illustrated statistically in Table 4. 

Table 4. Transition tables for four Miles Davis compositions.  

 First-order Second-order Third-order 
# of chains 14 52 64 

# of transitions 170 179 184 
# of unique transitions 54 79 89 

 
Since there are only 14 unique set types in these four compositions, there are only 

14 first-order chains; however, these chords appear in 64 different 4-chord 
combinations, thus there are 64 third-order chains. Variety in the generated 
progressions depends strongly upon the size of the database.  

The nature of the user-selected corpus will also influence the generation. 
Obviously, variety in generation depends on the number of potential transitions. If a 
corpus is heavily redundant, there will be limited variety in output. On the other hand, 
selecting a corpus from two composers of very different styles will result in a small 
intersection of transitions, especially within the higher-order transitions. In such a 
case, the generated progressions will tend to consist of material from one composer or 
another, with any transitions between the two occurring only when a chain from the 
intersection of the databases is stochastically selected.   
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5.  Chord Progression Generation 

Once the transition tables have been generated for the specific corpus, harmonic 
progressions can be generated using a mixture of stochastic choice and user request. 
An initial chord is selected from the initial-chord array; given this initial 
context, the complete harmonic progression is then generated by selecting from the 
available continuations. 

5.1 User Defined Phrase Vectors 

Selections are influenced by user-defined vectors for bass line, complexity, and 
tension, over a user-provided phrase length (see Fig. 2). 

 

 
Figure 2. User defined bass line vector.  

Given a first chord, the available symbols in the transition table are compared to 
the user-defined vector. Available symbols are scored based upon the distance 
between their values and the user-defined vector. 

Distance vectors are created for bass-line, complexity and tension (see Section 
5.2). The three vectors are each scaled by a user-defined function for each feature (i.e. 
bass line 0.7, complexity 0.4, tension 0.1): this allows the user to balance the request 
versus generating coherence with the corpus. The scaled vectors are then summed, 
and a roulette-wheel selection is made from the highest 5% of these scores. This 
selection method ensures that, given the same request, a variety of harmonic 
progressions can result – a desirable attribute in generative systems. 

5.2 Harmonic Complexity and Transition Tension 

Every set-type has a pre-calculated harmonic complexity, which is a distance function 
between the pitches of the set and those of a major triad and octave (0 4 7 12).  A 
vector is created of the smallest distance of each note of the set to each note of the 
triad. Within this vector, each instance of pitchclass 1 (a semitone) is multiplied by 
0.3, and each instance of pitchclass 2 (a whole tone) is multiplied by 0.1. Since all 
possible pitches within the octave are within 2 pitchclasses of one of the notes of the 
major triad and octave, sets that contain more notes will be considered more dissonant 
(since they contain more pitchclass differences of 1 and 2 between their pitches and 
the triad), than smaller sets.  
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These scores are summed to create the set’s harmonic complexity. See Tables 5 
and 6 for example ratings of the most consonant and most dissonant set types. 

Table 5. Harmonic complexity ratings for the most consonant sets within the database. 

Consonant sets Chord name Harmonic Complexity 
0 7 no 3 0.0 

0 4 7 major triad 0.0 
0 7 10 7 no 3 0.1 
0 2 7 sus2 0.1 

0 4 7 9 add6 0.1 

Table 6. Harmonic complexity ratings for the most dissonant sets within the database. 

Dissonant Sets Chord name Harmonic Complexity 
0 3 5 6 8 9 13b9 / third 1.3 
0 1 3 5 8 maj9 / seventh 1.2 

0 3 6 8 11 7#9 / third 1.2 
0 1 3 5 7 8 maj9#11 / seventh 1.2 
0 1 3 6 10 m7 / sixth 1.0 

 
The tension rating, tr, compares the intervals between adjacent sets, dividing c, the 

number of common tones between the two sets by l, the length of the second set: 

€ 

tr(s 1,s2) =1−
c(s1,s2)

1(s2) . 

 

5.3  Generated Harmonic Progressions  

Each phrase has a user-specified suggested length in number of chords. During 
sequence generation, once the generated length reaches 75% of this value, the 
algorithm begins testing if the last two chords generated are in the final-
chordpair array. If the test returns true, the phrase generation algorithm exits. 

The use of user-defined vectors influences the selection from the Markov transition 
tables, but there is no guarantee that the actual generated progression will match the 
user vector, due to the available values within the tables and the roulette-wheel 
selection from those values. For example, Fig. 3 displays a user-defined bass line, and 
the resulting third-order generated bass line, using a four-song database containing 
108 chains and a requested phrase length of five chords. A larger database will result 
in a closer approximation, due to the potentially greater available choices. Lastly, the 
request may not, and need not, be in the style of the corpus; the result will be a 
stochastically chosen correction of the request given the actual corpus. 
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Figure 3. A user defined vector, left, and generated bass line, right, given a 4-song database. 

Harmonic rhythm (chord duration) during performance is a ratio to the 
performance tempo, since every chord in the database acquires a mean ratio to that 
chord’s duration within each composition in which it appears. Thus, relative duration 
will be consistent, allowing realtime harmonic rhythm to be adjustable, yet 
independent of the pulse. 

6. Conclusions 

We have presented a realtime chord sequence generation system that employs a 
unique user influence over variable-order Markov transition tables. The algorithm 
described here can be used as a compositional assistant, or embedded within a 
realtime generative system [33]. In such cases, a large part of the musical success of 
the system resides in the voice-leading algorithm, which is not described here. This 
algorithm finds the closest distance between adjacent chord tones, taking into account 
different chord sizes and octave displacements.  
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Abstract. Colton discusses three conditions for attributing creativity to a system:
appreciation, imagination, and skill. We describe an original computer system
(called DARCI) that is designed to eventually produce images through creative
means. We show that DARCI has already started gaining appreciation, and has
even demonstrated imagination, while skill will come later in her development.

1 Introduction

While several theoretical frameworks for creativity have been proposed, actually build-
ing a system that applies these frameworks is difficult. We are developing an original
system designed to implement and integrate concepts proposed by researchers such as
Boden, Wiggens, Ritchie, and Colton. Our system, DARCI (Digital ARtist Communi-
cating Intention), will produce images that are not only perceived by humans as creative
products, but that are also produced through arguably creative processes. This paper
represents our work with only the first component of DARCI, that of learning about the
domain of visual art. We will discuss why this is an important step in the creative pro-
cess in terms of Colton’s creative tripod concept [3], describe how DARCI is learning
about this domain, and finally demonstrate DARCI’s current level of development.

Colton discusses three attributes that must be perceived in a system to consider it
creative: appreciation, imagination, and skill. In order for DARCI to be appreciative of
art, she needs to first acquire some basic understanding of art [3]. For example, in order
for DARCI to appreciate an image that is gloomy, she has to first recognize that it is
gloomy. To facilitate this, we are teaching DARCI to associate low-level image features
with artistic descriptions of the image. Currently, DARCI has learned how to associate
150 different descriptors to images. Furthermore, she can essentially interpret an image
by selecting a specific combination of these descriptors for the image in question, thus
demonstrating a degree of imagination. This will also facilitate communication with
DARCI’s audience, enhancing the perception of appreciation and imagination. DARCI
cannot yet produce any images and so does not yet demonstrate skill in the sense that
Colton prescribes. However, at the end of this paper we will show how DARCI’s under-
standing of the art domain will be instrumental to her production of original images.

2 Image Feature Extraction

Before DARCI can form associations between image features and descriptive words,
the appropriate image features for the task must be selected. These need to be low-level
features that characterize the various ways that an image can be appreciated.
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There has been a large amount of research done in the area of image feature extrac-
tion. King and Gevers deal with Content Based Image Retrieval (CBIR) [2][6]. CBIR
relies heavily on extracting image features which can then be compared and used when
searching for images with specific content. CBIR systems look at characteristics such as
an image’s color, light, texture, and shape. Datta and Li propose several image features
that look at these same characteristics to assess the aesthetic quality of images [4][7].

Wang deals with image retrieval specific to emotional semantics [10][9]. The goal
is to search for images that have specific emotional qualities such as happy, gloomy,
showy, etc. Zujovic tries to classify a painting into one of six different genres: Ab-
stract, Expressionism, Cubism, Impressionism, Pop Art and Realism [11]. All of these
researchers have proposed image features that focus on color, light, texture, and shape.
Of these image features, we have selected 102 of the more common ones to use in
DARCI. As with prior research, our set of image features is broken down into charac-
teristics relating to color, light, texture and shape.

Color and light play a significant role in the emotion and meaning conveyed in
images. Colors have often been associated directly with emotions. For example, red can
mean anger and frustration while blue can mean sad and depressed. Likewise with light,
a dark image could mean gloomy or scary while a bright image could denote happiness
or enthusiasm. Texture and shape features also play a significant role in the meaning and
emotion of an image. For example, a cluttered and busy image could indicate feelings
of anxiety or confusion. An image that is blocky and structured could indicate feelings
of stability and security. We extract eight color features, four light features, 50 texture
features and 40 shape features as follows:

Color & Light:
1. Average Red, Green, and Blue
2. Average Hue, Saturation, and

Intensity
3. Unique Hue count (20 buckets)
4. Average Hue, Saturation, and

intensity contrast
5. Dominate hue
6. Percent of image that is the

dominate hue
Shape:

1. Geometric Moment
2. Eccentricity
3. Invariant Moment (5x vector)
4. Legendre Moment
5. Zernike Moment
6. Psuedo-Zernike Moment
7. Edge Direction Histogram (30 bins)

Texture:
1. Co-occurrence Matrix (x4 shifts)

1. Maximum probability
2. First order element

difference moment
3. First order inverse element

difference moment
4. Entropy
5. Uniformity

2. Edge Frequency (25x vector)
3. Primitive Length

1. Short primitive emphasis
2. Long primitive emphasis
3. Gray-level uniformity
4. Primitive length uniformity
5. Primitive percentage

It is not the purpose of this paper to go into detail about the image features we
extracted. These features were selected based on the results of the research previously
mentioned.
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3 Visuo-Linguistic Association

DARCI forms an appreciation of art by making associations between image features
and descriptions of the images. An image can be described and appreciated in many
ways: by the subject of the image, by the aesthetic qualities of the image, by the emo-
tions that the image evokes, by associations that can be made with the image, by the
meanings found within the image, and possibly others. To teach DARCI how to make
associations with such descriptors, we present her with images labeled appropriately.
Ideally we would like DARCI to understand images from all of these perspectives.
However, because the space of all possible images and their possible descriptive labels
is enormous, we have taken measures to reduce the descriptive label space to one that
is tractable. Specifically, we have reduced descriptive labels exclusively to delineated
lists of adjectives.

3.1 WordNet

We use WordNet’s [5] database of adjectives to give us a large, yet finite, set of descrip-
tive labels. Even though our potential labels are restricted, the complete set of WordNet
adjectives can allow for images to be described by their emotional effects, most of their
aesthetic qualities, many of their possible associations and meanings, and even, to some
extent, by their subject.

In WordNet, each word belongs to a synset of one or more words that share the same
meaning. If a word has multiple meanings, then it can be found in multiple synsets.
For example, the word “dark” has eleven meanings, or senses, as an adjective. Each
of these senses belongs to a unique synset. The synset for the sense of “dark” that
means “stemming from evil characteristics or forces; wicked or dishonorable”, also
contains senses of the words “black” and “sinister”. Our image classification labels
actually consist of a unique synset identifier, rather than the adjectives themselves.

3.2 Learning Method

In order to make the association between image features and descriptors, we use a series
of artificial neural networks trained incrementally with backpropagation. A training in-
stance is defined as the image features for a particular image paired with a single synset
label. We create a distinct neural network, with a single output node, for each synset
that has a sufficient amount of training data. For the results presented in this paper,
that threshold is eight training instances. Enforcing this threshold ensures a minimum
amount of training data for each synset. As we incrementally accumulate data, more
and more neural networks are created to accommodate the new synsets that pass the
threshold. This process ensures that neural networks are not created for synsets that are
either too obscure or occur only accidentally. Shen, et al. employ a similar approach for
handling non-mutually exclusive labels to good effect using SVMs instead of ANNs [8].

4 Obtaining Data Instances

To collect training data, we have created a public website for training DARCI [1]. From
this website, users are presented with a random image and asked to provide adjectives
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Fig. 1. Screenshot of the website used to train DARCI. Below the image are adjectives
that the user has entered as well as a text box for entering new adjectives. To the right of
the image are seven adjectives that DARCI has attributed to the image. Image courtesy
of Mark Russell.

that describe the image (Figure 1). When users input a word with multiple senses, they
are presented with a list of the available senses, along with the WordNet gloss, and asked
to select the most appropriate one. We keep track of the results in an SQL database from
which we can train the appropriate neural networks. As of this writing, we have obtained
close to 6000 data points this way. While this is still only a small fraction of the amount
of data we will need, it has proven satisfactory for some adjectives as we will show.

While there are 18,156 adjective synsets in WordNet, it is not necessary for DARCI
to learn all of them. In the set of roughly 6,000 data instances we have obtained so
far, only 1,176 unique synsets have occurred. Of those unique synsets, almost half have
only a single example. There will be many synsets that will never meet our threshold of
eight instances, thus making the association task more manageable.

The total number of synsets that have at least eight data points (our threshold for
creating a neural net) is currently 150. This means that DARCI essentially “knows” 150
synsets at the writing of this paper. Keep in mind that many of those synsets contain
several senses, so the number of adjectives DARCI effectively “knows” is actually much
higher. As DARCI is currently nascent, this number will continue to grow.

4.1 Amplifying Data

We have been faced with two fundamental problems with regards to training data. First,
all of the training data that we have examined so far is exclusively positive training
data (i.e. the training data only indicates what an image is, not what it is not). It is
very difficult to train ANNs without negative examples as well. The second problem
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is a paucity of training instances. ANNs require a lot of training data to converge and
currently, of the 150 synsets known to DARCI, there are on average just over twenty
three positive data instances per synset.

We have employed two methods for obtaining negative data. The first method uti-
lizes the antonym attribute of adjectives in WordNet. Anytime an image is labeled with
an adjective, we create a negative data point for all antonyms of that adjective. Second,
on DARCI’s website, we allow users to directly create negative examples for adjectives
that DARCI knows. For each image presented to the user, DARCI lists seven adjectives
that she associates with the image (Figure 1). The user is then allowed to flag those
labels that are not accurate. This creates strictly negative examples. This method also
allows DARCI to demonstrate to the user her current interpretation of an image. Using
these methods, we have built up more negative data points than positive ones.

In order to help compensate for shortages in training data, for each new data instance
that is presented to DARCI, a variable number of old data instances belonging to the
same synset, are reintroduced to the neural net in question. In addition to reintroducing
old material, a variable number of prior data instances that do not belong to the same
synset, but that are statistically correlated, are introduced to the neural net in question.
These guessed data instances provide DARCI with more data for each synset than she
is in fact receiving, and allow DARCI to take advantage of correlations in labels that
are lost by using unique neural nets for each synset. We perform these data expansion
strategies to both the positive and negative data instances and do so in a manner that
attempts to balance the amount of negative and positive data that DARCI receives for
each synset.

The combination of adding negative data instances, recycling old data instances,
guessing correlations with other synsets, and using these guesses to balance positive
and negative training instances, greatly amplifies the amount of training data presented
to DARCI.

5 Interpreting Images

When presented with an image, DARCI takes the output of each synset’s neural net
given the image features, and treats that output as a score. But DARCI currently knows
150 synsets, so how does she choose which of the synsets to label the image with?
The easiest solution would be to either take all synsets with a score above a specific
threshold, or take the top n synsets. However, despite our attempts to amplify the data,
some synsets continue to be lacking in training instances. The neural networks for these
synsets should not be given as much weight in determining the relevance of an adjective
for a particular image. Thus, we use Equation 1 for modifying each neural network’s
output value to create a new score that takes DARCI’s confidence about a particular
synset into consideration. In this algorithm, confidence is not specifically the statistical
meaning, rather it is an estimation for how certain DARCI is about a particular synset.

score = o ∗
[
(p+ n) ∗min

(
1,
n

p

)]( o−0.5
γ )

(1)
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Here o is the output of a neural network for a particular synset, p is the number of
positive data instances present in the training database and n the number of negative
data instances, and γ is a constant that indicates how much effect the “confidence”
measure should have—we found γ = 5 to be useful. This equation amplifies outputs of
synsets with greater support (p+ n) and at least as many negative as positive examples
(there would be more negative than positive examples in an accurate sample of the real
world). It is immediately clear that synsets having no negative examples will have a
score of zero, thus preventing overly positive data from tainting the labeling process.

DARCI then uses this modified score to make her selection of synset labels with
the added caveat that no two synsets are chosen that belong to the same satellite group
of synsets. Satellite groups are groupings of adjective synsets defined in WordNet to
share similar meanings. It is a grouping that is looser than the synset grouping itself,
but still somewhat constrained. For example, all colors belong to the satellite group
“chromatic”. This means that DARCI will never label an image with more than one
color. We do this in order to enforce a varied selection of labels.

6 Results

Because labeling images with adjectives is subjective, it is difficult to evaluate DARCI’s
progress. And since DARCI is not yet producing any artefacts, we can’t directly assess
how the associations she is currently learning will effect those artefacts. Nevertheless,
in this section we present the results of a test that we devised to estimate how DARCI
is learning select adjectives, with the caveat that the evaluation is still somewhat sub-
jective. We also demonstrate DARCI’s labeling capabilities for a handful of images. Fi-
nally, we briefly describe DARCI’s ability to select the top images, from our database,
that fit a given adjective label.

As of this writing, there were 1284 images in our image database and a total of 5891
positive user provided labels. 3465 of those labels belonged to synsets that passed the
requirement of eight minimum labels. There were 150 synsets that passed this require-
ment, constituting the synsets that we say DARCI knows. Even though the system is
designed to update incrementally, we re-ran all of the data from scratch using updated
parameters.

6.1 Empirical Results

In order to assess DARCI’s ability to associate words with image features, we observed
DARCI’s neural net outputs for ten select synsets across ten images that were not in
our image database. We presented these same images and synsets to online users in
the form of a survey. We chose this narrow survey approach for evaluation because the
data available for each image in our labeled dataset was scarce. On the survey, users
were asked to indicate whether or not each word described each image. They were also
given the option to indicate unsure. Across the ten images, each synset received 215
total votes. For every synset, the positive count for each image was normalized by the
total number of votes that the image received for the given synset. We then calculated
the correlation coefficient between DARCI’s neural network output and this normalized
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Synset Gloss Correlation p-value
Coefficient

Scary provoking fear terror 0.1787 0.6214
Dark devoid of or deficient in light or brightness; shadowed or black 0.7749 0.0085
Happy enjoying or showing or marked by joy or pleasure 0.0045 0.9900
Sad experiencing or showing sorrow or unhappiness 0.3727 0.2888
Lonely lacking companions or companionship 0.4013 0.2504
Wet covered or soaked with a liquid such as water 0.3649 0.2998
Violent characterized by violence or bloodshed 0.2335 0.5162
Sketchy giving only major points; lacking completeness 0.4417 0.2013
Abstract not representing or imitating external reality or the objects of nature 0.2711 0.4486
Peaceful not disturbed by strife or turmoil or war 0.3715 0.2905
Table 1. Empirical results over ten synsets across ten images. The gloss is the Word-
Net definition. The correlation coefficient is between DARCI’s neural net outputs and
normalized positive votes from humans. The p-value is for the correlation coefficient.

positive count. Table 1 shows the results of this experiment for each synset along with
the accompanying p-value.

A high positive correlation and a statistically significant p-value would indicate that
DARCI agrees with the majority of those surveyed. The p-values we obtained indicate,
unfortunately, that for the most part, these results are not statistically significant. How-
ever, all of the synsets have a positive correlation, hinting that the system is heading in
the right direction and had we more data, would probably be significant. Of note is the
synset “dark”, which has the highest correlation coefficient and is statistically signifi-
cant to p < 0.01. “Happy” is both the least statistically significant and shows essentially
no correlation between DARCI’s output and the opinions of users. From these results,
and acknowledging the small amount of training data we have acquired, we can surmise
that DARCI is capable of learning to apply some synsets quite effectively, while other
synsets may be impossible for DARCI to learn. More data will be necessary to solidify
these conjectures.

It is important to note that humans don’t always interpret images in the same fash-
ion themselves. For example, the results regarding the synsets for “sketchy”, “sad”,
and “lonely” showed little agreement amongst the human participants. While disagree-
ment amongst humans did not necessarily correlate with DARCI’s interpretations, the
subjectivity of the problem somewhat absolves DARCI of the necessity for high corre-
lation with common consent among humans. Clearly, other metrics are needed to truly
evaluate DARCI.

6.2 Anecdotal Results

We presented DARCI with several images that were not in her database, and observed
her descriptive labels of them. Figure 2 shows some of the images and the seven adjec-
tives that DARCI used to describe them. In this figure we see that DARCI did fairly well
in describing these four images. Though subjective, a case can be made for describing
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(a) beautiful, blueish, awe-inspiring, super-
natural, reflective, aerodynamic, majestic

(b) grey, bleached, sketchy, supernatural,
plain, simple, penciled

(c) orange, hot, supernatural, painted,
blotched, abstract, rough

(d) scary, beautiful, violent, dark, red, fiery,
supernatural

Fig. 2. Images that DARCI has interpreted. Words underneath each image are the adjec-
tives DARCI associated with each image. (a), (b), and (d) courtesy of Shaytu Schwan-
des. (c) courtesy of William Meire.

each image the way DARCI did. One exception would be the adjective “supernatural”
which appears in every single image DARCI labels. Until DARCI sees enough negative
examples of “supernatural”, she will continue learning that all images are “supernatu-
ral” because she has mostly seen only positive examples of the word.

DARCI’s vocabulary, as of now, is 150 adjective synsets and she has learned some
synsets better than others based on two things. First, she has seen more examples of
some synsets than of others. Second, some synsets are simply much more difficult to
learn. For example, for DARCI to determine whether an image is “dark” or not is much
easier than for her to determine whether or not an image is “awesome”. “awesome” is
much more subjective and takes more aspects of the image into consideration. DARCI
had never seen the images shown in Figure 2 before and so, to analogize with the human
process, she had to describe the images based on her own experience. One could argue
that DARCI was showing imagination because she came up with appropriate adjectives.
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(a) peaceful (b) lonely

Fig. 3. Representative images that DARCI listed in her top ten images described as (a)
peaceful and (b) lonely. These images were not explicitly labeled as such when they first
appeared in these lists. (a) courtesy of Bj. de Castro. (b) courtesy of Ahmad Masood.

We designed DARCI so that she could find and display the top ten images she thinks
are described by a particular adjective synset as well as the top ten images she thinks
do not represent that particular synset. This gives us a good idea of how well DARCI
has learned a particular synset. It is interesting to note that images that have not been
explicitly labeled with a particular synset often show up in DARCI’s lists. In Figure 3
we see two examples of this with the adjectives “peaceful” and “lonely”. DARCI dis-
played these two images as respectively “peaceful” and “lonely” even though they had
never been explicitly labeled as such. Many would agree that these two images are
in fact describable as DARCI categorized them. Again, one could argue that DARCI
was showing imagination because she displayed these images on her own. To observe
DARCI’s image interpreting capabilities go to her website [1].

7 Discussion and Future Work

In this paper we have outlined and demonstrated the first critical component of DARCI.
This component is responsible for forming associations between image features and
descriptive words, and represents an aspect of artistic appreciation that is critical for
the next steps in DARCI’s development. The next component will be responsible for
rendering images in an original and aesthetically pleasing way that reflects a series of
accompanying adjectives. For example, we may present DARCI with a photograph of a
lion and the words: majestic and scary. DARCI would then create an artistic rendering
of the lion in a way that conveys majestic and scary. If DARCI is able to learn how
to render images according to any combination of descriptive words, then the possi-
bility for original and meaningful art becomes apparent. The argument for creativity
is strengthened as well. For example, what if one were to commission DARCI to ren-
der the photograph of a forest scene in a way that is photographic, abstract, angry, and
calm? Who could say what the final image would look like? The commissioner may be
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attributed with creativity for coming up with such a contradictory set of words, but the
greater act of creativity would arguably lie in the hands of DARCI.

The rendering component of DARCI will use a genetic algorithm to discover how
to render images in a way that reflects accompanying adjectives. The fitness function
for this algorithm will be largely a measure of how closely the phenotype, a rendered
image, matches the adjective in question. This measure will be the very output of the
adjective’s associated neural net described in the body of this paper—it is a measure of
her appreciation for her own work. Since DARCI is persistent, this means that the fitness
function will be changing as her associative abilities improve. In fact, we intend to
introduce some of her own images into the database, thus convolving the associative and
productive processes. For this reason, we want DARCI to strengthen her associations
while she produces and evaluates her own images.

Once the rendering component of DARCI is complete, we will continue to develop
her ability to be creative. We intend to allow DARCI to select the adjectives that drive
image creation by some process that takes associative knowledge into consideration.
We may form associations between adjectives and nouns/verbs. This would provide a
framework for DARCI to choose the subjects to render based on image captions. Fi-
nally, we hope to eventually allow DARCI to create images from scratch, prior to ren-
dering, using a cognitive model that would rely heavily on the associative component.
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1 Introduction

One reason why software undertaking creative tasks might be perceived of as
uncreative is its lack of overall purpose or intent. In computational creativity
projects, while some skillful aspects may be undertaken by the computer, there
is usually a person driving the process, by making decisions with regard to
the intent of the artefact being produced. Such human intervention can take
different forms, for instance via the supplying of background information in
scientific discovery tasks, or making choices during an evolutionary art session.
We are interested in whether a notion of purpose could be projected onto The
Painting Fool, an automated painter we hope will one day be taken seriously
as a creative artist in its own right [3, 5]. Starting with the maxim that good
art makes you think, we have enabled The Painting Fool to produce visual art
specifically to invite the viewer to interpret the pieces in the context of the world
around them, i.e., to make a point about a current aspect of society. However,
we do not prescribe what aspect of modern life it should depict, nor do we
describe the art materials – in this case digital images – it should use. Hence,
we effectively opt out of specifying a purpose for any individual piece of art. As
described in section 2, the software starts with an instruction to access sources
of news articles at regular intervals. Then, via text manipulation, text analysis,
image retrieval, image manipulation, scene construction and non-photorealistic
rendering techniques, the system produces a collage which depicts a particular
news story. This is initial work, and more effort is needed to produce collages
of more aesthetic and semantic value. We present some preliminary results in
section 3, including some illustrative examples and feedback from viewers of the
collages produced. In section 4, we describe the next stages for this project.

2 Automated Collage Generation

A schematic for the collage generation system is provided in figure 1. At regular
intervals, scheduled processes begin a flow of information involving the retrieval
of news articles from internet sources (with the news source specified by the
scheduled job); the extraction of keywords from the news articles; the retrieval
of images using the keywords; and the construction of input files for The Painting
Fool. The input files specify which images to annotate and extract colour seg-
ments from, how to arrange the segments in an overall collage, and what natural
media to simulate when painting the segments to produce the final piece. We
provide further details of these processes below, with full details of the overall
system available in [7].
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Fig. 1. Automated collage generation system overview.

• Text Retrieval and Analysis

We enabled the system to access the Guardian News website and Google News
search, via their APIs. For the Guardian, the API provides access to headlines,
for which there are a number of associated articles, multimedia files, blogs, fo-
rums, etc., and our system extracts the first text-based article from this list.
The Google News API produces similar output from multiple news sources,
from which we extract text-based news stories from the BBC, The Independent
newspaper and Reuters news service. The system retrieves only English language
headline articles, and we can specify whether the articles should be about World
or country-specific issues only. The retrieved articles are cleaned of database
information and HTML appendages to produce plain text.

Following this, we use a text analysis technique to extract a specified number
of keywords from the plain text. The technique is an implementation of the Tex-
tRank algorithm [8], which is designed to extract those keywords most indicative
of the content of the document. It is based on PageRank [1], the algorithm used
by Google to determine the importance of a web page based on the hyperlink
structure of the web. The intuition behind PageRank is that important pages
will be pointed at by other important pages, a recursive notion of importance
which can be assigned numerical values using a simple iterative algorithm. The
intuition behind TextRank is similar: important words in the document will be
pointed at by other important words. In the context of a document, pointed at
is defined in [8] as being in the same context. Hence a graph representing the
document can be created, where an edge exists between two words if those words
appear in each other’s contexts, where context is just a fixed-size window either
side of the target word. PageRank uses the graph to assign numerical values
to each word and extracts the most important ones. For our experiments, only
nouns were extracted, as these were considered likely to be the most informative,
and also the most useful keywords to use for image retrieval. Full details of the
keyword extraction implementation are given in [6].

• Image Retrieval and Manipulation

The keywords extracted from the news stories are used to retrieve art ma-
terials (i.e., digital images) from the internet and local sources. The system
has access to the 32,000 images from the Corel library which have been hand
tagged and can be relied on for images which match the given keywords well.
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Fig. 2. Example collages
produced by the system.

We also wanted to include images retrieved from the
Internet, as these add a level of surprise,1 and a more
contemporary nature to the retrieved images. We in-
terfaced the collage generation system with both the
Google images and the Flickr APIs. In the former case,
the interface is fairly lightweight, given that Google
supplies a set of URLs for each keyword, which point
to the relevant images. In the latter case, however, a
URL must be built from information retrieved from
a photo-list, which is a non-trivial process. The three
image sources (Corel, Google, Flickr) are queried in a
random order, but when either Corel or Flickr return
empty results, Google is queried, as this always sup-
plies images. Note that we discuss experiments com-
paring Flickr and Google images in section 3.
• Scene Construction and Rendering

In the final stage of processing, the retrieved images
are assembled as a collage in one of a number of grid-
based templates. Then the system employs The Paint-
ing Fool’s non-photorealistic rendering capabilities [5]
to draw/paint the collages with pencils, pastels and
paints. In future, we will use the more sophisticated
scene generation techniques described in [4].

3 Initial Results

The first image in figure 2 portrays a typical collage produced by the system.
Here, a scheduled process happened to retrieve a Guardian news story about
the war in Afghanistan, with the headline ‘Brown may send more troops to
Afghanistan’. From the text, the words afghanistan, brown, forces, troops,
nato, british, speech, country, more and afghan were extracted. Images
were retrieved from Flickr accordingly, including a picture of a fighter plane,
a field of graves, a young woman in an ethnic headdress and an explosion. The
rendering style for this was simply to segment each image into 1000 regions and
present the images in an overlapping grid with 10 slots. This example hints at the
ability of the system to construct a collage which can semantically complement
a news story, or even add poignancy. The second collage in figure 2 provides a
hint of the possibilities for more interesting and perhaps playful juxtapositions.
This was produced in response to a news story on the England versus Australia
Ashes test cricket series, which had the headline: ‘England versus Australia –
as it happened!’ The images of the Houses of Parliament and a kangaroo in the
collage are fairly obvious additions. However, the Collage also contains a picture

1 For instance, at the time of writing, querying Flickr for images tagged with the word
“Obama” returns an image of a woman body-builder as the first result.
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of the famous Falling Water building built by Frank Lloyd-Wright. Upon inves-
tigation, we found that the name wright was extracted from the news story (as
a member of the England cricket team) and the first Google image returned for
that keyword is, of course, the image of Falling Water.

In order to informally assess the power of the collages to represent the text
upon which they are based, we showed a collection of the collages to 11 subjects.
We asked them to complete a survey where they were shown 12 news stories
and 5 collages per news story, only one of which, called the master collage was
generated from the news story (with the others generated from similar stories).
To generate the 12 master collages, we varied both the number of keywords to
be extracted (5 and 10) and the image source (Google and Flickr). Subjects
were asked to rank the 5 collages for each news story in terms of relevance,
with rank 1 indicating the most relevant and 5 the least relevant. Taking the
average of the ranks, we found that the master collage was ranked as (a) the most
relevant in 8 of the 12 tests and (b) the second most relevant in the other 4 tests.
The most marked difference we noticed was between the collages produced with
Google and with Flickr. In particular, the Google collages had an overall rank of
1.82, while the Flickr collages had an overall rank of 2.14. This highlights that
image tagging in Flickr is not particularly reliable, with Google returning more
relevant images. These results are encouraging, as they demonstrate that even via
the abstractions of keyword extraction, image retrieval and non-photorealistic
rendering, it is still possible for the collages to have semantic value with respect
to the news stories from which they were derived.

4 Discussion and Further Work

The system described above is a prototype, and is presented largely as a proof
of principle, rather than a finished system. We have presented an illustrative
example of how the pipeline of processes can produce a collage with the potential
to make viewers engage their mental faculties – in this case about warfare. The
value here is not necessarily in the quality of the final artefacts – which are
currently a little näıve – but rather in the fact that we had little idea of what
would be produced. We argue that, as we did not know what the content of the
collages would be, it cannot have been us who provided the intention for them.
Given that these collages are based on current events and do have the potential
to engage audiences, we can argue that the software provided the intent in this
case (perhaps subject to further discussion of intent and purpose in art).

In [3], we argue that the perception of how a computational system produces
artefacts is as important as the final product. Hence, the fact that the system
supplies its own purpose in automated art generation may add extra value to
the artworks produced. Having said that, there are a number of improvements
to the process we intend to make in order to increase the visual and semantic
appeal of the collages. In particular, we plan to make better use of The Painting
Fool’s scene construction abilities, and to implement scene construction tech-
niques which are aware of the context of the news story being portrayed. For
instance, if the text of the news article has a distinctive plot-line, then a linear
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collage might best portray the narrative of the story, with images juxtaposed in
an appropriate order. However, if the major aspect of an article is the mood of
the piece, then possibly a more abstract collage might best portray this. We also
plan to involve text summarisation software to provide titles, wall text and other
written materials for the collages. We hope to show that by stepping back from
certain creative responsibilities (described as “climbing the meta-mountain” in
[4]), such as specifying the intent for a piece of art, we make it possible to project
more creativity onto the collage generation system than if there was a person
guiding the process. Our long term goal for The Painting Fool is for it to be ac-
cepted as a creative artist in its own right. Being able to operate on a conceptual
level is essential for the development of The Painting Fool, hence we will pursue
further interactions with text analysis and generation systems in the future.

We would like to thank the anonymous reviewers for their useful advice. One
reviewer stated that in some scientific theory formation systems, the software
is not perceived as uncreative because of a lack of intent. As the engineers of
scientific discovery software [2], when running sessions, we always provide intent
through our choice of background material and our choices for evaluating the the-
ory constituents. Hence, a critic could potentially argue that the software is not
being creative, as it has no purpose of its own. We believe that this is true of most
other scientific discovery systems, especially machine learning based approaches
such as [9], where finding a classifier is the explicit user-supplied intention. The
reviewer also compared the collage generation system with Feigenbaum’s famous
Eliza program. We find it difficult to see the comparison, given that the collage
generation system is given no stimulus from a user, whereas Eliza reacts repeat-
edly and explicitly to user input. A more accurate analogy in the visual arts
would be image filtering, where an altered version of the user’s stimulus is pre-
sented back to them for consideration. It is clear that the notion of intent in
software causes healthy disagreements, and perhaps our main contribution here
is to have started a fruitful discussion on this topic.
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Abstract. Traditional Evolutionary Art systems allow the evolution of
individual artworks. We present a novel Evolutionary Art engine for the
evolution of visual languages. In our approach, each individual is a con-
text free grammar that specifies an entire family of shapes following the
same production rules. Therefore, search takes place at an higher level of
abstraction (families of shapes) than the one typically explored in Evo-
lutionary Art systems (individual shapes). The description of the system
gives particular emphasis to the novel aspects of the approach and to the
generative potential of the representation.

1 Introduction

Stiny and Gips [1] introduced the concept of Shape Grammars, which: “are
similar to phrase structure grammars, which were introduced by Chomsky in
linguistics. Where phrase structure grammars are defined over an alphabet of
symbols and generate one-dimensional strings of symbols, shape grammars are
defined over an alphabet of shapes and generate n-dimensional shapes.”[1]. Stiny
and Gips have successfully built shape grammars that capture the “language”
of Frank Lloyd Wright’s prairie houses, Mughul Gardens, Palladian Plans, etc.
Additionally, they were also able to use these grammars to produce new instances
of the same language, e.g. to create new prairie house designs that obey Frank
Lloyd Wright’s style to the point of being indistinguishable, even to experts,
from his original works [2].

Although these grammars are hand-built, and result from a complex process
of analysis and formalization of the hidden rules followed in the originals, these
results show that: (i) it is possible to capture specific visual languages using a set
of production rules; (ii) it is then possible to use this set of rules to automatically
generate new objects that belong to the same visual language.

The main motivation for the present work is the development of a system for
the evolution of novel visual languages. For that purpose we created an evolu-
tionary engine where each individual is a context free grammar, and developed
appropriate genetic operators, including several mutation operators and graph-
based crossover.

The use of the Context Free Design Grammar (CFDG) language [3] for rep-
resentation allows the specification of complex families of shapes through a com-
pact set of rules, and has several potential advantages over typical Evolutionary
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Art (EA) representations. A brief overview of current evolutionary art systems,
focusing on representation issues, is presented in Section 2 to allow a better
contextualization of the present work, while, in Section 3, we describe the most
relevant characteristics of CFDG. In the fourth Section we describe our evolu-
tionary engine, and, in section 5, we present some of the experimental results
attained. Finally, in Section 6, we draw some final conclusions and indicate future
work.

2 Related Work
A thorough survey of EA systems beyond the scope of this paper (see, e.g., [4]
for a in-depth survey). Here we present a brief overview, focusing on the issues
that are of most relevance to the present work, namely, representation scheme
and generation abilities of the system. The most popular EA approach is in-
spired in the seminal work of Karl Sims [5]. It uses Genetic Programming (GP)
to evolve populations of images. Each genotype is a tree that encodes a LISP-
like symbolic expression. The internal nodes of the tree are functions (typically
arithmetic, trigonometric and image processing operations) and the leafs are ter-
minals (typically x and y variables and random constants). The rendering of the
expression results in a phenotype, e.g. an image. More often than not user-guided
evolution is employed, i.e., the user assigns fitness to the images, thus indirectly
determining the survival and mating probabilities of the individuals. The fittest
individuals have a higher probability of being selected for the creation of the
next population, which is generated through the recombination and mutation of
the genetic code of the selected individuals.

The use of Genetic Algorithms (GAs) coupled with a fixed or variable length
string representation is also frequent. In these cases the most common approach
is parametric evolution [4]. In other words, the genotype encodes a set of param-
eters that determine the phenotype. Among other applications, this approach
has been used to evolve cartoon faces, fractal shapes, fonts [4]. The use of EC
approaches to the evolution of line-based drawings, 3D shapes, l-systems, filters,
etc., has also been explored. Although the application area and implementa-
tion details vary, most systems can be seen as instances of expression-based or
parametric evolution.

As Machado and Amı́lcar [6] point out, most expression-based EA systems
are theoretically able to create any image (see also [7]). Nevertheless, in practice,
the image space that is actually explored depends heavily on the particularities
of the system (primitives, genetic operators, genotype-phenotype mapping, etc.).
In other words, and notwithstanding works such as [8] that describes an approach
to iterative stylistic change in EA, most systems have an identifiable signature
that naturally emerges from the interactions between its different components. In
parametric evolution models, system signature is even stronger since: “...creating
a parametric model implicitly creates a set of possible designs or a solution
space.” [4] Thus, there are strong contraints that limit the search-space and
define the type of imagery produced by the system.

Finally, to the best of our knowledge, there are two reported examples of
the use of CFDG in the context of Evolutionary Art. Unfortunately, none of
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them allows the evolution of visual languages. As the name indicates CFDG
Mutate [9] only allows the application of mutation operators, which is limiting,
and does not handle non-deterministic grammars, which means each individual
represents a single shape (see Section 3). Saunders and Kazjon [10] present a
parametric evolution model that evolves parameters of specific CFDG hand-
built grammars. Although this allows some degree of exploration, in essence it
has the same shortcomings as other parametric evolution approaches.

3 Context Free
Context Free [11] is a popular open-source application that renders images spec-
ified using a simple language entitled Context Free Design Grammar (CFDG).
In essence, and although the notation is different from the one used in formal
language theory, a CFDG program is a context free grammar, i.e. a 4-tuple:
(V,Σ,R, S) where,

1. V is a set of non-terminal symbols
2. Σ is a set of terminal symbols
3. R is a set of production rules that map from V to (V ∪Σ)
4. S is the initial symbol

In Fig. 1 we present a simple grammar and the image generated by it. Programs
are interpreted by starting with S (in this case S = TREE, as defined by the
startshape directive) and proceeding the expansion of the production rules in
breath-first fashion. Pre-defined V symbols call drawing primitives (e.g. CIRCLE
draws a circle) while predefined Σ symbols produce semantic operations (e.g.
size produces a scale change, y moves forward, etc.). Program interpretation is
terminated when one of the two following criteria is met: (i) There are no V
symbols left to expand; (ii) The further expansion does not change the image
(E.g.: although the recursive loop of the grammar presented in Fig. 1 is endless,
the set of transformation is contractive [12], after a few iterations we reach
a size smaller than pixel size and, therefore, further expansion will not cause
visible differences). This second termination criterium has no parallel in formal
language theory, but is similar to the termination criterium used in Iterated
Function Systems (IFSs) rendering.

The grammar depicted in Fig. 1 is deterministic, there is exactly one rule
for each V symbol, therefore its interpretation will always result in the same
image. To specify languages of shapes we have to resort to non-determinism. In
Fig. 2 we present a non-deterministic version of this grammar, with two different
production rules for the ’TREE’ symbol. When several production rules may be
applied one of them is selected randomly and the expansion of the grammar
proceeds. One can control the relative probability of selection by specifying a
weight after the V symbol1 (in this case, 0.8 for the first rule and 0.2 for the
second).

1 The same effect can be attained by making copies of the production rule we wish to
use more frequently. So this does not violate the formal language theory definition
of a context free grammar.
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startshape TREE
rule TREE {

CIRCLE {}
TREEA {size 0.95 y 1.6}}

rule TREEA {
CIRCLE {}
TREEB {size 0.95 y 1.6}}

rule TREEB {
CIRCLE {}
TREEC {size 0.95 y 1.6}}

rule TREEC {
CIRCLE {}
TREED {size 0.95 y 1.6}}

rule TREED {
CIRCLE {}
TREE {size 0.95 y 1.6 rotate 45}
TREE {size 0.95 y 1.6 rotate -45}}

Fig. 1. A deterministic grammar and the tree-like shape generated by it.

startshape TREE

rule TREE 0.80 {
CIRCLE {}
TREE {size 0.95 y 1.6}

}

rule TREE 0.20 {
CIRCLE {}
TREE {size 0.95 y 1.6

rotate 45}
TREE {size 0.95 y 1.6

rotate -45}}

Fig. 2. A non-deterministic version of the grammar presented in Fig. 1 and instances
of the family of tree-like shapes generated by it.

4 Evolutionary Context Free Art

In this section we describe our evolutionary engine. For the sake of parsimony
we will avoid mentioning the implementation details and focus on the key com-
ponents. An in-depth description is left for a future opportunity.

4.1 Representation

Each genotype is a well-constructed CFDG grammar. Internally the genotype
is represented by a directed graph where each node encapsulates a production
rule. For each node, Ni, outgoing edges are created in the following way:

1. Let Vi be the set of all V symbols that the production generates
2. Let Mi be the set of all nodes representing production rules that may be

triggered by Vi symbols
3. Establish edges from Ni to all Mi nodes

For instance, the grammar of Fig. 1, results in the following edges: TREE →
TREEA, TREEA → TREEB, TREEB → TREEC, TREEC → TREED;
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Fig. 3. The two leftmost images are the parents, the remaining ones are results of their
crossover

for the grammar of Fig. 2 we would have TREE1 → TREE1, TREE1 →
TREE2, TREE2 → TREE1, TREE2 → TREE2, where TREE1 and TREE2

represent the nodes that would be created for the first and second production,
respectively.

The phenotype is rendered using Context Free. Infinite non-contractive loops
may occur. To cope with this problem we specify a maximum amount of time
for rendering. If that limit is reached rendering stops and the current image is
considered the phenotype.

4.2 Genetic Operators

The design of genetic operators that are well-suited to the adopted represen-
tation is vital for the success of any evolutionary algorithm. In our case the
biggest challenge was to design a recombination operator that allows the mean-
ingful exchange of genetic material between individuals. Given the nature of the
representation we developed a graph-based crossover operator based on the one
presented by Pereira et al. [13]. In simple terms, this operator, inspired in the
standard GP swap-tree crossover, allows the exchange of subgraphs between in-
dividuals. Our implementation follows the algorithm described in [13] closely,
but we have generalized it to allow the exchange of subgraphs of unequal size.
In Fig. 3 we present examples attained trough crossover.

We use a total of eight mutation operators: Startshape mutate – randomly
selects a new V starting symbol; Add V – Adds a V symbol to a given produc-
tion rule in a valid random position; Remove V – Removes a V symbol from
a given production rule and associated parameters (if any exist); Copy rule –
Duplicates a production rule; Remove rule – Removes a given production rule
updating the remaining rules when necessary (if it is the only production rule
associated with a given V symbol, production rules that generate that symbol
must be updated, which is accomplished by removing the symbol from those
rules); Change, Remove, Add parameter – as the names indicate these operators
add, remove or change parameters, i.e. Σ symbols.

All operators preserve the validity of the grammar and update the graph
accordingly.

4.3 System Overview and Generation Abilities

In all the experiments presented in this paper we adopted an user-guided evo-
lution approach. Unlike most EA representation schemes, it is feasible to edit
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CFDG by hand, in fact Context Free users have already created an impres-
sive collection of shapes and visual languages. As such, it would be possible for
the user to directly manipulate the genetic code. Although the ability to read,
understand and edit the evolved genotypes is an important advantage, in the
experiments presented herein we didn’t take advantage of this possibility.

In standard EA systems the initial population is either random or seeded
using examples from previous EA runs. In the present system, and given the
availability of a wide set of hand-coded CFDG grammars, we have the option of
using top-quality grammars to seed the evolutionary runs.

The remaining aspects of the system follow standard Evolutionary Compu-
tation practices. We use a generational approach, elitism and tournament selec-
tion. In the experiments presented in this paper, population size=50, the top
individual was preserved, and tournament size=5.

In what concerns the generative potential of the system, it is trivial to show
that it is possible to represente any image. Consider you want to represent a
particular image, for each pixel use a rule that changes the color so that it
matches the pixel’s color, draw one square, move in the direction of the next pixel,
call the rule for the next pixel. Obviously this would result in an extremely long
and mostly useless grammar, but it can be done. Another way of demonstrating
the generality of CFDG is the following: considering that an IFS can be specified
(compactly) using CFDG and that Barnsley [12] demonstrated that IFSs can be
used to generate any image, the same applies to CFDG. Although this generic
representation abilities are theoretically relevant, in practice the main issue is
knowing what types of images can be represented compactly. The wide set of
imagery produced by Context Free users indicates that it is possible to generate a
large amount of complex and beautiful shapes with surprisingly small grammars.

A more interesting question is knowing which languages of shapes can be
expressed using CFDG. Once again theory and practice can be quite different.

From a theoretical standpoint, the set of all images of a given resolution,
albeit vast, is finite [7]. As such, considering a fixed resolution, any given shape
language is also a finite collection of shapes. Since it is possible to represent
any image with CFDG and that union is a trivial operation for context free
languages, it follows that any family of shapes can be represented2.

In practice, defining a language of shapes through enumeration is either un-
feasible or uninteresting. Thus, from a practical standpoint we can consider the
set of all images and the set of all shape languages infinite. It then follows that
it is not possible to represent any language of shapes, nor even the set of all
recursive languages, since the pumping lemma for context free languages aplies.
Like previously, the hand-coded examples of CFDG languages developed by the
numerous users of Context Free indicate that, in spite of this limitations, it is
possible to create interesting and sophisticated shape languages with compact
CFDG grammars.

2 Consider that you have two grammars, A and B, with initial symbols SA and SB ,
A∪B can be attained by: preserving all the production rules of A and B; creating a
new initial symbol, SA∪B ; adding the production rules SA∪B → SA and SA∪B → SB .
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5 Experimentation

The main goals of the experiments conducted were testing the ability of the
system to: (i) evolve appealing and complex shapes; (ii) cope with hand-coded
CFDGs; (iii) evolve families of shapes.

The analysis of the experimental results attained by evolutionary art systems,
specially user driven ones, entails a high degree of subjectivity. In our case, there
is an additional difficulty: each individual encodes a set of images. Considering
these difficulties, space restrictions, and the visual nature of the results, we chose
to focus on a single evolutionary, which can be considered typical.

To address goal (ii) we initiate the run using 6 hand-coded CFDGs down-
loaded from the Context Free gallery [11]. Fig. 4 presents examples of images
created by these grammars.

In what concerns goals (i) and (iii) we already know it is possible to create
stunning imagery and visual languages using CFDG, so the main issue is de-
termining if it is possible to guide the EC algorithm to promising areas of the
search space.

The visual diversity of the populations found throughout the run was always
high (see Fig. 5). Population diversity is generally welcomed and has the ad-
ditional benefit of keeping the user engaged; however, we found that the user
was often distracted due to the presence of too many interesting alternatives,
and unable to keep steady evaluation criteria. Nevertheless, the user was able to
guide the EC algorithm with relative ease and promote convergence whenever it
was found necessary. In Fig. 6 we present some of the favorite images produced
by individuals of this run.

The mutation operators proved valid throughout the run producing results
that are conceptually similar to the effects of mutation in expression-based EA.
That is, the effects of mutation range from minor visual alterations to dramatic
changes in appearance induced by small changes of the genetic code, with the
later being less often [6]. Although it is subjective to say it, in what concerns
mutation, the system appears to have an adequate degree of plasticity – allowing
change – and stability – preventing chaotic behaviour.

The effects of the crossover operator appear to depend heavily on the struc-
tural similarity of the genotypes and on their size. In general terms, when the
parents are unrelated the visual appearance of each descendent tends to be
mostly determined by one of the parents (see fig. 3). This effect is particularly
visible when the genotypes are small and with hand-built grammars (which tend
to share little resemblance). Like previously, similar findings have been reported
for expression-based EA, particularly for non-random initial populations [6].

In Fig. 7 we present instances of the visual languages defined by two of the
individuals evolved during the run. The experimental results show that non-
trivial and interesting families of shapes were evolved.

During evolution the user only has access to one instance of the images an in-
dividual generates. This means that the quality, diversity and consistency of the
language of shapes generated by the individual isn’t directly assessed. Arguably,
individuals that fail to reliably generate high quality images will eventually be
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Fig. 4. Hand-coded grammars used as initial population.

Fig. 5. Images generated by the first 15 individuals of the 10th population of the run.

discarded by evolution, and the user will eventually grow tired of individuals
that systematically generate the same image. Nevertheless, this is not the same
as directly assessing the language of shapes that each individual defines, and
interesting languages may easily be overlooked. This may contribute to a lower
diversity of shapes within each family. In spite of this, the ability to create fam-
ilies of shapes is inherent to the the system and the experiments successfully
evolved interesting visual languages.

6 Conclusions and Future Work

We presented a novel evolutionary engine that allows the evolution of CFDGs, is
able to cope with non-deterministic grammars, and allows their recombination
trough a graph-based crossover operator. Due to these abilities, it successfully
overcomes the limitations of previous EC approaches where CFDGs are used.
When compared with typical expression-based and parametric evolution models
our approach presents several advantages, including the ability: to evolve visual
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Fig. 6. Images generated by some of the most valued individuals evolved during the
course of the run.

languages instead of individual images; to use hand-coded grammars; and to
allow the user to editing of the genotypes.

Although the interpretation of the results is subjective, they provide evidence
of the adequacy of the genetic operators and of the generative power and poten-
tial of the system. They also indicate that further experimentation is required to
fully explore the potential of the approach for the creation of visual languages.
Nevertheless, we consider this to be an important step in that direction.

In terms of future work, redesigning of the user interface, exploring of auto-
matic image fitness assignment schemes, and developing approaches to automat-
ically assess a language of shapes in terms of consistency, diversity and aesthetic
qualities of the generated images are our top priorities.
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Abstract. We consider some examples of creativity in a number of diverse 
cognitive domains like art, science, mathematics, product development, legal 
reasoning, etc. to articulate an operational account of creative cognition. We 
present a model of cognition that explains how metaphor creates new insights 
into an object or a situation. The model is based on assuming that cognition 
invariably leads to a loss of information and that metaphor can recover some of 
this lost information. In this model we also contrast the role of traditional 
analogy (mapping based on existing conceptualization) with the role of 
metaphor (destroying existing conceptualizations in order to create new 
conceptualizations).  

1   Introduction 

Though there have been many approaches to characterize creativity [17] [25] [31], we 
start with a simple approach which sees creativity as a process of generating a new 
perspective on a problem or a situation. We are limiting ourselves to individual 
creativity here, so the information resulting from this process need only be novel to 
the cognitive agent, and we do not yet concern ourselves with creativity in a society. 
Secondly, we do not consider usefulness of the generated information: it is sufficient 
for us here that the information be novel to the agent. In fact, if the model presented 
here is correct, it implies that there cannot be some domain-independent principle or 
heuristic that would generate only (or largely) useful perspectives. 

With these assumptions in place, the task we are undertaking is to propose a model 
that articulates the role of metaphor in the creative process and also explains why 
metaphor is so effective in generating new perspectives. In this model, we will also 
compare the role of analogy with the role of metaphor, and argue that the two play 
complementary roles in creative cognition. 

The paper is organized as follows. In the next section we will present a few 
examples to illustrate how creative insights are obtained in a few diverse domains. 
Following this, in Section 3, we will present an account in which cognition is seen to 
necessarily involve loss of some information, and in which metaphor becomes one of 
the tools that makes it possible to recover some of this lost information. At the end of 
this section we will also compare the role of analogy with the role of metaphor. 
Finally, in Section 4, we will summarize the main points of this paper, and mention 
future research directions.  
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2   Creativity in Cognition: Some Examples 

We start by considering some concrete instances where a new insight or a new 
perspective was generated. The examples are taken from a number of diverse domains 
including art, legal interpretation, mathematics, and product development. At the end 
of this section we will present a brief overview of the cognitive mechanisms 
underlying creativity that have been proposed in the past research.  

2.1   Creativity in Art  

In a recent study, Okada et al  [20] consider the evolution of artistic style and 
creativity in the works of a Japanese artist Shinji Ogawa over several years. One 
interesting point in this study is how the artist hit upon an idea that led to a series of 
work: “[Shinji Ogawa] was a part-time teacher at a vocational-technical school of 
media art. When he was preparing for a class, he accidentally erased part of a picture 
on a computer screen by mistakenly pushing a keyboard button. At that moment, he 
came up with the idea that if something very important and valuable suddenly 
disappears, a new value may be generated and a new world could be created. With 
this idea, he tried to create a new movie poster for Roman Holiday by erasing the 
main actress, Audrey Hepburn, from the original poster. This was the beginning of the 
artwork series, ‘Without You’.” [p. 194]. 

Though the authors chose to interpret this example in terms of analogical 
modification, it resonates strongly with Piaget’s account of how new schemas emerge 
through sensorimotor interactions with the environment. The example presented 
above bears a strong resemblance to Piaget’s account of how a child brings a toy to 
her mouth in order to suck, accidentally notices the bright color of the toy and starts 
bringing toys near her face to look at them, eventually generalizing into a schema of 
‘bringing objects to the face in order to look at them’ [21][22]. In Mr. Ogawa’s case, 
he accidentally discovered the operation of ‘delete figure from a picture’, realized 
artistic potential of it, and a new style of artwork was born. That the discovery was 
made accidentally is not so relevant for our argument here, but what we would like to 
emphasize is that the discovery resulted from the application of a familiar operation 
(‘delete’) to a familiar object but in a novel way. 

Interestingly, similar episodes occurred later as well in Mr. Ogawa’s career. Okada 
et al note: “Mr. Ogawa happened to pick up a postcard at hand with old Western 
scenery and drew a duplicate building next to an original one. Then he mailed it, as a 
postcard, to a gallery owner. When he heard from the gallery owner telling him that 
staff members of the gallery talked highly about his postcard, Mr. Ogawa decided to 
start a new artwork series, ‘Perfect World’, in which he duplicates a person or a thing 
in postcards or photographs of scenery.” [p. 195] 

The operations of ‘delete’ and ‘duplicate’ are quite similar. In the framework of 
Hofstadter [7], one could say that one operation slipped into a neighboring operation 
to lead to another creative insight. Or one could see it in terms of a Piagetian schema 
of related operations that are applied to a different class of objects. It is important to 
underscore the ‘different’ part here. When handling photographs of famous 
landmarks, people, etc., we could change the contrast, brightness level, perhaps apply 
red-eye reduction tool, but we do not normally delete or duplicate objects, and much 
less so if the object is the main theme of the photograph. In other words, we could say 
that the creative insights resulted from applying a set of familiar operations to a set of 
[also familiar] objects that are not usually associated with the operations. This is the 
key point that makes metaphor an invaluable tool for generating creative insights, 
something that we will keep reiterating in the rest of the paper. 
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2.2   Creativity in Legal Interpretation 

Even though law is a domain that is normally not associated with creativity — for one 
expects a straightforward application of legal principles and many judicial scholars 
frown on any deviation from the literal interpretation of the legal text — in our 
previous research [8] [10] we have found a number of situations where a new 
perspective or insight was a key factor in a legal discourse. We briefly present two 
such examples here.  

The first example is taken from [8]. In Australia and England, when a married 
couple divorces, the division of property was determined in large part by the old case 
law of ‘Husband and Wife’ and by various Acts. These generally provided for 
division according to economic value added into the marital assets. This was plainly 
unjust where the husband had worked, while the wife cared for children and 
maintained the household. In such situations, the standard decision was, until recently, 
that the husband would get the lion’s share of the property. However in an example of 
productive thinking, in Baumgartner v Baumgartner [(1987) 164 CLR 137] the High 
Court of Australia introduced a principle from a completely different area of law and 
held that the wife’s work placed into the house meant she had an equitable interest in 
it. The husband, though legally the owner of the house, actually held part of it in a 
‘constructive trust’ for his wife. This decision was soon followed by a number of 
other similar decisions by other courts, and is now the standard approach. 

This illustrates a novel application of the legal concept of constructive trusts to a 
set of situations for which it was not originally intended, which resulted in a new way 
of rendering judgment on them. Similarly, the decision of Lord Denning in the High 
Trees case [Central London Property Trust Ltd v High Trees House Ltd [1947] KB 
130], which modified contract law by introducing another equitable principle, 
‘promissory estoppel’, is another example where a legal concept from a different area 
was applied to deal with a problem in a domain for which it was not originally 
intended. (See also [27].) 

The second example [10] concerns the case of a hot-dog stand operator, who 
claimed tax-deduction for the kitchen at home where hot-dogs were prepared [Baie, 
74 T.C. 105 (1980)]. One argument made by B. was that her kitchen was a 
manufacturing facility of the business. The judges remarked: “We find this argument 
ingenious and appealing, but, unfortunately, insufficient to overcome the 
unambiguous mandate of the statute.” [74 T.C. 110 (1980)]. The point to emphasize 
here is that the category ‘manufacturing facility’, which is not normally associated 
with this situation, is applied to the kitchen where hot dogs are prepared resulting in a 
novel perspective. 

To summarize, we see that the application of a legal concept to a domain or a 
situation for which it was not originally intended, can sometimes result in a new way 
of looking at the situation thereby leading to a novel judgment.  

2.3   Creativity in Mathematical Reasoning 

Consider George Cantor’s theory of transfinite numbers, in particular, his arguments 
concerning the levels of infinity  [1]. Two of his key proofs, namely that 1) rational 
numbers have the same cardinality as natural numbers, and that 2) real numbers are 
more numerous than natural numbers, can now be understood by a high-school 
student. However, when originally proposed, they were considered very radical. 
Many leading mathematicians at that time refused to accept his formalization of set 
theory and its implications for infinite sets. Yet, Cantor’s insights were derived from 
applying the operation of making one-to-one correspondence, which was already well 
known for finite sets for hundreds of years, to infinite sets. In addition, he used a 
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particular way of arranging infinite numbers in an array and counting them in such a 
way that two (or more) infinite dimensions can be mapped onto a single dimension of 
infinity. A somewhat different operation applied to a similarly arranged two-
dimensional layout of numbers led to his famous diagonal argument, where he 
showed that certain sets cannot be put in a one-to-one correspondence with natural 
numbers.  

To emphasize, we see again that the application of familiar operations to a different 
sets of objects resulted in a novel perspective. For indeed, the theorems and proofs 
discovered by Cantor revealed a whole new aspect of numbers and opened a fresh 
chapter in mathematical research. 

2.4   Creativity in Product Development 

Consider a case study described in Schön [24] where a product development team was 
faced with the problem of figuring out why synthetic-fiber paintbrushes were not 
performing as well as natural-fiber paintbrushes, and to improve their performance. 
The members of the team tried many ideas — for instance, they noticed that the 
natural fibers had frayed ends, and they tried to have synthetic fibers with frayed ends 
too — but without success. The breakthrough came when one member of the team 
suggested that the paintbrush might work as a pump. This idea was initially 
considered quite shocking, for a paintbrush and a pump were thought to be very 
dissimilar. Yet, in trying to make sense of the analogy, a new ontology and structure 
for the paintbrush was created. In this new representation, the paint was sucked in the 
space between the fibers through capillary action, and when the fibers were pressed 
against the surface to be painted, the curvature of the fibers caused a difference in 
pressure that pumped out the paint from the space between the fibers onto the surface 
to be painted. From this new ontology, when the synthetic-fiber and natural-fiber 
paintbrushes were compared, it was found that the synthetic fibers bent at a sharp 
angle against the surface, whereas the natural fibers formed a gradual curve. Thus, 
juxtaposition with pumping caused a new perspective to be created on the process of 
painting and paintbrush. 

There are many other such examples [Gordon 1961] where seeing one familiar 
object as another familiar object, but one that is not normally associated with the first 
object, led to a new perspective and eventually to solving a difficult problem. 

2.5   Cognitive Mechanisms of Creativity 

So far we have seen a number of examples where a set of operations or concepts are 
applied to an object or a situation with which they are not normally associated, 
resulting in a novel perspective. Perhaps not surprisingly, such mechanisms have been 
noted and studied in the past by various researchers, and they have been known under 
different labels. Here we summarize a few major veins of this research. 
 
Making the Familiar Strange: Gordon and his colleagues [6] studied creative 
problem solving in real-life situations for many years, and found that one way to get a 
new perspective on the target problem is to look at in a strange way. The mechanism 
is they proposed is to juxtapose the target problem or object with a completely 
unrelated object or situation.  
 
Displacement of Concepts: Schön [24] emphasized that in order to get a new insight 
about a concept, it needs to be displaced, that is, put in the context of other unrelated 
concepts. He emphasized that the most important step in problem solving is problem 
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setting, that is how the problem is stated and viewed, and metaphors play a key role in 
this step. 
 
Bisociation: Koestler [18] coined this term to emphasize that the pattern underlying a 
creative act is the perception of a situation or an idea in two self-consistent but 
habitually incompatible frames of reference.  
 
Lateral Thinking: Edward de Bono [4] contrasted vertical thinking with lateral 
thinking. In the former, one starts with some assumptions and explores their 
implications deeper and deeper. But in lateral thinking, the goal is to look at the 
problem in different ways so that the familiar assumptions one makes about it can be 
questioned and perhaps a new set of assumptions can be brought in. 
 
Estrangement. Rodari [23] focused on creativity in inventing stories, and proposed 
many practical methods that stimulate imagination and creativity in children (and in 
adults). Many of his methods rely on random juxtaposition of concepts. One 
mechanism he emphasizes as the first step in creating riddles is estrangement, where 
you are asked to see the object as if for the first time. In other words, instead of seeing 
the object in terms of the familiar categories it naturally evokes, you are asked to 
consciously block this evocation and try to view the object as if it is a strange object 
you are seeing for the first time.  
 
Conceptual Blending. Fauconnier and Turner [5] analyzed how people combine 
perceptual, experiential and conceptual aspects of different concepts subconsciously 
to generate new insights. 
 
Though each of these approaches has its own peculiarities, they all emphasize that in 
order to get a new insight about an object or situation, we need to get away from, or 
break, its existing conceptualization. In this task, viewing the object in terms of (or 
juxtaposing it with) another unrelated object can be a key step.  

3   An Account of Creativity in Cognition 

We saw numerous examples in the last section that show that to get a new perspective 
on an object or a situation, an approach that often works is to apply operations that are 
not normally associated with that object, or to see that object as another unrelated 
object. Here we will propose a model to explain why this process works as it does. 

3.1   Cognition and Loss of Information 

Here we argue that every act of conceptualization (or cognition) invariably involves 
some loss of information. When we choose to label an object as a ‘chair’ numerous 
specific details of the object, like its color, the material it is made of, shape, etc. are 
all lost. Of course, we could make our conceptualization of the object more specific 
— it is a red chair, made of teak, with a high back, and so on — but no matter how 
detailed the conceptual representation is made, there is always some aspects of the 
object that are excluded, and it is these excluded aspects that constitute the 
information lost in the conceptualization. (This precisely is the theme of a short story 
Del Rigor en la Ciencia (On Exactitude in Science), by Jorge Luis Borges and Adolfo 
Casares.) 
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Whenever this lost information becomes crucial to solving the problem, then the 
existing representation becomes hopelessly inadequate. In the paintbrush example 
presented above, the information about the spaces between the brush fibers etc. was 
discarded in the then existing model of painting, so no matter how much and how 
hard the product development team tried, the problem could not be solved. It was 
necessary to change the representation or the conceptualization of the object. 

3.2   Interaction with the Environment Through Actions and Gestalt Projection 

If the hypothesis presented above is correct, namely that some information is 
invariably lost in conceptualization, the next question is how can we recover, at least 
partially, this information. Here we assume that we do not have the God’s eye view of 
the world, meaning that we do not have another way to access the object except 
through the cognitive agent. This may seem a technicality, but it is a very crucial 
point, so let us elaborate a bit. In a computer simulation or a model, one can posit a 
very rich and detailed representation of the object, and then show how a 
conceptualization picks out some aspects of this rich representation, while ignoring 
others. For example, the rich representation of a chair may include its material, shape, 
color, weight, and so on, but the conceptualization can only include legs, seat and 
back. However, for us here, the rich representation is not available, for if it were, it 
would be just another conceptualization, and there will still be some lost information. 
In other words, that our conceptual representation of an object does not include all the 
information about the object is like an existence proof: we can argue about its 
existence but we cannot say what it is. So the key question is how can we become 
aware of this lost information, and how can we recover at least some of it.  

Piaget’s action-oriented approach provides a possible way to addressing this 
question. Piaget argued that an object is relevant or meaningful to a cognitive agent in 
only as far as how the agent may act on it. Thus, a ball is something that a baby might 
roll, kick, squeeze, and so on. In this approach, novel aspects of an object may be 
revealed when the agent carries out new actions on it. Moreover, the actions can be 
internalized actions, which are called operations in Piaget’s framework. In our earlier 
work [13], we have used the term gestalt projection to emphasize that it is not just 
individual operations, but a network of operations, namely a schema or a gestalt, that 
are projected onto the internalized object or situation. In other words, a cognitive 
agent can get more information about an object or a situation by projecting a different 
gestalt, or a different set of operations onto it. 

3.3 Metaphor: A Tool for Generating New Information about the Environment 

So far we have argued that all conceptualization involves some loss of information, 
and that some of this lost information may be recovered by projecting a different 
gestalt or a different set of operations onto it. But this is essentially what a metaphor 
does! By inviting us to see one object as another, we are forced to project the 
conceptual organization of the second object (usually referred to as the source) onto 
the experiences, images etc. of the first object (usually referred to as the target). Thus, 
metaphor can be a useful and powerful tool to get new information about the 
environment. 

This is essentially the crux of the arguments made by Turbayne [28]. He argued 
that though we can understand the world only through some metaphor or other, we 
enrich our understanding by viewing the world through two different metaphors. 
What a metaphor does is essentially give us an alternate conceptualization of the 
target. While this alternative conceptualization also loses some information (as all 
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conceptualizations do), the point is that this loses a different kind of information than 
what was lost in the original conceptualization, and taking them together we recover 
some of the lost information. (See also [14] and [24].) In this way, metaphor becomes 
a potent cognitive tool for generating creative insights. 

An interesting consequence of this view is that there cannot be any a priori 
criterion for determining which metaphors will be useful for a particular problem or to 
achieve a particular goal. If it is the missing information that is the key to solving the 
problem, then the existing conceptualization is hopelessly inadequate in pointing the 
way to recovering this information. The metaphor approach presented here is 
essentially a trial-and-error method that makes no promise to deliver even in a 
probabilistic sense. We elaborate on this further below. 

3.4 To Analogize or Not To Analogize 

If we follow the arguments presented above, analogies, in their traditional sense at 
least, turn out to be an anathema to creativity. The reason is that analogies are based 
on mapping the structure or attributes of the source, to the structure and attributes of 
the target. So an analogy, which is based on the existing conceptualization of the 
source, will retrieve sources that are similar to the structure, thereby further 
strengthening the existing conceptualization of the target. But if the problem could not 
be solved because of the missing information, then an analogy-based approach will 
not be very useful. 

Yet, analogy has also been recognized as a key mechanism of creativity [2] [6] [7] 
[18] [19] [20]. One must distinguish between two modes of analogy here though. On 
one hand, analogy refers to “seeing one thing as another”, which is essentially the 
same as how we have characterized metaphor above. The other use of the term 
analogy refers to the process whereby the structure and the attributes of the source are 
mapped to the target. It is this latter mechanism that seems contrary to creativity 
according to the view presented here, and so it needs some further elaboration. 

The cognitive structures (categories and conceptualizations) that naturally evolve 
through a cognitive agent’s interaction with the environment reflect the priorities of 
the agent. The information that is retained in the conventional conceptualization is the 
one that has been useful to the agent (or to its ancestors) in the past, and the lost 
information may not be very relevant. So as long as one stays in the familiar domain 
(in which the conventional conceptualizations are very useful), and the problem does 
not require the lost information, reasoning from conventional operations and 
conceptualizations may be very efficient. Indeed, many of the case studies that show 
effectiveness of analogy in creative problem solving either stay within the same 
domain, or they use a source that is already similar to the target in a way that leads to 
a successful solution to the problem. However, as soon as the problem becomes 
different requiring new information, analogy becomes a hindrance, and the metaphor 
approach is called for. (See also [6] and [9].) 

To put this in another way, metaphor in the making-the-familiar-strange mode is a 
cognitively expensive operation, with no a priori guarantee if it will succeed, or when 
it will succeed. Therefore, this is used sparingly, and only when other avenues (like 
reasoning from analogy) have been tried out and were not successful. 

3.5 Implications for Computational Modeling 

The account of creativity and cognition articulated here has a number of implications 
for computational modeling, and we will briefly highlight a few major ones. First of 
all, traditional approaches based on mapping existing symbolic representations clearly 
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have limitations [3] as far as creativity is concerned. They do capture a certain aspect 
of creativity in noticing new connections between existing knowledge, and in 
importing novel hypotheses from the source to the target, but they do not produce a 
paradigm shift of Kuhnian kind. In this regard, models based on corpus-based 
analyses and distributed representations seem more promising [26] [29] [30], but so 
far they are limited to linguistic metaphors. 

Another approach is to model the representation building process itself so that new 
representations can emerge through an interaction of concept networks and low-level 
object details that are available through sensory system or through imagination [7] 
[13]. This comes closest in spirit to the cognitive mechanisms underlying metaphor 
that we mentioned above in Sec. 2.5, for the creative insights emerge from applying a 
concept to an object (or a low-level representation of it) that is not habitually 
associated with it. In our earlier work, we have formalized this process [9] [12], and 
have applied it to model creativity in legal reasoning [10], but clearly much more 
work remains to be done. Moreover, in real-life, a number of different cognitive 
processes may act in consort to generate a creative insight, modeling of which may 
require hybrid architectures [19].  

4   Conclusions and Future Research 

We have articulated an account of cognition here in which cognition necessarily 
involves loss of some information. Creativity essentially lies in recovering some of 
this lost information, and metaphor play a fundamental role in this process. This, 
however, is a cognitively expensive operation. In many situations, such a novel 
perspective is not needed, so other problem-solving methods, including analogy, may 
be more efficient.  

Following the ideas outlined in our earlier research [11], it is possible to build a 
number of computer-based creativity-support systems to reduce the cognitive load on 
the agent in generating novel ideas and perspectives, or to stimulate their imagination 
in coming up with more creative ideas. We have demonstrated this point in a story-
telling system that was designed and implemented earlier [16]. Currently we are 
working on designing and implementing another system to retrieve and display pairs 
of pictures that are based on perceptual similarities but are conceptually very 
different, in order to stimulate the user’s creativity [15]. 
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Abstract. Analogical reasoning can shed light on both of the two key
processes of creativity – generation and evaluation. Hence, it is a powerful
tool for creativity. We illustrate this with three historical case studies of
creative mathematical conjectures which were either found or evaluated
via analogies. We conclude by describing our ongoing efforts to build
computational realisations of these ideas.

1 Introduction

Analogical reasoning is an essential aspect of creativity [2] and computational
realisations such as [15; 20] have placed it firmly in the computational creativity
arena. However, investigation into analogical reasoning has been largely carried
out in the context of problem solving in scientific or everyday domains. In par-
ticular, very few historical case studies of analogy (excepting [16; 18]) and no
computational representations that we know of are in the mathematics domain.
There may be features that distinguish mathematics from other domains, such
as having a large number of objects as compared to relations, as opposed to do-
mains typically studied by analogy researchers [18], and recent work in analogy
[14] has suggested that current theories of analogical reasoning such as the struc-
ture mapping theory may require some modification if they are to generalise to
mathematics. This largely theoretical paper explores roles that analogical rea-
soning has played in historical episodes of creativity in mathematics. Towards
the end we also describe some computational aspects of our work.

2 A marriage of dimensions

Analogies between different geometrical dimensions, especially between two and
three dimensions, date back to Babylonian times and have been particularly
productive [16, p. 26]. The discovery of the Descartes–Euler conjecture, that
for any polyhedron, the number of vertices (V ) minus the number of edges

⋆ We are grateful to Alan Bundy for discussion on the continuity example in section
4. This work was supported by EPSRC grant EP/F035594/1.
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(E) plus the number of faces (F ) is equal to two is one such example: there are
differing accounts of its discovery, but both involve analogy at some level. Euler’s
own account of his discovery suggests that analogy to two dimensional polygons
helped to guide his search for a problem: in a letter to Christian Goldbach, Nov
1750 he wrote ... “there is no doubt that general theorems can be found for
them [solids], just as for plane rectilinear figures . . . ” (our italics). The simple
relationship that V = E for two dimensional shapes prompted a search for an
analogous relationship between edges, faces and vertices in three dimensional
solids.

In Polya’s reconstruction of this discovery [16, pp. 35-41] he suggested that
the analogy was introduced to evaluate, as opposed to generate the conjecture.
He developed a technique for using analogies to evaluate a conjecture: given ana-
logical mappings and conjectures, Polya suggested that we adjust the representa-
tion in order to bring the relations closer [16, pp. 42-43]. In the Descartes–Euler
example, the re-representation works by noting that vertices are 0D, edges 1D,
faces 2D and polyhedron 3D, and then rewriting both conjectures in order of the
increasing dimensions. In the polygonal case, V = E then becomes V −E+1 = 1,
and the polyhedral case V − E + F = 2 becomes V − E + F − 1 = 1. These
two equations now look much more similar: in both of them the number of di-
mensions starts at zero on the left hand side of the equation, increases by one
and has alternating signs. The right hand side is the same in both cases. Polya
then suggests that since the two relations are very close and the first relation,
for polygons, is true, then we have reason to think that the second relation may
be true, and is therefore worthy of a serious proof effort.

3 An extremely daring conjecture

The Basel problem is the problem of finding the sum of the reciprocals of the
squares of the natural numbers, i.e. finding the exact value of the infinite series
1 + 1

4
+ 1

9
+ 1

16
+ 1

25
+ 1

36
+ . . .. In Euler’s time this was a well known and

difficult problem, thus in this example the initial problem already exists. Euler

used analogical reasoning to find his conjectured solution π
2

6
. To find this he

rearranged known facts about finite series and polynomials in order to draw
an analogy between finite and infinite series, and then applied a rule about
finite series to infinite series, thus discovering what is referred to by Polya as
an “extremely daring conjecture” [16, p. 18]. Euler then spent years evaluating
both this conjecture and his analogous rule.

4 A split in the real continuum

Cauchy’s conjecture and proof that “the limit of any convergent series of con-
tinuous functions is itself continuous” [3, p. 131] is another example in which a
rule for one area is analogously assumed to hold for another area. In this case
the source domain is series and the target limits, and the rule assumed to hold
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is that “what is true up to the limit is true at the limit”. Lakatos [9, p. 128]
states that throughout the eighteenth century this rule was assumed to hold and
therefore any proof deemed unnecessary. However, this example is complicated:
Cauchy’s claim is generally regarded as obviously false, and the clarification of
what was wrong is usually taken to be part of the more rigorous formalisation
of the calculus developed by Weierstrass, involving the invention of the concept
of uniform convergence.

This episode was treated by Lakatos in two different ways. Cauchy claimed
that the function defined by pointwise limits of continuous functions must be
continuous [3]. In fact, what we take to be counter-examples were already known
when Cauchy made his claim, as Lakatos points out in his earlier analysis of
the evolution of ideas involved [9, Appendix 1]. After discussion with Abraham
Robinson, Lakatos then saw that there was an alternative analysis. Robinson
was the founder of non-standard analysis, which found a way to rehabilitate talk
of infinitesimals (for example, positive numbers greater than zero, but less than
any “standard” real number (see [17], first edition 1966). Lakatos’s alternative
reading, presented in [10], is that Cauchy’s proof was correct, but that his notion
of (real) number was different from that adopted by mainstream analysis to this
day. In analogy terminology, people who had different conceptions of the source
domain were critiquing the target domain which Cauchy developed.

5 Computational considerations

We are exploring these ideas computationally in two ways. Firstly, we are using
Lakoff and Núñez’s notion of mathematical metaphor [11]. Lakoff and Núñez
consider that the different notions of “continuum” outlined in §4 correspond to
a discretised Number-Line blend (in the case of the Dedekind-Weierstrass reals);
a discretised line as the result of “Spaces are Sets of Points” metaphor, where
all the points on the line are represented (in the case where infinitesimals are
present); or by a naturally continuous (physical) line [11, p. 288]. This approach
provides promising avenues for the understanding of the relationships between
the written representation of the mathematical theories, in this case mostly in
natural language, the mathematical structures under consideration, and the ge-
ometrical or physical notions that informed the mathematical development. We
are using the framework of Information Flow [1] to be more precise about what
constitutes metaphors (and blends), by looking at the possible metaphorical re-
lationships in terms of infomorphisms between domains. In [7; 8] we show how
Information Flow theory [1] can be used to formalise the basic metaphors for
arithmetic that ground the notions in embodied human experience (grounding
metaphors). This gives us a form of implementation of aspects of the theory
evolution involved here. We are extending this to Fauconnier and Turner’s con-
ceptual blending [4] and Goguen’s Unified Concept theory [6].

Secondly, Schwering et al. have developed a mathematically sound frame-
work for analogy making and a symbolic analogy model; heuristic-driven theory
projection (HDTP) [19]. Analogies are established via a generalisation of source
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and target domain. Anti-unification is used to compare formulae of source and
target for structural commonalities, then terms with a common generalisation
are associated in the analogical mapping. HDTP matches functions and pred-
icates with same and different labels as well matching formulae with different
structure. In particular, one of its features is a mechanism for re-representing a
domain in order to build an analogy. We are using this system to generate the
domain of basic arithmetic from Lakoff and Núñez’s four grounding metaphors.

6 Conclusions

Analogy was used in the first example to find, or generate a problem, for which
values could subsequently be conjectured. Also, importantly, it was used to aid
evaluation (thus forming an essential tool in McGraw’s “central loop of creativ-
ity” [13]). This is particularly interesting given that humans are not very good
at making judgements, particularly in historically creative domains, and is not
a generally noted use of analogy. The importance of re-representation in order
to make a more convincing analogy, making sure that any preconditions for the
re-representation are satisfied is also clear in all of these examples. In our second
case study the original problem, to find an exact value for the sum of the recipro-
cals of the squares, was invented independently of the analogy which was used to
solve it. Euler then tested his application of the rule he used, and this rule itself,
rather than the solution to the Basel problem, became the major contribution
of Euler’s work in this area. The freedom with which one can apply a rule from
one domain to another depends on the extent to which the second domain has
already been developed. In Euler’s time, while the modern mathematical con-
cept of infinity was not developed, infinite series were an established concept,
and thus Euler’s work with infinite series had to fit with the structure already
developed. In other examples, the target domain is much less developed and the
analogiser may be able to define the domain such that a desired rule holds. Ex-
amples include the operations of addition/subtraction on the reals as analogous
to multiplication/division: both are commutative and associative, both have an
identity (though a different one) and both admit an inverse operation. Alterna-
tively, it may not be possible to define a target domain such that a particular
rule from a source domain holds: in Hamilton’s development of quaternions he
wanted to develop a new type of number which was analogous to complex num-
bers but consisted of triples. He was unable to define multiplication on triples,
but did discover a way of defining it for quadruples as i

2 = j
2 = k

2 = ijk = −1.
However, his multiplication was non-commutative, although it was still associa-
tive and distributive. Another possibility is that an analogiser may actively wish

to create a target domain in which a rule from a source domain is broken. One
example is the development by Mart́ınez [12] of a system in which the tradi-
tional rule that (−1)(−1) = +1 is changed to (−1)(−1) = −1, resulting in a new
mathematical system.

Focusing on analogy as a way of developing new mathematical ideas raises
questions about how novel these ideas can be. By definition, an analogy-generated
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idea must share some sort of similarity with another domain, familiar to the cre-
ator. Thus the criterion of novelty, accepted as necessary for creative output
seems to be under threat. In this paper we leave aside such considerations: since
we consider the examples we give to be both unambiguously creative and un-
ambiguously based on analogy, it seems that any definition of novelty must not
exclude analogy. We intend to address this question in a future paper.
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Abstract. We present a preliminary computational model of visual analogy that 

uses fractal image representations that rely only on the grayscale pixel values of 

input images, and are mathematical abstractions quite rigorously grounded in 

the theory of fractal image compression.  We have applied this model of visual 

analogy to problems from the Raven’s Progressive Matrices intelligence test, 

and we describe in detail the fractal solution strategy as well as some 

preliminary results.  Finally, we discuss the implications of using these fractal 
representations for memory recall and analogical reasoning.  

1   Cognition, Computation, and Creativity 

We may study creative behavior at many levels of aggregation and abstraction 

ranging from environmental and genetic to neural and cognitive to social and cultural. 

Our work on computational creativity focuses on the cognitive level. Although at 

present there is little agreement in the cognitive sciences about the proper 

characterization of creativity, nevertheless there is broad and deep consensus that 

analogy is a core cognitive process of creative behavior, e.g. [1]–[8].  Indeed, some 

cognitive scientists have argued that analogy is a core process not only of creativity, 

but all cognition, including perception [6][9].  Thus, understanding the computational 

processes of analogy seems critical to understanding and developing computational 

models of creativity.  

We may classify computational theories of analogy into two broad categories. In 

one category are theories that propose general-purpose mechanisms for mapping and 

transfer of relations from one problem to another, e.g. production systems [10], 

structure mapping [11][12], schema induction [13], and constraint satisfaction [14].  

These mechanism theories typically make few commitments about the contents of 

knowledge; indeed, their mechanisms are general-purpose because they are agnostic 

towards knowledge contents.  In the other category are computational theories that 

describe contents of knowledge that drive analogies in creative tasks such as story 

understanding [15], diagram understanding [16][17], scientific problem solving 

[18][19], innovative design [20][21][22], and calligraphy [23]. These content theories 

of analogy, too, describe computational processes, but their processes are driven by 

the contents of knowledge (and corresponding vocabularies for capturing the 

knowledge contents). The extant content and mechanism computational theories of 

analogy nevertheless are united in their use of propositional representations: From 
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the perspective of the content theories of analogy, the mechanism theories offer 

potential substrates for computational implementation.  

We present a preliminary computational theory of visual analogy that is 

fundamentally different from both content and mechanism theories because it uses 

fractal representations instead of propositional ones. Visual analogy is a topic of 

longstanding interest in computational creativity because of its central role in many 

creative tasks such as intelligence tests [24]. In particular, in this paper, we focus on 

geometric analogy problems that are a type of visual analogy problems: geometric 

analogy problems focus solely on shapes, sizes and locations of the shapes, and 

spatial relations among the shapes. Fractal image representations rely only on the 

grayscale pixel values of input images, and are mathematical abstractions quite 

rigorously grounded in the theory of fractal image compression [25].  

Below, first we describe how fractal representations can be used for computing 

features and similarity among distinct images, and how these operations can be 

combined to form a technique for creating visual analogies using purely pictorial 

inputs.  Second, we present initial experimental results from using this method on 

geometric analogy problems that occur on the standardized intelligence test called the 

Raven’s Progressive Matrices test [26]. Third, we discuss how this fractal model of 

visual analogy may be considered to be a mechanism for creativity. 

2   Fractal Image Representation 

Consider the general form of an analogy problem as: 

 

A : B :: C : ? 

 

In the case of a visual analogy, we can present each of these analogy elements to be a 

single image. Some unknown transformation T can be said to transform image A into 

image B, and likewise, some unknown transformation T' transforms image C into the 

unknown answer image.   

The central analogy in the problem may then be imagined as requiring that T is 

analogous to T'.  In other words, the answer will be whichever image D yields the 

most analogous transformation.  Using fractal representations, we shall define the 

most analogous transform T' as that which shares the largest number of fractal 

features with the original transform T. 

2.1   Mathematical Basis 

The mathematical derivation of fractal image representation expressly depends upon 

the notion of real world images, i.e. images that are two dimensional and continuous 

[25].  A key observation is that all naturally occurring images we perceive appear to 

have similar, repeating patterns. Another observation is that no matter how closely 

you examine the real world, you find instances of similar structures and repeating 

patterns. These observations suggest that it is possible to describe the real world in 
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terms other than those of shapes or traditional graphical elements—in particular, 

terms which capture the observed similarity and repetition alone.   

Computationally, to determine the fractal representation of an image requires the 

use of the fractal encoding algorithm.  The collage theorem [25] at the heart of the 

fractal encoding algorithm can be stated concisely: 

 

For any particular real world image D, there exists a finite set of affine 

transformations T which, if applied repeatedly and indefinitely to any other real 

world image S, will result in the convergence of S into D. 

 

We now shall present the fractal encoding algorithm in detail. 

2.2   The Fractal Encoding Algorithm 

Given an image D, the fractal encoding algorithm seeks to discover the set of 

transformations T.  The algorithm is considered “fractal” for two reasons: first, the 

affine transformations chosen are generally contractive, which leads to convergence, 

and second, the convergence of S into D can be shown to be the mathematical 

equivalent of considering D to be an attractor [25]. 

Here are the general steps for encoding an image D in terms of another image S: 

 

1) Decompose D into a set of N smaller images {d1, d2, d3, ..., dn}. These individual 

images are sets of points. 

2) For each image di:  

a) Examine the entire source image S for an equivalent image si such that an 

affine transformation of si will result in di. This affine transformation will be 

a 3x3 matrix, as the points within si and di under consideration can be 

represented as the 3-D vector <x, y, c> where c is the (grayscale) color of 

the 2-D point <x,y>. Collect all such transforms into a set of candidates C. 

b) Select from the set of candidates that transform which most minimally 

achieves its work, according to some predetermined and consistent metric. 

c) Let Ti be the representation of the chosen affine transformation of si into di. 

3) The set T = {T1, T2, T3, ..., Tn} is the fractal encoding of the image D. 

 

The decomposition of D into smaller images can be achieved through a variety of 

methods.  In our present implementation, we merely choose to subdivide D in a 

regular, gridded fashion, typically choosing a grid size of either 8x8 or 32x32 pixels.  

Alternate decompositions could include irregular subdivisions, partitioning according 

to some inherent colorimetric basis, or levels of detail. 

2.3   Searching and Encoding 

The search of the source image S for a matching fragment is exhaustive, in that each 

possible correspondence si is considered regardless of its prior use in other discovered 

transforms.  Also, for each potential correspondence, each transformation under a 
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restricted set of affine, similitude transformations is considered.  Our implementation 

presently examines each potential under identity (I), horizontal (HF) and vertical (VF) 

reflections, and 90° (R90), 180° (R180), and 270° (R270) rotational transformations.  

The metric we employ to evaluate candidate transformations prefers those 

transformations which induce the least translation, rotation or reflection, and color 

manipulation.  We use this to ensure that areas which are aligned in a Cartesian sense 

are chosen.  We shall revisit this important metric in a later section. 

Once a transformation has been chosen, we construct a compact representation of 

it, called a fractal code.  A fractal code Ti is a 3-tuple, < <sx, sy>, <dx, dy>, k, c >, 

where <sx, sy> is the location of the leftmost and topmost pixel in si; <dx, dy> is the 

location of the leftmost and topmost pixel in di; k ∈ { I, HF, VF, R90, R180, R270 } 

indicates which affine transformation is to be used; and c ∈ [ -255, 255 ] indicates the 

overall color shift to be added uniformly to all elements in the block. 

Note that the choice of source image S is arbitrary.  Indeed, the image D can be 

fractally encoded in terms of itself, by substituting D for S in the algorithm.  Although 

one might expect that this substitution would result in a trivial encoding (wherein all 

of the chosen fractal codes correspond to an identity transform), in practice this is not 

the case, for we want a fractal encoding of D to converge upon D regardless of chosen 

initial image.  For this reason, the size of source fragments considered is taken to be 

twice the dimensional size of the destination fragment, resulting in a contractive 

affine transform.  Similarly, color shifts are made to contract. 

The fractal encoding algorithm, while computationally expensive in its exhaustive 

search, transforms a real world image into a much smaller set of fractal codes, which 

form, in essence, an instruction set for reconstituting the image.  This resulting fractal 

representation of an image D vis-à-vis another given image forms the basis of our 

investigation into solutions for visual analogy problems. 

2.4   Determining Fractal Features 

As we have shown, the fractal representation of an image is a set of specific affine, 

similitude transformations, a set of fractal codes, which compactly describe the 

geometric alteration and colorization of fragments of the source image that will 

collage to form the destination image.  While it is tempting to treat contiguous subsets 

of these fractal codes as features, we note that their derivation does not follow strictly 

Cartesian notions (e.g. adjacent material in the destination might arise from strongly 

non-adjacent source material).  Accordingly, we consider each of these fractal codes 

independently, and construct candidate fractal features from individual codes.  

In our present implementation, each fractal code < <sx, sy>, <dx, dy>, k, c > yields 

a small set of features, generally formed by constructing subsets of the tuple: 

 

 < <sx, sy>, <dx, dy>, k, c >: a specific feature; 

 < < dx - sx, dy - sy >, k, c >:   a position agnostic feature; 

 < <sx, sy>, <dx, dy>, c >:    an affine transform agnostic feature; 

 < <sx, sy>, <dx, dy>, k >:  a color agnostic feature; 

 < k, c >:    an affine specific feature; 

 < c >:    a color shift specific feature. 
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As shown, the features derived may be categorized into either specific or agnostic 

aspects.  Our implementation of the fractal encoding algorithm employs a metric 

which minimizes the transformative work (either geometrically or colorimetrically) 

expressly due to our desire to exploit specific feature matches.   

    With this basis of fractal representation and feature discovery, we now may address 

the problem of visual analogy. 

2.5   A Fractal Process of Visual Analogy 

To find analogous transforms, our algorithm first visits memory to retrieve a set of 

candidate solution images D to form candidate solution pairs in the form <C, D>.  

For each candidate pair of images, we generate the fractal encoding of the candidate 

image D in terms of the former image C.  As we illustrated earlier, from this encoding 

we are able to generate a large number of fractal features per transform.  We store 

each transform into a memory system, indexed by and recallable via each associated 

fractal feature. 

To determine which of the candidate images has resulted in the most analogous 

transform to the original problem transform T, we first fractally encode that 

relationship between the two images A and B.  Next, using each fractal feature 

associated with that encoding, we retrieve from the memory system those transforms 

previously stored as correlates of that feature (if any).  Considering the frequency of 

the transforms recalled, for all correlated features in the target transform, we then 

calculate a measure of similarity.   

This metric reflects similarity as a comparison of the number of fractal features 

shared between candidate pairs taken in contrast to the joint number of fractal features 

found in each pair member [27].  In our present implementation, the measure of 

similarity S between the candidate transform T' and the target transform T is 

calculated using the following formula, also known as the ratio model:  

 

S(T, T') = f(T ∩ T') / [ f(T ∩ T') + α f(T - T') + β f(T' - T) ] 

 

where f(X) is the number of features in the set X.  For our initial work, we have 

chosen values of α = β = 1.0, which, according to [27], results in this simplification: 

 

S(T, T') = f(T ∩ T') /  f(T ∪ T') 

 

The final solution is taken as the candidate image from memory that results in the 

highest measured similarity according to this measure. 

3   The Raven’s Progressive Matrices Test 

In this section, we describe the Raven’s Progressive Matrices test and present some 

preliminary results for a solution algorithm that uses the fractal algorithm for visual 

analogy described in the previous section. 
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The Raven’s Progressive Matrices (RPM) test is a standardized intelligence test 

that consists of visually presented, geometric-analogy-like problems in which a 

matrix of geometric figures is presented with one entry missing, and the correct 

missing entry must be selected from a set of answer choices.  Figure 1 shows an 

example of a problem that is similar to one of the problems in the Standard 

Progressive Matrices (SPM).   

 

 
 

Fig. 1. Example problem similar to one in the Standard Progressive Matrices (SPM) test.  

Although the test is supposed to measure only eductive ability, or the ability to 

extract and understand information from a complex situation [26], the RPM’s high 

level of correlation with other multi-domain intelligence tests have given it a position 

of centrality in the space of psychometric measures [28], and it is therefore often used 

as a test of general intelligence.   

Despite its widespread use, neither the computational nor the cognitive 

characteristics of the process of solving the RPM are well understood.  Hunt gives a 

theoretical account of the information processing demands of certain problems from 

the Advanced Progressive Matrices (APM), in which he proposes two qualitatively 

different solution algorithms—“Gestalt,” which uses visual representations and 

perceptually based operations, and “Analytic,” which uses feature-based 

representations and logical operations [29].  

Existing AI systems for problem solving on the RPM, in contrast to Hunt’s early 

work, use propositional representations [30][31].  Carpenter, Just, and Shell describe 

a computational model that simulates solving RPM problems using propositional 

representations [30].  Their model is based on the traditional production system 

architecture, with a long-term memory containing a set of productions and a working 

memory containing the current state of problem solving (e.g. current goals).  

Productions are based on the relations among the entities in a RPM problem, for 

example, the location of the dark component in a row, which might be the top half in 

the top row of a problem, bottom-half in the bottom row, and so on.  Lovett, Forbus, 

and Usher describe a model that extracts qualitative spatial representations from 
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visually segmented representations of RPM problem inputs and then uses the 

technique of structure mapping to find solutions [31].  While, as we mentioned 

earlier, production systems and structure mapping offer alternative mechanisms for 

implementing content theories of analogies, from the perspective of our work on 

fractal representations, the two are similar in that both use propositional 

representations.  

3.1   Preliminary Results from the Fractal Method of Visual Analogy 

A RPM problem can be viewed as a sequence of images (ordered in rows and 

columns), where some unknown transformation T can be said to transform one image 

into a corresponding adjacent image.  In a typical 2x2 RPM problem, there are four 

such transformations, as shown in Figure 2.  (RPM problems can also have three-by-

three matrices, which we do not address in this paper.)   

 

 

Fig. 2. Illustration of four image transformations implicit in a 2x2 RPM problem matrix.  

RPM problems are formulated to suggest that these transformations are pairwise 

analogous (i.e. the two row transformations are analogous to one another).  A 2x2 

RPM problem generally has six candidate solutions presented.  Following the 

algorithm for visual analogy described above, we seek to solve an RPM problem by 

determining which of the candidate solutions yields the most analogous 

transformations.  In particular, we perform the recall and similarity calculation 

described in Section 2.3 independently over all row and column relationships present 

in the RPM problem.  The final solution is taken as the candidate that results in the 

highest measured similarity for any such relationships. 

As an example, we shall use the “arrow” problem shown in Figure 3.  Also, while 

the complete fractal method examines each of the problem’s analogies, we shall 

restrict this detailed discussion to just one of these transformations (T1, as labeled in 

Figure 2). 

The initial transformation T1 is the fractal encoding of the transformation from the 

upper left arrow into the upper right arrow.  When encoded using a block size of 32 x 

32 pixels, this encoding generates 39 distinct fractal features. 

Each candidate answer is encoded likewise, from the upper left arrow into the 

candidate, each resulting in between 27 and 45 distinct features.   For the arrow 

problem, using a 32 x 32 block size, the similarity measures for each answer Ci are: 
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 S(T,C1) = 21 / (21+18+24) ≅ 0.333333 

 S(T,C2) = 15 / (15+24+30) ≅ 0.217391 

 S(T,C3) = 16 / (16+23+11) ≅ 0.32 

 S(T,C4) = 14 / (14+25+29) ≅ 0.205882 

 

The answer with the highest calculated similarity is deemed correct.  Therefore, the 

fractal method chooses as its answer #1. 

 

 

Fig. 3. The “arrow” problem, in the format of a 2x2 problem matrix with four answer choices.  

4   Implications of Fractal Representations for Analogical 

Reasoning and Memory Recall 

Benoit Mandelbrot coined the term “fractal” from the Latin adjective fractus and its 

corresponding verb (frangere, which means “to break” into irregular fragments), in 

response to his observation that shapes previously referred to as “grainy, hydralike, in 

between, pimply, pocky, ramified, seaweedy, strange, tangled, tortuous, wiggly, 

wispy, wrinkled, and the like” could be described by a set of compact, rigorous rules 

for their production [32].  The approach we outline in this paper seeks to define a 

class of visual representations in a similar, fractal manner, where images are taken as 

encountered and transformed into a fractal representation either with regard to other 

images or to themselves. 

The very nature of this fractal representation places an immediate emphasis on 

similarity discovery.  These discoveries are used to advantage in solving problems 

that place equivalent emphasis on visual analogy, such as the Raven’s Progressive 

Matrices test.  While the use of fractal representation is important, the emphasis upon 

visual recall in our solution afforded by features derived from those representations 

bears further discussion. 

The importance of individual discovered features presents itself strongly in our 

calculation of the similarity metric from [27].  The weights α and β may be skewed 

toward or away from equality in order to favor feature inclusion or exclusion.  We 

note that while a 2x2 RPM problem offers little opportunity for determining feature 
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importance, the class of RPM problems which are 3x3 in nature require it, for the 

additional row and column provide an in-domain manner in which to report visual 

evidence for the kinds of features to expect within the eventual successful candidate.  

Using this additional evidence would allow for the weights of feature inclusion (α) 

and exclusion (β) to become covariant with features.  We are actively exploring this 

as we prosecute solutions for 3x3 RPM problems. 

We take the position that placing candidate transformations into memory, indexed 

via those discovered fractal features, affords a new method of discovering image 

similarity.  Indeed, this method of solving the RPM, by being reminded of similar 

transformations, bears close kinship to various methods and theories of case-based 

reasoning [33], although we exploit recalled transformations toward a significantly 

different end.  That images, encoded either in terms of themselves or other images, 

may be indexed and retrieved without regard to shape, geometry, or symbol, suggests 

that the fractal representation bears further exploration not only as regards solutions to 

problems akin to the RPM, but also to those of general visual recall and analogy 

based creativity. 
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Abstract. Narrative is one of the oldest creative forms, capable of de-
picting a wide spectrum of human conditions. However, many existing
stories generated by planning-based computational narrative systems are
confined to the goal-driven, problem-solving aesthetics. This paper fo-
cuses on analogy-based story generation. Informed by narratology and
computational analogy, we present an analytical framework to survey
this area in order to identify trends and areas that have not received suf-
ficient attention. Finally, we introduce the new developments of the Riu
project as a case study for possible new narrative aesthetics supported
by analogy.

1 Introduction

Computational narrative explores the age-old creative form of storytelling by
algorithmically analyzing, understanding, and most importantly, generating sto-
ries. Despite the progress in the area, current computer-generated stories are
still aesthetically limited compared to traditional narratives. In both plot-centric
and character-centric approaches for story generation, the widely used planning
paradigm has a strong impact on these stories’ goal-driven, problem-solving aes-
thetics.

In order to broaden the range of computer generated narratives, this paper
analyzes the relatively under-explored area of story generation using computa-
tional analogy. Recent developments in cognitive science demonstrate the impor-
tance of analogy as a powerful cognitive faculty to make sense of the world [5, 10]
as well as an effective literary tool to enhance such understandings through nar-
ratives [30]. Compared to the large body of planning-based work, significantly
fewer endeavors have been spent on analogy. We argue that analogy is a promis-
ing direction towards novel narrative forms and aesthetics that planning-based
approaches cannot provide. More broadly, our focus on analogy is aligned with
Gelernter’s account on computational creativity, in which analogy functions as
the crucial link between “high focus” analytical cognitive activities and “low
focus” ones connected through shared emotions [9].
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Drawn from narratology and computational analogy, we propose an analyti-
cal framework to identify different key aspects of analogy-based story generation
and systematically classify existing systems accordingly. We will also discuss the
impact of these aspects (e.g. representation formalism) on the aesthetics of po-
tential analogy-generated stories. The purpose of our overview is to recognize
existing trends and the unexplored areas in this relatively new area of research.
In this paper, we adopt a broad definition of analogy to include not only classic
computational analogy techniques, but also other related areas, such as case-
based reasoning (CBR) [1], conceptual blending theory [5, 6], and metaphor
theory [18]. Finally, we will introduce the primary results of our Riu project as
a case study for analogy-based computational narrative systems.

In the remainder of this paper, Section 2 describes our motivation from the
vantage point of aesthetics and narratology. Section 3 presents a brief intro-
duction of computational analogy. Based on Chatman’s narratology, Section 4
presents our framework of three dimensions of analgy-based story generation
and classifies existing systems. Section 5 illustrates our approach through a case
study of the new developments of the Riu project. Finally, Section 6 summarizes
the paper and future research directions.

2 Aesthetics and Computer-Generated Narrative

Interactive narratives carry the prospect of a fully fledged medium with similar
levels of breath and depth as traditional media of storytelling [24, 27]. However,
the current state of computer-generated stories, a crucial component of inter-
active narrative, is still far from this goal. In spite of the accomplishments of
planning-based approaches, the stories they generate often fall into a very small
range of narrative aesthetics. We are not simply referring to how polished the
final writing style is. Instead, our primary concern is the built-in narrative affor-
dances and constraints of specific architectures in relation to the type of stories
they generate.

On the one hand, planning’s ability to specify the desired final state gives
authors tremendous amount of control over the story. On the other hand, its
intrinsic goal-driven, problem-solving operations place an unmistakable stamp
on the generated stories. One of the most salient examples of such planning-
based aesthetics is Meehan’s 1976 system Tale-Spin, whose style is still influential
among many recent systems. Below is an excerpt of a story generated by Tale-
Spin:

Joe Bear was hungry. He asked Irving Bird where some honey was. Irving
refused to tell him, so Joe offered to bring him a worm if he’d tell him
where some honey was. Irving agreed. But Joe didn’t know where any
worms were, so he asked Irving, who refused to say. So Joe offered to
bring him a worm if he’d tell him where a worm was...[22, p.129]

Certainly, the stories generated by modern planning-based systems have be-
come much more complex and other non-planning approaches have been devel-
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oped, some of which will be discussed in Section 4.2. For example, the Visual-
Daydreamer system explores very different non-verbal narrative aesthetics using
animated abstract visual symbols whose actions are emotionally connected [25].
However, our intention here is to systematically survey this relatively unexplored
area of computer analogy-based story generation and identify promising new di-
rections that may broaden the aesthetic range of computational narratives. As
one of such directions, our Riu system explores sequencing narrative elements
by their associations with similar events, a literary technique famously experi-
mented in stream of consciousness literature to depict human subjectivity [17].

3 Computational Analogy

Computational models of analogy operate by identifying similarities and trans-
ferring knowledge between a source domain S and a target domain T. This
process is divided by Hall [12] into four stages: 1) recognition of a candidate
analogous source, S, 2) elaboration of an analogical mapping between source do-
main S and target domain T, 3) evaluation of the mapping and inferences, and
4) consolidation of the outcome of the analogy for other contexts (i.e. learning).
The intuitive assumption behind analogy is that if two domains are similar in
certain key aspects, they are likely to be similar in other aspects.

Existing analogy systems can be classified into three classes based on their
underlying architecture [8]. Symbolic models (e.g., ANALOGY [3] and the Struc-
ture Mapping Engine [4]), heavily rely on the concepts of symbols, logics, plan-
ning, search, means-ends analysis, etc. from the “symbolic AI paradigm.” Con-
nectionist models (e.g., ACME [15], LISA [16], and CAB [19]), on the other
hand, adopt the connectionist framework of nodes, weights, spreading activa-
tions, etc. Finally, the hybrid models (e.g., COPYCAT [23], TABLETOP [7]
and LETTER-SPIRIT [21]) blend elements from the previous two classes.

4 Analogy in Story Generation

Although several analogy-based systems have been developed to generate stories,
there has not been any serious attempt to thoroughly and systematically iden-
tify different possibilities of analogy-based story generation. In order to better
understand the area, this section presents a new analytical framework to classify
different systems with the goal of presenting a clear picture of the current state
and identify the areas that have not received sufficient attention.

4.1 Analytical Framework

In this section, we propose three dimensions to classify the landscape of analogy-
based story generation: 1) the scope of analogy, 2) the specific technique of
computational analogy, and 3) the story representation formalism.

The first dimension uses narratology theory to identify the scope of analogy
— the level at which analogy is used in a narrative. In the widely accepted
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Narrative

Story

Discourse

Events

Existents

Actions

Happenings

Characters

Setting

Fig. 1. Chatman’s Taxonomy of Narrative Components [2, p.19].

theory of Chatman [2] (Figure 1), a narrative can be divided into two parts: the
story and the discourse3. A story is composed of events and existents, each of
which can be further divided into actions and happenings, and characters and
settings respectively. Finally, discourse is the ways in which a story is narrated4.
As the narrative progresses, these different elements may affect one another. For
instance, events can affect existents.

Based on Chatman’s taxonomy, we are able to locate the level at which
analogy is performed, i.e. its scope. Our description below is organized from the
local to the global scale:

Events: analogy can be used to map individual events (including character
actions and happenings) from S to T. Analogy at this level focuses on trans-
ferring only events and/or the structure of multiple events, without taking
existents into account.

Existents: existents can be fairly complicated structures. For instance, a char-
acter may have background, personality, and relations. If we partially specify
a character in T, the rest of the character traits may be automatically de-
fined by drawing analogy from another character in S, given that a strong
analogical mapping can be found between them.

Story: analogy at the story level takes both events and existents into consider-
ation as a whole. For instance, analogy at this level can map one complete
scene (including existents and sequences of events) in S to another in T.

Discourse: analogy at the discourse level focuses on mapping discursive strate-
gies, regardless of the story content.

Narrative: analogy at the complete narrative level considers story and dis-
course as a whole. Analogy at this global level is useful to identify global
structural similarities, such as “explaining past experiences using flash-backs,”
which can only be captured when considering story and discourse together.

It is worthwhile to stress that certain analogies at a more global narrative
level cannot be achieved by performing analogy at its child levels separately. For

3 Some authors also use the terms of fable and sjuzet to represent a similar division.
4 In Chatman’s terminology, what we conventionally call story generation is actually

narrative generation as it includes both story and dicourse.
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System Scope Technique Representation

Riedl & León’s [26] story CAB - generation planning-based

PRINCE [14] existents analogy - identification WordNet

GRIOT [13] / MRM [35] existents Conceptual Blending logical clauses

Minstrel [31] story CBR Rhapsody

ProtoPropp [11] story CBR OWL

Virtual Storyteller [28] story CBR planning-based

MEXICA [33] existents engagement/reflection relationship graphs
Table 1. Classification of Existing Analogy-Based Story Generation Systems.

instance, analogies at the entire story level may not be found at either the events
or existents levels alone.

The second dimension is the computational analogy method used by a sys-
tem. As mentioned before, we also include related areas such as CBR, con-
ceptual blending and metaphor theory in our definition of analogy. We further
differentiate the purpose of analogy as identification from generation. Identifica-
tion involves only generating an analogical mapping for identifying similarities
among two domains. Such similarities can be exploited later for story generation
by other techniques, as shown in Section 4.2. By contrast, generation involves
transferring inferences (knowledge) from S to T after completing the analogical
mapping, i.e. analogy itself is used for story generation. From our survey of ex-
isting systems, most CBR-based systems only create mappings between S and T
to assess similarity, and use other techniques for story generation. Hence, they
fall into the identification category. This is because traditionally CBR techniques
separate case retrieval (where similarity is used) from case reuse (where solutions
are generated).

The third dimension is the system’s story representation formalism. Different
story representation formalisms afford analogical transfers at different levels, and
hence allow different computational analogy methods to be applied. Magerko [20]
distinguishes three types of approaches to represent stories: planning languages
(which emphasize causality and structure), modular languages (which emphasize
the content of the story without focusing on the temporal relations among the
elements), and finally hybrid languages. If someone is interested in analogy-based
generation at the story level, then modular languages (such as plot points, beats)
will not be adequate, since those languages do not specify a story structure. On
the contrary, such languages represent the useful information to work at the
individual events and the existents level.

4.2 Classification of Existing Systems

The above framework can help us to classify existing analogy-based story gen-
eration systems, and more importantly, identify trends and unexplored areas.
Table 1 shows the analysis of various systems using the above three dimensions.
The first column is the name of the system, if any; the second column shows
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the level at which analogy is made (notice that this might be different from the
level at which the system generates narrative components); next is the partic-
ular analogy technique used; finally, the last column shows the particular story
representation formalism used for analogy.

Among the systems that adopt classic computational analogy, Riedl and
León’s system [26] combines analogy and planning. It uses analogy as the main
generative method and uses planning to fill in the gaps in the analogy-generated
content. The system performs analogy at the story level using the CAB algorithm
[19] and uses a representation consisting of planning operators. The PRINCE
system [14] uses analogy to generate metaphors and enrich the story by explain-
ing a story existent in the domain T using its equivalent in S. In this case,
analogy is used for identification, and a secondary method for generating local
metaphors for the overall narration.

GRIOT [13] and the Memory, Reverie Machine (MRM) system [35], the latter
is built on GRIOT, use the ALLOY conceptual blending algorithm to generate
affective blends in the generated output, poetry in the case of GRIOT and nar-
rative text in the case of MRM.

Several systems use a case-based reasoning (CBR) approach, including Min-
strel [31], ProtoPropp [11] and the Virtual Storyteller [28]. All of these three
systems perform mappings at the story level for story generation. These CBR
systems possess a case base of previously authored stories. When a system needs
to generate a story satisfying certain constraints, one of the stories in the case
base satisfying the maximum number of such constraints is retrieved, and later
adapted if necessary through some adaptation mechanism. Reminiscent of CBR,
MEXICA [33] performs mapping at the existents level in order to generate sto-
ries using an engagement/reflection cycle (also used in the Visual Daydreamer
[25]). In particular, MEXICA represents the current state of the story as a graph,
where each node is a character and each link represents their relation (e.g., “love”
and “hate”). MEXICA maps the current state to the states in the pre-authored
memories and retrieves the most similar one for the next action.

Based on Table 1, we can see that despite of their uses of different analogy
methods and story representations, all systems perform analogy at the story
or existents level. No attempts to date have been spent on performing anal-
ogy solely at the events level, solely at the discourse level, or at the complete
narrative level. These are some promising lines of future research, even though
analogy at the narrative level may require considerably large structures to rep-
resent it. Moreover, the systems discussed in this section extend the range of
aesthetic possibilities by generating stories beyond what is achievable by plan-
ning approaches.

5 A Case Study: Riu

Riu is a text-based interactive system that explores the same story-world as
Memory, Reverie Machine (MRM) [34, 35]. Compared to MRM which was de-
veloped on the framework of Harrell’s conceptual-blending-based GRIOT system
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[13], Riu uses computational analogy to influence the narratives being generated.
The goal of the Riu system is to recreate the intricate interplay between the sub-
jective inner life of the main character and the material world through computa-
tional narrative. The system produces stories about a robot character Ales, who
initially lost his memories, and who constantly oscillates between his gradually
recovering memory world and reality5. Compared to planning-based systems,
Riu generates narratives without a strong sense of an end goal. Instead, the
events and existents in the memory world and reality trigger and influence one
another. This theme of Riu, inspired by stream of consciousness literature such
as Mrs. Dalloway [32], requires novel uses of analogy and is difficult to achieve
by planning. The representation formalism of both the story and the memory
episodes is influenced by Talmy’s force dynamics model [29]. It is composed of
a sequence of phases, each of which is specified in a frame-based representation
for every particular point in time containing all the existents.

The protagonist Ales starts without any memories of the past, and gradually
recollects them during the story through a two-staged analogical identification
process: surface similarity and structural similarity. Triggers in the real world
may cause the system to retrieve memories from Riu’s pre-authored library of
memories based on surface similarities. For instance, an opening door may cause
the retrieval of a memory of the oil change tests because they are both tagged
as producing squeaky noises. Among the set of memories retrieved by surface
similarity, the one(s) sharing deep structural similarities with real world events
and existents will be recalled. An example of structural similarity can be between
Ales playing with a cat and him playing with a pet bird, because the same
structure of (play Ales X), (animal X). Such structural similarity is identified
by using SME [4] as part of the Riu system.

The Riu system also uses analogy for generation by bringing knowledge from
the memories to the real world and vice versa. For example, when given multiple
choices for action, Ales will “imagine” the consequence of each action A. First, a
clause representing A is incorporated into the current state of the story, forming
phase T0. Then, the system tries to find analogical mappings with the recollected
memories. In particular, the system maps T0 to the first phase of each of the
recollected memories. If for any memory M, composed of a sequence of phases
S0, ..., Sn, and if a strong enough mapping is found between T0 and S0, then
the system generates a collection of phases T1, ..., Tn by drawing analogy from
M (i.e., what Ales “imagines” as the consequence of action A).

Figure 2 shows a sample interaction with Riu. The story starts when Ales
finds a cat in the street. This encounter triggers one of his memories of a past
pet bird. Three choices are scribed at this point — the user can decide whether
Ales will “play,” “feed,” or “ignore’ the cat. The user first chooses to “play”
with the cat. However, the strong analogy between “playing with the cat” and
“playing with his bird” leads to the inference (generated by analogy) that “if
Ales plays with the cat, the cat will die and he will be very sad.” In this case,

5 We hereinafter use reality to refer to the main story world in contrast with the
memory world.
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Ales was walking on the street.

when he saw a cat in front of him.

When he was young, Ales used to have a bird.

Ales was so fond of it that he played with it day after day.

One day the bird died, leaving ALES very sad.

Ales hesitated for what to do with the cat.

(FEED IGNORE PLAY)

> play

No, I do not want the cat to die..., Ales thought.

(FEED IGNORE)

> feed

Ales took some food from his bag and gave it to the cat.

Fig. 2. An excerpt of User Interaction with Riu.

the “cat” in T0 is mapped to “bird” in S0, and all appearances of “bird” are
substituted by “cat” in the generation of T1 from S1. Such mappings are applied
not only to individual existents such as “cat,” but also to relations and actions.
In the resulting T1, the cat is dead and ales is sad, and hence Ales refuses to
play with the cat. The story then continues after the user selects “feed” for the
second time. This simplistic imagination of Ales would be hard to generate using
a rational planning approach.

6 Conclusions and Future Directions

In this paper, we have systematically explored the idea of generating stories
using computational analogy. Although planning-based techniques have been
proven fruitful, analogy offers new narrative possibilities as a complement to the
aesthetically goal-driven stories generated by planning.

Drawing from narratology and computational analogy, we have presented an
analytical framework consisting of three dimensions — narrative scope, analogy
technique, and story representation — and used it to classify existing systems of
analogy-based story generation. As a result, we have identified the trends of exist-
ing work and, importantly, areas requiring more attention. For instance, analogy
at the level of solely discourse, solely events, and the complete narrative level
have not been explored. We have also seen that although the story representa-
tion formalism used plays a key role on enabling certain types of analogies, little
effort is put into theorizing their effects on different story generation systems.
Additionally, we have presented a case study of the Riu system. The project not
only explores new techniques of integrating analogy, but also demonstrates the
potential of a new kind of narrative aesthetics.

Based on our analysis, we propose several interesting future lines of research.
First, most work on analogy has focused on the story and existents level. We
believe that the reason is that these two narrative elements are relatively easy
to represent using planning-based or frame-based representations. In addition,
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analogy may be applied to the unexplored scopes. Some potential theoretical
problems is how to represent discourse in ways which are amenable to analogy.

Second, the impact of story representation formalisms (e.g., plot-point based,
beat based, and planning-based) on analogy and essentially story aesthetics
needs to be further studied. Different representations afford different uses of
analogy, and imbue certain narrative aesthetics.

Third, analogy has been used for both generation purposes and identification
purposes. Using analogy for identification purposes is interesting since it enables
the development of hybrid story generation systems, which can combine analogy
with planning or with other generative techniques. An exploration of the possi-
bilities to create such hybrids and how such hybridizations affect the generative
possibilities and the resulting aesthetics is also a promising future research line.

Finally, the goal-driven aesthetics of planning-generated stories is well known.
Similarly, what is the complete range of aesthetic affordances of analogy? We
believe the exploration of such questions may help us identify new generative
techniques beyond planning and analogy.
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Abstract. Building systems which can transform their own generation
processes can lead to the creation of novel high quality artefacts. In
this paper a solution based on evaluation is proposed. The generation
process is driven by evaluation rules which can be modified by the system.
A panel of human evaluators provides feedback on the quality of the
artifacts resulting after each modification. The system keeps track of
which rules have been applied in the selection of each artifact, and learns
indirectly from the human judges which modifications to retain based on
the relative ratings of the artifacts. Relevant details and difficulties of
this approach are discussed.

1 Introduction

Societies of human creators are driven by two basic activities: creation of new
artifacts (as performed by artists) and evaluation of newly created artifacts (as
performed by artists and/or critics). Most of the efforts at modelling human
creativity in computational terms in the past have focused on the task of cre-
ating artifacts. There are two strong arguments in favour of shifting the focus
towards evaluation. First, developing models or algorithms for producing ar-
tifacts of a given kind tends to produce good/recognisable/typical artifacts of
that type, rather than creative new ones. Innovation requires both departure
from established procedures and the means for identifying when new results are
good. Second, generate and test approaches constitute a simple computational
way of rephrasing the task of creating artifacts in terms of the task of evaluating
them. Very simple enumerative procedures for traversing a search space may
yield surprisingly good results if driven by an appropriate evaluation function.

If such a shift is taken to an extreme, the enumeration of the valid alter-
natives would not need to be altered in search for new artifacts, it would be
enough to modify the evaluation function to obtain new candidate elements.
Under this approach, the task of modifying creative procedures to obtain new
artifacts would take the form of modifying the evaluation function.
? Research funded by the MICINN (GALANTE: TIN2006-14433-C02-01), UCM, Co-
munidad de Madrid (IVERNAO: CCG08-UCM/TIC-4300) and by BSCH-UCM.
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In societies of human creators the development of an evaluation function
(usually understood as artistic sensibility or equivalent abilities) is recognised
as a fundamental requirement in the learning process of creative individuals.
This learning process almost always takes the form of having instances of good
artifacts pointed out.

This paper describes a system that outputs new artifacts obtained by ex-
ploring a restricted conceptual space under the guidance of a set of evaluation
rules. The conceptual space to explore is that of sequences of events that may
be understood as stories. The exploration procedure is exhaustive enumeration
of the search space. The system starts off from an initial set of evaluation rules
for selecting new artifacts as the conceptual space is explored. A method for
actively modifying the set of evaluation rules is provided. Modifications of the
evaluation rules lead to new artifacts. The system learns which of the modified
rules to retain from the responses of a panel of human evaluators that act as
audience for its production of new artifacts.

2 Previous Work

Boden [1,2] divides creativity into exploratory creativity (exploring the com-
mon possibilities for creating artefacts) and transformational creativity (chang-
ing these common rules to find really new and valid objects).

Jennings [3] hypothesizes that societies create the evaluation criteria of cre-
ativity in the individual’s mind, thus leveraging the concept of creativity to a
place beyond pure inner processes. As such, creativity is learned and taught be-
tween individuals, and their relationships and the opinions that each one has
about another have a strong influence on the ideas about the quality or novelty
of artifacts. Autonomous creativity is the ability to change one’s own standards
without explicit direction from the outside. According to Jennings, autonomous
creativity in humans is achieved through social interaction

Ritchie [4] identifies the role of humans in Computational Creativity to be
still very necessary, given the current state of the art. In his model, it is stated the
role of humans must be clearly established before putting them in the generation
loop. It is also hypothesized that human actions in the system should never be
directly related to the generative objective of the system.

Wiggins [5,6] defines a formalization of Computational Creativity processes
in terms of their relation with classic Artificial Intelligence and the characteristics
that separate pure exploration processes from those typically and only present
in Computational Creativity. In his formalization, several sets are identified: U ,
the universe of concepts, containing the whole set of artefacts; the conceptual
spaces C0 · · ·Cn, which are strict subsets of U , among others. Three functions
are also important to mention: R, which establishes the constraints that define
the conceptual space of valid results, T , which is the function that transverses
this conceptual space and sets an order on the identification of artefacts in the
Ci set constrained by R, and E , the function for evaluating artifacts.
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3 Story Generation Based on Evaluation

The domain of story generation has been chosen to illustrate the ideas in this
paper because it deals with artifacts that are easy to represent symbolically, are
linear in nature, and, at a certain level of abstraction, their complete conceptual
space may be specified by definition in terms of combinations of their constituent
elements. Some of these points are sketched briefly below.

In terms of Wiggins’ model, the simplest approach for a generation system
that explicitly performs evaluation on the stories it generates could be the defi-
nition of the E function (Eg at this level) and a basic generative strategy which
would generate all possible stories in the conceptual space. The generative strat-
egy, corresponding to Wiggins T function (Tg at this level), could be carried out
by a simple backtracking generation in which each step adds a new event to the
story (which therefore, after several steps in that branch, creates a whole story)
and then backtracks to test another generative branch. Given a certain set of
terminals like verbs, character names, places and valid time values, for instance,
events in the form subject–verb–arguments can be easily generated. The sto-
ries can be considered to be sequences of events in the form {e1, e2, · · · , en}
(where events would be conceptual statements corresponding to sentences like
“Robert went to the park”).

The evaluation function (Eg) would output a real value in the interval [−1, 1],
−1 being a “very bad” story and 1 being a wonderful one. A value of 0 would
represent a plain, normal story, acceptable but not “good”. Thus we could obtain
a total order for stories in which any threshold in the [−1, 1] range could be used
to differentiate interesting stories (those falling above the threshold) from non-
interesting ones. The Eg function could be composed of rules whose structure
could be formed by a set of preconditions (π) considering the current partial
evaluation and the current state of the story and a set of effects (ε) that the
application of those rules have on the final evaluation. Then, a very simple
evaluator would process the story events iteratively, checking the preconditions
and applying the postconditions , in such a way that the state of the evaluator
(the partial set of variables that form the evaluation) is progressively updated
for each processed event.

3.1 Evaluation-Driven Story Generation

The original definition of the T function given by Wiggins modelled the oper-
ation of identifying the next element in the conceptual space to be considered.
Under a certain interpretation, this could be understood to refer to the actual
construction process followed by the creative system to obtain its next result. In
this case, the range of the T function defines system output. However, under a
different interpretation, the T function would be the procedure for constructing
the next element to be considered by the evaluation function E . As some of
the candidates proposed by the T function will be rejected by the evaluation
function E , system output in this case is defined by the interaction between the
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T and the E functions. In this paper we consider this second interpretation.
Modifications of the E function will therefore control system output.

For the purposes of this paper, plain random modification of the rules can
be considered. More refined solutions may be considered. However, the system
should not rely on the quality of any particular method of transformation. At
this new level, we will also shift the responsibility for obtaining acceptable results
to the evaluation process, in this case, the evaluation of effects of the modified
rules. For this higher level evaluation we resort to a panel of judges.

3.2 Social Interaction Between Humans and Computers for
Controlling Transformation

The human judges that evaluate stories are asked to produce plain values which
are decided when reading stories. For every generated story, a single numeric
value in the range [−1, 1] could be received from humans reading a story, as
long as the variable to be obtained is clearly defined and it is just dependent on
human criteria regarding stories.

The proposed method for evaluating stories involves checking the available set
of evaluation rules against each story. Only some of these rules will have their
preconditions met, and therefore be applied to contribute to the final rating
that the system assigns to the story. For every story S that is finally selected as
system output, a record is kept of which evaluation rules contributed to establish
its internal rating: the particular subset of the evaluation rules (the FS set) that
contributed to its being selected as output.

By combining this record with the evaluations obtained from the human
judges, each rule in this subset FS could be assigned the rating that humans
assigned to the story S. In this way, rules would receive several ratings coming
from humans indirectly. This could be used, for instance, to keep the rules that
produce good stories and discard rules creating bad stories according to human
evaluation.

4 Discussion and Further Development

It is important to consider to what extent the autonomy of such a system would
be compromised by the role played by the human judges. Ritchie points out
[7] the need to keep humans isolated from the final objective of the system.
In the present case, this corresponds to ensuring that the human participants
play no direct role in the actual generation of the stories. At a more specific
level, since the system is transforming evaluation rules, the human judges must
not directly add knowledge concerning transformation of rules. In the described
set up, human judges do not at any stage come into contact with the set of
evaluation rules or the method used for transforming them. This constitutes a
certain safeguard of system autonomy.

Another aspect to take into account is whether the role played by the human
judges in the proposed system could be seen to be modelling real phenomena
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that occur in human creativity. We believe that it emulates closely the role
played by critics and teachers in the formation of the creative capabilities of
human creators. Along these lines, improvements to the present proposal could
be contemplated. According to Jennings [3], the influence that external individ-
uals have on generators depends on the relation between the generators and the
evaluators. Issues like past agreement or mutual admiration may play a signifi-
cant role in tempering actual feedback. For instance, it might be interesting to
consider whether the learning process of the system might be refined by giving
priority to the opinions of judges that have awarded good ratings in the past.

The proposed solution would be inefficient. Although the system might ex-
plore candidate artifacts at a fast rate, and transform evaluation rules at speed,
it relies on a stage of feedback from human judges that would take time (for a
number of stories to be read and evaluated by the judges). The system would
have to undergo a learning process equivalent to that of human storywriters
receiving feedback from knowledgeable mentors.

The current proposal restricts system output to a very specific conceptual
space, and all system operations, whatever transformations are applied to the
evaluation rules and whatever feedback is received from the judges, cannot lead
to outputs beyond that conceptual space. In that sense, it could only aspire
to be considered creative in an exploratory manner. Nonetheless, the system is
explicitly transforming its own procedures in a search for better valued arti-
facts. This aspect of creative professions, the continuous search for improvement
through modification of the procedures, has yet to be addressed in the computa-
tional creativity literature. The present proposal constitutes a first step in this
direction.
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Abstract.  
This paper describes a system that dynamically generate narratives through 
improvisation. MEXICA-impro is based on a cognitive account of the creative 
process called engagement-reflection. Its architecture defines a framework 
where two agents participate in a simulated improvisation session to generate 
the plot of a story in which each one draws knowledge from two different 
databases representing cultural backgrounds. A worked example is explained in 
detail to show how this approach produces novel stories that could not be 
generated before. 

1 Introduction 

Storytelling has a relatively long history in computational creativity research. 
Some well known models of storytelling include: TALESPIN (Meehan 1981), 
MINSTREL (Turner 1994), FABULIST (Riedl 2004). Improvisation is a means by 
which creativity can be exercised in storytelling. Two or more participants (agents) 
intervene in a session where each contributes pieces of stories that are combined with 
those of the others as time passes, until a whole story is constructed. The intervention 
of each individual agent in the process, with a certain degree of unexpectedness and a 
personal point of view, makes the whole process interesting and different from a 
creative process where only one agent participates. 

Once several agents participate in a process where their beliefs (rules) are tested by 
exposure to those of other agents, we enter the realm of social interaction. Here, the 
notion of creativity acquires a new meaning, namely the creative process is seen as a 
social process where a cultural clash might result in something new for both 
originators. The interaction among computational agents represents a metaphor of the 
processes of communication in a socio-cultural context, given that, when under 
controlled observation and with clear parameters, we can shed light on the 
understanding that characterizes the starting up of human systems of meaning. 
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Social cognition processes have an especially important role in a model such as 
MEXICA-Impro. We identify some important components of this kind influencing 
the collaborative improvisation of narratives. We consider three important elements of 
social cognition in our model: 1) communication resources, including the 
understanding of symbolic systems such as languages and key meanings facilitating 
mutual comprehension (Clark & Brennan, 1991); 2) availability of pieces of 
knowledge shared by agents, such as concepts, principles, procedures or strategies, 
conforming a convergent (shared) knowledge base in the agents’ minds (Jeong & Chi, 
2007), and 3) multiple perspectives, including an amount of divergent knowledge 
pieces (not shared by agents), leading to flexible ways of analyzing the same 
phenomena.  

In a creative collaborative goal such as constructing narratives, the agents: first, 
interact and generate a common ground, or mutual understanding space, while 
directing their efforts to achieve a common goal; second, in order to construct new 
stories, they rely on their common knowledge base, which should contain the minimal 
knowledge schemas or mental models to allow discussing the topics under analysis; 
and finally, according to cognitive flexibility theory (Scott, 1962), they make 
associations from multiple representations of the same information, such as their own 
representations compared to other agent’s ideas of the same phenomenon, a process 
allowing the mental scaffolding necessary to consider novel applications of 
knowledge, or the emergence of new ideas.  

There needs to be a balance between what both agents know (common knowledge) 
and what they know individually (unique knowledge) to construct creative stories: 
when both agents’ knowledge bases share an important amount of knowledge pieces, 
the plots generated by both agents are very similar; otherwise, when agents have an 
important amount of divergent pieces of knowledge, plots generated by both agents 
would be completely different (Jeong & Chi, 2007). 

2 MEXICA-impro: a computer model of narrative 
improvisation 

Mexica (Pérez y Pérez & Sharples 2001, 2004) is a computational model of 
plot generation on top of which our system is built. It was inspired by the 
engagement-reflection (E-R) cognitive account of writing as creative design (Sharples 
1999). So, MEXICA-impro is a computer model of narrative improvisation. It is 
formed by two mexica agents working together to develop as a team a story plot. 
Agent 1 is also called the leader, and agent 2 is also called the follower. The leader 
starts the improvisation and decides when it finishes (although in future versions both 
should be able to decide when to finish). The leader generates material through one 
complete E-R cycle and then cues the follower to continue the narrative. Then the 
follower takes the material generated so far and progress the story through one 
complete E-R cycle and then cues the leader to continue the narrative, and so on.  

Each agent in MEXICA-impro is formed by two main modules: the 
construction of knowledge structures (the K-S module) and the generation of plots 
through engagement-reflection cycles (the E-R module). The K-S module takes as 
input two text files defined by the user: a dictionary of valid story-actions and a set of 

91



stories known as Previous Stories. The dictionary of story-actions includes the names 
of all actions that can be performed by a character within a narrative along with a list 
of preconditions and post conditions for each. The Previous Stories are sequences of 
story actions that represent well-formed narratives. With this information the system 
builds its knowledge base with structures known as atoms. Atoms represent (in terms 
of emotional links and tensions between characters) potential situations that can 
happen in the story-world and have associated a set of possible actions to be 
performed when that situation occurs. For example, an atom might represent the 
situation where a knight is in love with the princess, and it might have associated the 
action “the knight buys flowers to the princess” as a possible action to be performed 
by the lover. In MEXICA-impro each agent has different story-actions and/or 
different set of previous stories. Thus, the same situation might lead each agent to 
perform different actions. 

The E-R module takes two main inputs: the knowledge-base and an initial 
story-action provided by the user of the system (e. g., the princess heals jaguar knight) 
that sets in motion the E-R cycle. During engagement, an agent generates sequences 
of actions guided by rhetorical and content constraints; during reflection, the agent 
breaks impasses, evaluates, and, if necessary, modifies the material generated so far. 
It works as follows: the system starts in engagement; the post conditions of the initial 
action are triggered, generating a story-world context;  the story-world context is 
employed as cue to probe memory and match an atom; then, the system retrieves the 
actions associated to the atom, selects one at random and updates the story-world 
context; After that, the engagement cycle starts again; the system attempts to match 
an atom that is equal to the current story-world context; if it fails the agent looks for 
an atom that is similar to the current story-world context; after generating three 
actions (this number can be modified by the user), the system switches to reflection. 
During reflection the system verifies that all actions’ preconditions are satisfied; if it 
is necessary, the agent inserts actions to satisfy them; then, it evaluates the material 
generated so far. At this point, a E-R cycle ends.  

3 Generating narratives via improvisation 

The MEXICA-impro project has an important goal: the stories generated by the 
collaborative agents cannot be developed by any one of them alone. If, furthermore, 
the story produced by the collaborative agents cannot be found within their 
knowledge bases, we refer to it as a collectively-creative story. Collectively-creative 
narratives are produced by providing each of our agents with different computational 
representations of culture, experience (knowledge-base) and personality. Let us 
elaborate this idea. For example, when one talks about knowledge bases in the context 
of the MEXICA-impro project, it is possible to describe at least three possible 
situations. The first one has to do with providing both agents with the same 
knowledge base. In this case the stories generated by them cannot be classified as 
collectively-creative because each agent can develop the same story alone. The 
second one consists of providing both agents with completely different knowledge 
bases. In this case we might be able to produce collectively-creative stories; however, 
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there is a high risk that our agents cannot progress the story as a team due to the lack 
of shared experiences. The third possibility involves providing both agents with 
partially different knowledge bases. In this case, we expect to produce collectively-
creative stories through a fluid collaboration between agents. This is the case we are 
interested in. In this paper we report some tests that we have performed employing 
partially different knowledge-bases. There are several issues related to dissimilar 
knowledge bases that should be discussed: how the dissimilarity between two 
knowledge bases can be measured? What is the best ratio similarity/dissimilarity 
between two knowledge bases to generate the best collectively-creative stories? And 
so on. However, due to space limitations, in this document we focus exclusively on 
explaining the core characteristics of our examples.   

 As explained earlier, the knowledge base is built from the dictionary of story-
actions and the set of previous stories. For this example, both agents employ the same 
actions; only the previous stories are different. From now onwards, the file of 
previous stories of agent 1 will be referred to as PH1 and the file of previous stories of 
agent 2 will be referred to as PH2. PH1 includes seven previous stories; PH2 includes 
six previous stories. Each story in PH1 shares a similar plot with at least one story in 
PH2. Sometimes they are very similar and sometimes they only share few elements.  

 
Tensions between characters  

 0 1 2 3 4 5 6 7 8 

0   1-0        

1  1-1-(2) 1-0 1-0-(1)       

2  2-2-(1) 1-2 1-1 1-0 1-1     

3  1-2-(1) 3-1 2-1 0-1 0-1  1-0 1-0  

4 1-0 2-2 3-4 2-0 0-1 1-1 0-1 0-1 0-1 

5 0-1 0-2(1) 0-2 2-3 1-0 1-0  0-1  

6 0-1 0-3   1-0 0-1-(1) 1-2   

7  1-1 1-0 1-0   0-1 0-1 0-1 

8 1-0  0-1 (1) (1) 1-0 1-0  1-0 

E
m

ot
io

na
l L
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ks

 

Figure 1. Partial map of atoms. The first digit in each cell indicates the 
numbers of atoms in the knowledge base of agent 1; the second digit indicates the 
numbers of atoms in the knowledge base of agent 2; numbers in parentheses 
indicate the shared atoms. 
 

For example, story four in PH1 and story three in PH2 only differ in their first 
action; the rest of the actions and the characters participating in the story are alike. 
However, story one in PH1 only shares few actions with story 1 in PH2. The 
knowledge bases built from PH1 and PH2 are partially represented in figure 1(for 
reasons of space we only show half of the map).  This map allows comparing each 
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agent’s atoms in terms of the number of components it has. All atoms are comprised 
by emotional links and tensions between characters (see Pérez y Pérez 2007 for 
details on how atoms are built). The horizontal axis indicates the number of tensions 
and the vertical axis indicates the number of emotional links that each atom contains. 
Each entrance in the map has figures that indicate the number of atoms in that 
position. The first digit in each cell indicates the number of atoms that belong to the 
knowledge base of agent 1; the second digit in each cell indicates the number of 
atoms that belongs to the knowledge base of agent 2; numbers in parentheses indicate 
those atoms that are equal in both knowledge bases. For example, the position (0 
tensions, 2 emotions) shows that both agents share one identical atom, and that each 
agent has 2 unique atoms.  As the reader can observe, agent 1 and agent 2 only share 
nine identical atoms.  Those atoms located in the same position or located close to 
each other in the map share some characteristics; therefore, they are similar but no 
identical. Finally, we have few atoms that are very different to the rest. In this way, 
we are able to have two knowledge bases that are similar but not identical. 

4 A story generated by MEXICA-impro 

MEXICA-impro is set to produce three actions during engagement and then switch 
to reflection. From now on agent 1 is referred to as the leader and agent 2 is referred 
to as the follower. The user provides the following first action: 

(0) princess cured jaguar knight 

The number on the left indicates that this action was produced at Time = 0. The 
leader starts an E-R cycle; during engagement the following actions are retrieved 
from memory: 

(0) princess cured jaguar knight 
(1) enemy kidnapped princess 
(2) enemy attacked princess 
(3) jaguar knight looked for and found enemy 

At time = 1 the enemy kidnaps the princes, at time = 2 the enemy attacks her and at 
time = 3 the knight decides to look for the enemy. Now, the leader switches to 
reflection.  

(4) jaguar knight is introduced in the story 
(5) princess is introduced in the story 
(7) hunter is introduced in the story 
(9) hunter tried to hug and kiss jaguar knight 
(8) jaguar knight decided to exile hunter 
(10) hunter went back to Texcoco Lake  
(6) hunter wounded jaguar knight 
(0) princess cured jaguar knight 
(1) enemy kidnapped princess 
(11) enemy got intensely jealous of princess 
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(2) enemy attacked princess 
(3) jaguar knight looked for and found enemy 
 

The system introduces the princess and the jaguar knight into the story. Then, the 
system requires to justify why the princess healed the knight and inserts the action 
where the hunter injured the knight at time = 6. Since there is a new actor, the system 
introduces the hunter into the story (time = 7). The leader now requires to justify why 
the hunter wounded the knight; so, it inserts the action where the knight exiled the 
hunter (time = 8). Why did the knight do that? Because the hunter attempted an 
excessive demonstration of love on the knight (time = 9). However, because the 
hunter was exiled, it changed his position inside the story-world. Therefore, in order 
to wound the knight, first it had to move back to the lake (where the knight is 
located). The system detects this situation and moves back the hunter to the Texcoco 
Lake (Time = 10). Finally, MEXICA-impro requires justifying why the enemy 
decided to attack the princess. So, it inserts action at time = 11. At this point, all 
preconditions are satisfied and the leader ends its first E-R cycle and cues the follower 
to continue the story.  

The follower starts its E-R cycle and during engagement generates two actions: 

(12) jaguar knight had an accident 
(13) enemy decided to sacrifice jaguar knight 

So, after the knight finds the enemy the follower continues the story inserting an 
action where the knight suffered an accident (time = 12) and the enemy decides to kill 
him (time = 13). The follower cannot match an atom in memory to continue the story 
and an impasse is declared. Thus, the system switches o reflection.  

Jaguar knight is introduced in the story 
princess is introduced in the story 
hunter is introduced in the story 
hunter tried to hug and kiss jaguar knight 
jaguar knight decided to exile hunter 
hunter went back to Texcoco Lake 
hunter wounded jaguar knight 
princess cured jaguar knight 
enemy kidnapped princess 
enemy got intensely jealous of princess 
enemy attacked princess 
jaguar knight looked for and found enemy 
(12) jaguar knight had an accident 
(13) enemy decided to sacrifice jaguar knight 
(14) hunter found by accident jaguar knight (breaking 
impasse) 

All preconditions are satisfied, so the system inserts at the end of the story in 
progress the action where the hunter found accidentally the knight (time = 14) to try 
to break the impasse. The E-R cycle ends and the follower cues the leader to continue 
the story.  
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The leader attempts to match an atom in memory; however, it fails and an impasse 
is declared. This is not surprising because none of the leader’s previous histories 
includes a scene where a hero goes to rescue a victim and instead suffers an accident. 
Now the leader switches to reflection. All preconditions are fulfilled and the system 
inserts the action where the hunter killed the knight to try to break the impasse. 

(15) hunter killed jaguar knight (breaking impasse) 

This produces an interesting situation. One would expect that the enemy killed the 
knight; however, the hunter, who hated the knight, is reintroduced in the story and 
performs the murder. There is not a similar precedent in the previous stories of both 
agents. The leader cues the follower to continue the story.  

The follower tries to match an atom but again an impasse is declared during 
engagement; the system switches to reflection to try to break the impasse and inserts 
the action where the hunter killed himself.  

(16) hunter committed suicide (breaking impasse) 

The follower evaluates the story in progress and decides that the story is 
completed. So, the follower cues the leader to continue the story and informs the 
leader about its decision of finishing the story. 
The leader receives the information and nevertheless tries to advance the story. 
During engagement it cannot match an atom in memory and an impasse is declared. 
During reflection it cannot break the impasse. So, the leader decides to finish the 
story. This is the plot that both agents built together: 

*** Final Story 
(4) jaguar knight is introduced in the story (l) 
(5) princess is introduced in the story (l) 
(7) hunter is introduced in the story (l) 
(9) hunter tried to hug and kiss jaguar knight (l) 
(8) jaguar knight decided to exile hunter (l) 
(10) hunter went back to Texcoco Lake (l) 
(6) hunter wounded jaguar knight (l) 
(0) princess cured jaguar knight 
(1) enemy kidnapped princess (l) 
(11) enemy got intensely jealous of princess (l) 
(2) enemy attacked princess (l) 
(3) jaguar knight looked for and found enemy (l) 
(12) jaguar knight had an accident (f) 
(13) enemy decided to sacrifice jaguar knight (f) 
(14) hunter found by accident jaguar knight (f) 
(15) hunter killed jaguar knight (l) 
(16) hunter committed suicide (f) 
 

What makes this story original is its conclusion: a hero goes to rescue a victim but 
instead suffers an accident that leads to his murder, not by the enemy, but by an old 
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resented rival that suddenly is reintroduced in the plot. There is no similar story in 
either PH1 or PH2. 

The letter on the right side indicates if the action was generated by the leader (l) or 
by the follower (f). Actions in italics were generated during reflection. In this example 
the leader performed three E-R cycles while the follower performed two. The leader 
contributed with 12 actions while the follower contributed with 4. This difference 
arouse because the initial action provided by the user required that the leader inserted 
several actions during reflection to satisfy preconditions. During its first E-R cycle the 
leader produced 11 actions; so, almost its whole contribution to the narrative was 
generated during its first participation (i.e. during its first E-R cycle). During its 
second participation the leader inserted one action to try to break an impasse and 
during its final participation the leader was not able to contribute to the story. The 
follower contributed with three actions during its first participation and with one 
during its final participation. Both agents were able to generate more actions during 
its first E-R cycle because as the narrative unravelled the story-context became more 
complex and novel and it was more difficult to match an atom. The sequence of 
actions generated by the leader during its first participation (actions time = 1 to 11) 
produced a context that was novel to both the leader and the follower. That is, neither 
the leader’s knowledge-base nor the follower’s knowledge-base contained an atom 
that was equal to the current story-world context. This novelty arouse as a result of 
the heuristics employed to satisfy preconditions. The production of novel contexts is a 
normal and necessary situation when MEXICA generates stories: novel contexts arise 
and MEXICA looks for atoms similar to the current story-world context and then 
retrieves its associated actions to unravel the narrative in progress. In this way 
MEXICA is able to create novel narratives. However, in MEXICA-impro the follower 
receives unknown material (in this case produced by the leader) that must be 
progressed coherently: the actions chosen to continue the story must connect with the 
previous ones, the relation between characters must be kept, and so on. This is a 
difficult task. The E-R model provides the necessary elements to achieve this goal.  

We hypothesized that if the knowledge bases of the two agents were similar 
enough, the agents would interact without problems. However, in this case, the 
sequence of actions generated at times 1 to 11 produces a novel context for both 
agents. This characteristic is positive because the system is generating original 
situations to push the story forward instead of just copying the content of its 
knowledge base. However, if the context is “too novel”, the system is not capable of 
matching an atom in memory and an impasse is declared. In this case, the follower 
was able to retrieve an action during engagement to continue the narrative. Due to 
lack of space, it is not possible to explain the details of how the follower matched the 
atom and retrieved the action at time 12.  But it is important to mention that the atom 
matched only satisfied the minimum requirements to be considered similar to the 
current story context. That is, because the context was pretty novel the follower was 
close to declaring an impasse. Nevertheless, agent 2 was able to continue the story. 
Would the leader be able to match an atom employing the same story-context? This 
question leads to a more important question: would the leader be able to generate the 
same story alone? In order to answer these questions we ran a second test. We forced 
agent 1 to generate exactly the same initial first 11 actions and see if it could continue 
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the story alone. The result was that, after generating again the first eleven actions, 
agent 1 was not capable of matching any atom in memory. Thus, an impasse was 
declared and the system switched to reflection to try to break the impasse. Employing 
the heuristics designed for this purpose, the system inserted an action where Jaguar 
Knight made the enemy a prisoner. Then, the system considered that the story was 
completed and decided to finish it. In this way, the story generated alone by agent 1 is 
shorter and its conclusion is not as original as the conclusion in the story generated by 
both agents (one could easily expect that the knight would make the enemy a 
prisoner). Because its knowledge base does not include the necessary knowledge, the 
leader could never produce alone the same tale produced by MEXICA-impro.  

Would agent 2 be capable of generating alone the first same 11 actions and then 
continue the story? To answer this question we attempted to forced agent 2 to produce 
the same initial sequence of actions. However, the content of its knowledge base 
made it impossible. Agent 2 could not come out with the proposal that, after the 
princess cured the knight, something logical to happen was that the enemy kidnapped 
her. Thus, this agent could not generate the desired sequence of actions.  

As mentioned earlier, collectively-creative narratives are produced by providing 
each of our agents with different computational representations of culture, experience 
and personality. In our current version of MEXICA-impro, these characteristics are 
represented in the system’s knowledge base. This way, because the story produced by 
MEXICA-impro is novel and could not be produced by any of the agents alone, we 
consider it as a collectively-creative narrative. This is a nice example of how the 
cooperation between both agents allowed producing a novel story.  

5 Conclusions  

MEXICA and other systems have explored in the past how narratives can be 
created automatically according to different cognitive models and ideas. MEXICA 
has been successful in representing in computer terms the engagement-reflection 
account of the human creative process, especially through its capability to ‘reflect’ 
about partial stories and adjust generation cycles thereafter. One of the main 
characteristics of creativity, however, one accounted for by many authors (e.g. Boden, 
1990), is that products of the process need to be novel to a community, either in a 
particular group, or in society at large. This particular constraint for some product to 
be deemed ‘creative’, takes the problem of building models and systems of creative 
processes into the realm of the social: not only the outcomes need to be sound and 
interesting but also new to the community. Creative agents then, need to take into 
account the community’s knowledge when trying to come up with something new.  

Our project explores an approach to creativity, namely the use of improvisation in 
story generation as a metaphor of social reproduction. We believe that creativity is 
achieved by confronting established local (or global) lore with new, different 
knowledge and practice. Improvisation is a well known creative experimental medium 
where two or more different worlds collide in an organised environment to establish 
the ground for innovative, amusing and relevant knowledge, art work or otherwise. 
MEXICA-impro has provided a good starting point for our endeavour since it allows 
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us to redefine the creative process as a dialog between two improvising agents that 
draw their information from different databases considered as cultural contexts for 
different cultures. From the methodological point of view, our project establishes 
right from the onset a multidisciplinary approach to a multidisciplinary subject. What 
creativity is and how it can be modelled and studied can only be investigated by 
involving all the relevant disciplines. Our system possesses an architecture that 
provides all members of the group with a clear knowledge of all the relevant 
mechanisms and parameters at stake, in such a way that everyone can participate 
almost right from the start in discussions about future design and experiments.  

MEXICA-impro simulates the interaction between two agents with separate 
cultural backgrounds. The resulting system has become an experimental zone at the 
crossroad of several disciplines. The members of the group developing it come from 
backgrounds as diverse as A.I., Film Studies, Sociology and Psychology. We believe 
that we, ourselves, have set out in an engagement-reflection journey to explore in a 
multidisciplinary way the possibilities of creativity. 
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Abstract. Creativity, whether or not it is computational, doesn’t occur
in a vacuum, it is a situated, embodied activity that is connected with
cultural, social, personal and physical contexts. Artificial creative sys-
tems are computational models that attempt to capture personal, social
and cultural aspects of human creativity. The physical embodiment of
artificial creative systems presents significant challenges and opportuni-
ties. This paper introduces the “Curious Whispers” project, an attempt
to embody an artificial creative system as a collection of autonomous mo-
bile robots that communicate through simple “songs”. The challenges of
developing an autonomous robotic platform suitable for constructing ar-
tificial creative systems are discussed. We conclude by examining some of
the opportunities of this embodied approach to computational creativity.

1 Introduction

Human creativity is situated within cultural, social and personal contexts. From
a computational perspective this suggests that the processes involved in creativ-
ity should be open to the environment, other creative agents, and a history of
creative works. Physical embodiment is an important aspect of human creativ-
ity that presents significant challenges and opportunities for the development of
computational creativity. Katherine Hayles argues that embodiment is always
contextual, enmeshed within the specifics of place, time, physiology and culture,
which together compose enactment [1]. Following Pickering [2], creativity can-
not be properly understood, or modelled, without an account of how it emerges
from the encounter between the world and intrinsically active, exploratory and
productively playful agents. The world offers opportunities, as well as presenting
constraints: human creativity has evolved to exploit the former and overcome
the latter, and in doing both, the structure of creative processes emerge.

Why is embodiment important for computational creativity? The enactment
described by Hayles, emphasises creativity as a situated act, e.g., in personal
histories, social relations and cultural identity. The computational study of situ-
ated cognition as proposed by Clancey [3] does not require physical embodiment,
but many of the more successful examples of situated computational systems are
robotic in nature. Perhaps this is because, despite every effort that a developer
might make to maintain a separation, there is always the sense that agent and
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environment are of the same ‘type’ within the simulation and consequently that
the agent is not truly situated within the environment.

Physical embodiment requires that agents deal with the material nature of
the creative activity that they engage in—the importance of working with an ex-
ternal material in creative activity was highlighted by the work of Schön studying
designers and the process he termed as reflection-in-action [4]. Schön’s reflection-
in-action illustrates the utility of ideas from distributed cognition [5] in under-
standing the creative acts of designers, providing insights into the situated na-
ture of creative cognitive process. Distributed cognition and reflection-in-action
provide useful frameworks for designing artificial creative systems because they
emphasise the relationship between the agent and its environment.

The implementation of autonomous robots imposes constraints upon the
hardware and software that can be incorporated. These constraints focus the
development process on the most important aspects of the computational model.
At the same time, embodiment provides opportunities for agents to experience
the emergence of effects beyond the computational limits that they must work
within. Taking advantage of properties of the physical environment that would
be difficult or impossible to simulate computationally, expands the behavioural
range of the agents [6].

Finally, embodiment allows computational agents to be creative in environ-
ments that humans can intuitively understand. As Penny [7] describes, embodied
cultural agents, whose function is self reflexive, engage the public in a consider-
ation of the nature of agency itself. In the context of the study of computational
creativity, this provides an opportunity for engaging a broad audience in the
questions raised by models of artificial creative systems.

Curious Whispers is a project to investigate the nature of embodiment in
an artificial creative system and explore the potential of placing this artificial
society within a human physical and social environment.

2 Background

In 1738, Jacques de Vaucanson exhibited his Flute Player automaton. In 1769,
Baron Wolfgang von Kempelen presented to the public his chess playing Me-
chanical Turk ; it was not until 1834, that an article appeared in Le Magazin
Pittoresque revealing its inner workings and the man hidden within [8]. In de-
veloping these machines, both Vaucanson and von Kempelen engaged the public
in philosophical questions about the nature of creativity and the possibilities
of automation [9]. Our apparent fascination with the prospect of building ma-
chines that can exhibit creative behaviour continues today with the development
of embodied agents as robots. Following Vaucanson, many of these robotic ex-
periments are within the domain of music.

Ja’maa is a percussion ensemble for human and robotic players, including
Haile a robotic drummer that listens to the drumming of human players and
responds with its own improvisations [10]. Eigenfeldt has developed software-
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based multiagent systems to emulate improvised percussion ensembles of [11]
and has embodied these agents within a robotic performer, MahaDeviBot [12].

DrawBots [13] and Mbots [14] are two examples of recent attempts to de-
velop robots capable of exhibiting creative behaviour in the production of ab-
stract drawings. Portraitist robots have been implemented [15, 16] but, while
these projects have overcome significant technical challenges, they have mostly
neglected to examine issues associated with embodied creativity. Cagli et al. [17]
proposes the study the behaviour of realistic drawing to focus on the physical
aspects of the creative process. In particular, they focus on visuomotor coordi-
nation and present a control architecture based on computational models of eye
movements, and the eye-hand coordination of expert draughtsmen.

For the development of computational models of creativity one of the key
advantages of embodiment with a physical and social environment may be the
access it brings to a cultural context beyond the confines of the computational
elements. As Penny [7] observes in relation to his embodied cultural agents “view-
ers (necessarily) interpret the behavior of the robot in terms of their own life
experience. [...] The machine is ascribed complexities which it does not possess.
This observation emphasises the culturally situated nature of the interaction.
The vast amount of what is construed to be the ‘knowledge of the robot’ is
in fact located in the cultural environment, is projected upon the robot by the
viewer and is in no way contained in the robot.” In Penny’s works, the robots are
viewed within the context of their cultural environment but this has no impact
upon intrinsic behaviour of the robots, having no access to the situation that
the audience brings.

2.1 Curious Agents

Martindale [18] proposes that the search for novelty is a key motivation for indi-
viduals within creative societies. Curious agents embody a computational model
of curiosity based on studies of humans and other animals, where curiosity is
triggered by a perceived lack of knowledge about a situation and motivates be-
haviour to reduce uncertainty through exploration [19]. Unlike earlier models of
creative processes that try to maximise some utility function, curious agents are
motivated to discover something ‘interesting’ based on their previous experiences
using an hedonic function, the Wundt curve (see Figure 1).

Curious agents provide a useful foundation for developing embodied agents
to engage in an artificial creative system because they have been shown to be
useful in modelling autonomous creative behaviour and have been used to robots
to promote life-long learning in novel environments. Schmidhuber [20] presents
a model interest and curiosity, based on the compressibility of information, and
introduced a distributed model of curiosity based on a pair of agents competing
to surprise each other [21]. Saunders focused on the role of curiosity in creativity
to develop computational models of creativity to search for novelty and interest
in design [22]. In these models, the computation of interest and boredom are
based on novelty detection, a technology that was originally developed to detect
potential faults in processes where it is critical to stay within “normal” operating
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Fig. 1. The Wundt Curve: an example hedonic function for curious agents and robots.

limits. Unlike in monitoring applications, novelty is considered a desirable quality
when modelling curiosity, and detected novelty is used as the basis for positive
reinforcement of behaviour.

Research developing embodied curious agents has focussed on the utility of
modelling curiosity as a motivation for learning about physical environments and
social relations. Marsland et al. [23] introduced the idea of “neotaxis”, movement
based on perceived novelty, as a useful behaviour for autonomous robots to map
physical spaces. Peters [24] presented the WRAITH algorithm as a layered ar-
chitecture for building curious robots suitable for modelling creativity. Oudeyer
and Kaplan [25] presents the use of curiosity to support the discovery of com-
munication in social robots. Merrick [26] presents an architecture for curious,
reconfigurable robots for creative play that can learn new behaviour in response
to changes in their structure.

When computational models of curiosity are used as the model of motiva-
tion in intelligent environments a new kind of space emerges: a curious place
[27]. Curious places are intelligent environments using curious agents to adapt
to changing user behaviour and anticipate user demands. Curious places of-
fer new opportunities for supporting and embodying creativity in the physical
environment. In addition to supporting human activities, curious places work
proactively to anticipate, identify and enact creative behaviour.

2.2 Artificial Creative Systems

The Domain Individual Field Interaction (DIFI) framework is a unified approach
to studying human creativity that provides an integrated view of individual cre-
ativity within a social and cultural context [28]. According to this framework, a
creative system has three interactive subsystems: domain, individual and field.
A domain is an organised body of knowledge, including specialised languages,
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rules, and technologies. An individual is the generator of new works in a creative
system, based on their knowledge of the domain. A field contains all individuals
who can affect the content of a domain, e.g., creators, audiences, critics, and ed-
ucators. The interactions between individuals, fields and domains form the basis
of the creative process in the DIFI framework: individuals acquire knowledge
from domains and propose new knowledge evaluated by the field; if the field
accepts a proposed addition, it becomes part of the domain and available for use
by other individuals.

Inspired by the DIFI model of creativity, Saunders and Gero used curious
agents to develop artificial creative systems, composed of curious design agents
capable of independently generating, evaluating, communicating and recording
works [29]. Other distributed approaches to computationally modelling creativity
include McCormack’s “ecosystemic” approach, which recognises the importance
of the environment and the agent’s relationship with the environment as primary
concerns for modelling creative activity [30].

3 Implementation

Building on the previous work of Saunders [22], we are currently developing the
Curious Whispers project in an attempt to develop an artificial creative systems
using embodied curious agents, i.e., curious robots. Inspired by the thought ex-
periments of Braitenburg [31] we have implemented the robots as simple vehicles
with the addition of a loudspeaker, a pair of microphones and sufficient process-
ing units to determine their ‘interest’ in the sonic environment. The robot archi-
tecture has been developed as a set of function-specific modules: audio capture
and processing, song categorisation and analysis, interest and boredom calcula-
tions, sound generation and output, and servo and motor control.

The Curious Whispers robots have been built on top of the Ardubot bare
bones mobile robot platform developed by Sparkfun Electronics3. The Ardubot
platform was designed as a minimal, low-cost platform for developing mobile
robots using the Arduino4 interface boards. The Ardubot platform is based around
an oversized expansion board for the Arduino integrating a DC motor driver
integrated-circuit (IC) and a pair of mounts for motors. Arduino and Atmel AT-
mega168 microcontrollers are used for this application due to their relatively
fast operation speed (20 MIPS), ample memory (16kb flash, 1kb SRAM), flexi-
bility, compatibility and affordability. The Arduino acts as the primary interface
between the ATmega168 microcontroller and other components attached to the
robot, e.g., the DC motor driver, sound generation chips, etc. This provides sim-
ple access for programming the ATmega168 and offers expandability through the
use of “shields” that can be stacked on top of the Arduino to provide additional
functionality.

A custom shield has been developed for the Arduino to provide the sound gen-
eration and sound capture and processing functions to the Arduino. To produce
3 http://www.sparkfun.com/
4 http://www.arduino.cc/
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the audio signal to drive the loudspeakers each robot is equipped with an FM
synthesis subsystem based around a Soundgin5 audio processor. The Soundgin
processor has two independent sound engines, each with three oscillators and a
mixer, providing a large variety of possible sounds.

To allow the robots to move about their environment without damaging
themselves, each robot has a pair of front-facing “whiskers” attached to a touch
sensor, allowing the robot to stop and back away from obstacles encountered.

3.1 Audio Capture and Processing

Two audio signals are captured by small microphones mounted on lightweight
movable arms. The ATmega168 microcontroller performs a 64-point, fixed-point
Fast Fourier Transform (FFT) operation on each of the audio signals. Using this
64-point FFT, a sampling rate of 16kHz and a frequency resolution of 250Hz,
we are able to achieve a Nyquist frequency of 8KHz, i.e., we have 32 frequency
bands at 0Hz, 250Hz, 500Hz, 750Hz, 1kHz,...8kHz. This is a sufficient frequency
range for our application, since we do not generate sounds above 8kHz. The
onboard 16kb of memory can hold enough samples to perform two 64 point FFT
calculations. Therefore the robots can monitor a stereo pair of signals enabling
left-right interest differencing, suitable for driving neotaxis. The result of the
FFT calculation is passed to the Arduino board for analysis and processing.

The Arduino board monitors a stream of serial data from the FFT calculation
on the left and right audio channels. Each sample is represented as an integer
value between 0 and 63 representing the most active frequency detected by the
FFT calculation: values close to 0 represent bass sounds. When the dominant
frequency detected by the FFT changes, in either the left or right audio channel,
the values for both channels are appended to short-term memory. The values in
the short-term memory represent the “song” the robot is hearing.

3.2 Novelty, Interest and Boredom

When short-term memory contains a total of eight frequencies, the values are
packaged as a vector and presented to a small Self Organising Map (SOM) that
serves as the robot’s long-term memory [32]. Due to the limitations of the hard-
ware platform, the SOM contains just 16 neurons, but this has proved sufficient
for the task of categorising the eight-note songs that the robots are capable of
producing. In contrast with typical applications of categorisation systems, the
robots do not attempt to maintain a complete map of the space of all possible
songs, rather each robot constructs a local map of recently experienced songs.

The novelty of a song is calculated as the shortest Euclidean distance between
the vector representation of the song and all of the prototypes held in the SOM.
To calculate the interest that the robot has in the current song a non-linear
function, which approximates the Wundt curve as the sum of two sigmoids, is
used to transform the novelty value. Consequently, a song stored in short-term
5 http://oopic.com/soundgin/
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memory that exactly matches an existing song in the SOM is not particularly
interesting, and a song that is radically different to anything which the robot has
previously experienced is also not very interesting. The most interesting songs
for these robots will be songs which are similar but different to the songs recently
experienced by the robot and held in the SOM.

Interest values calculated for the audio signals received from the left and
right microphones are translated into movement such that interest value for the
left channel will be converted into a speed for the right wheel, and vice versa.
Figure 2 illustrates a scenario for neotaxis as implemented in our robots, where
one of the robots, having analysed the songs of two other robots (A and B),
moves in the direction of the robot that has produced the more interesting song.

NVD
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FFT

STM

STM

GENE
RATE
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PHON

E

MICRO
PHON
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Fig. 2. The robots in the Curious Whispers project implement neotaxis, driving in
the direction of the most interesting novelty. The architecture includes: audio analy-
sis (FFT); short-term memory (STM); long-term memory (LTM); novelty detection
(NVD); and, song generation (GEN).

In the absence of interesting songs a robot will become ‘bored’. Boredom is
computationally modelled as a threshold on the long-term level of interest that
the robot has had in recent songs. If the robot becomes bored, it changes from
a listening mode to a generating mode.

106



3.3 Song Generation

Generative systems are often computationally expensive, both in terms of the
process of generation and analysis. The limited computational resources available
in the autonomous robots has required that generation of new works be handled
differently from previous artificial creative systems. Firstly, a simple generative
system has been implemented, which takes advantage of the long-term memory
of stored patterns to generate similar-but-different songs. To generate a new
song the agent either mutates a pattern randomly chosen from the prototypes
stored in the SOM, or chooses two prototypes and combines them using an
operation similar to crossover used in genetic algorithms. Secondly, the analysis
of generated songs takes advantage of the embodied nature of the robots to reuse
the analysis systems already present. In the generative mode the robot changes
its physical configuration by moving its left and right microphones closer to its
speaker and reduces the volume of the speaker. This reconfiguration allows the
robot to listen exclusively to its own songs.

To bootstrap the system, all robots begin in this generative mode. Using the
random vectors assigned to the prototypes held in the robot’s long-term memory,
each robot generates songs until it discovers one that is interesting enough to
communicate to others.

4 Planned Experiments

Three robots are in the final stages of construction and a series of experiments are
planned to evaluate the utility of our approach. In particular, the experiments
will examine:

1. whether embodiment has significant benefits over simulation for the study
of artificial creative systems; and,

2. how humans interacting with an artificial creative system construe the agency
of the robots.

Comparing the behaviour of artificial creative systems is a difficult task. The
behaviour of the system cannot be validated using the principles that underlie
the approach, yet these principles are important indicators of creative behaviour.
Behavioural diversity is a key factor in attaining creative behaviour, and one ap-
proach to evaluating creative behaviour is to quantify behavioural diversity. We
will quantify the behavioural diversity of our embodied agents and of the artifi-
cial creative system as a whole, and compare these to our simulations of the same
agents to gain insights into the effects of embodiment on the creative processes.
The simulation of the artificial creative system uses as much of the code running
on the robots as possible, interacting within a simulated environment.

Human audiences will encounter the artificial society and its evolving tunes
within a the context of a gallery environment. This will allow them to share the
same space with robots and to engage with their activities and relations from
within. To study how embodiment affects the way humans construe the agency
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of the robots, visitors will have the opportunity to interact with the robotic
system using an FM synthesiser, similar to the ones used by the robots. The
goal is to encourage visitors to engage with the social creative process at work
in the community of robots by playing simple tunes, allowing visitors to inject
elements from their human cultural context into the artificial creative system.

5 Conclusion

This paper has described the design of Curious Whispers, a proof-of-concept im-
plementation for an embodied artificial creative system. Unlike typical human-
robot interactions, this project does not place the human in a privileged position,
able to dictate what the robots should play. Instead the human enters the ar-
tificial creative system as an equal to the robots, who is required to produce
songs of interest to the robots for them to be picked up and reworked within the
system. Curious Whispers is a system open to human engagement, potentially
allowing the agents to take advantage of the social and cultural contexts that
visitors bring.
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Abstract. This paper presents a multi-agent computational simulation of the 

effects on creativity of designers' simple social interactions with both other 

designers and consumers. This model is based on ideas from situated cognition 

and uses indirect observation to produce potential changes to the knowledge 

that each designer and consumer uses to perform their activities. These changes 

result in global, social behaviors emerging from the indirect interaction of the 

players with relatively simple individual behaviors. The paper provides results 

to illustrate these emergent behaviors and how the social interactions affect 

creativity. 

1   Introduction 

Computational models of creativity typically simulate the reasoning process of one 

creative agent that produces designs (whether they are of residences [1], stories [2], 

software [3], artwork [4], or other artifacts, whether abstract or physically realizable). 

In this view, the simulation ends as soon as the design of the artifact is generated by 

the simulated designer, and this design generation concludes when the simulated 

design process converges to an acceptable solution. The simulated designer is 

programmed with a particular body of knowledge, which may or may not change over 

time, that embodies its expertise and that includes evaluation knowledge that allows 

the agent to determine the acceptability of the designs it proposes and therefore halt 

the simulated design process. 

This simulated design process might have some parameters that can be adjusted, 

but usually employs the same overall method in order to generate designs (whether it 

be evolutionary algorithms [5], analogy [6], constraint satisfaction [7], shape 

grammars [8], or other computational strategies for creating designs). If the design 

process is run again on the same problem, then the same solution, or at least the same 

type of solution, will be obtained as output. This is the "design as search or 

optimization" view, and does not account for the fact that most designers are able to 

continue producing creative output throughout their lives. Designers do not just 

produce one design and stop, and the designs that they have produced in the past 

                                                           
1 Contact author. 
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influence the ones they produce in the future, instead of each episode of producing a 

design being done in complete isolation from all other episodes. 

As Boden has pointed out, creative products must be both novel and 

useful/valuable [9]. In order for a designer's output to be considered creative it must 

be sufficiently distinct from the designer's previous body of work, and in order for 

this to occur in a computational model, the simulated designer must be dynamic: at 

minimum, some aspect of the way it analyzes and/or produces designs must change 

over time. In addition, in order for a designer's output to be considered creative it 

must be valued by others, and in order to be successful in this a designer must be 

aware (as much as possible) of what others look for or value. It thus appears that 

traditional computational models of design are limited in their veridicality because 

they do not take into account a designer's social context in modeling design activity 

and the factors that drive it. 

This paper describes a computational model that embodies a broader view of 

design than single designer simulations. In this view the design decisions that a 

designer makes (i.e., the evaluation criteria on which those decisions are based) are 

influenced by multiple factors, some of which are external to the agent. In particular, 

the knowledge that a designer uses both to produce and evaluate designs changes over 

time as a result of the interactions of the designer with other members of the world 

around it. The other members that can influence a designer's design decisions can be 

classified into those that are competitors (other designers in the same industry or 

domain, producing the same kinds of designs) and those that are consumers (of the 

type of artifact produced by the designer). The influence is not a result of direct 

communication between them, but rather results from each member being able to 

analyze the behaviors of the others around it, in particular their responses to the 

different designs being produced, and adjusting its own knowledge over time as a 

result. In broad terms, we can consider the computational model simulates that 

consumers' purchasing behavior in the world is independent of, but indirectly affects, 

the evaluation criteria used in producing new products. 

This view of designing as including a social phenomenon is influenced by research 

in the branch of cognitive science known as situated cognition [10, 11]. One of the 

observations of situated cognition is that reasoning occurs within a world and is 

influenced by a designer’s current worldview, called a “situation” [12]. The same 

designer confronted by the same requirements at a different time, or different 

designers confronted by the same requirements at the same time, might make different 

decisions while reasoning and therefore come up with different solutions to the 

requirements. Basing this computational simulation on ideas from situated cognition 

allows for the explanation of, and experimentation with, many of the phenomena 

involving social influences that are related to design activity. 

The remainder of the paper is organized as follows. Section 2 briefly presents the 

mechanics of the computational simulation of a social environment in which creative 

agents are present, using ideas from multi-agent systems [13]. Section 3 presents 

some details about the makeup of the agents used in this simulation. Section 4 

describes and presents the results of some experiments performed with this 

simulation. The paper concludes by discussing, in Section 5, some of the important 

outcomes of this research. 
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2   Multi-agent Simulation 

This simulation was implemented in MASON (Multi-Agent Simulation Of 

Networks), a multi-agent simulation platform, developed at George Mason University 

[14]. In this simulated world there are 1,000 agents, of which 2.5% are designers 

(which are also called producers) and 97.5% are observers or consumers (which are 

also called receivers) of the designs produced by the designers. These proportions are 

based on statistics gathered by the U.S. Census Bureau [15] that show that 

approximately 2.5% of the U.S. population is involved in some sort of creative 

activity or industry. 

Each designer and consumer is modeled as a single agent in MASON resulting in 

25 designers agents and 975 consumer agents. Each of these agents has its own value 

system, modeling its situation at any time: a set of interests and preferences, or biases, 

that are used to evaluate designs. In addition, each of the designer agents has its own 

set of skills: generative knowledge that it uses to produce new designs. The sets of 

preferences and skills are different in each agent. 

The "lives" of the agents are divided into time-steps, and a simulation is run for 

each agent for 1,000 time-steps. Within each time-step each designer agent produces a 

new design based on its set of generative skills and its evaluation criteria for deciding 

what makes a good design. The consumers then observe the produced designs and use 

their own evaluation criteria to assign a value to the quality of the designs. 

Once all the consumers have had a chance to evaluate the designs produced by all 

the designers the results are gathered together to obtain mean values of the population 

of designs produced in that time-step. The mean values are used to rank the designs 

and the designers according to their success (the relative quality of the designs they 

produced, as judged by the consumers) and the consumers according to their 

enthusiasm (for the overall set of designs produced by the designers). The results of 

this procedure are used by the agents as a catalyst for potentially making adjustments 

to the knowledge that they use in their activities in the next time-step (evaluating 

designs and, in the case of designers, also producing designs). 

In order to simulate the adoption of technologies and methods that have been used 

by others and have been proven to be successful, in a previous time-step, the least 

successful designers change their situation by adopting some of the knowledge (both 

generative and evaluative) that the most successful designer used in the time-step that 

has just ended (and thus try to improve their own success in the future). In the real 

world this adopted knowledge could have been obtained through licensing, patents, 

reverse engineering, industrial espionage, or other means. In order to simulate the 

membership behavior of consumers, where consumers are influenced to adopt 

products based on which products have been adopted by large groups, the least 

enthusiastic consumers adopt some of the evaluative knowledge that the most 

enthusiastic consumer used in the time-step that has just terminated in order to try to 

improve their enthusiasm for the overall set of designs in existence. 

The above procedure is then repeated for each subsequent time-step in the 

simulation. Fig. 1 schematically shows the simulation framework just described. The 

agents in the simulation undergo gradual changes in their way of viewing the world 

around them (and of producing designs, in the case of the designer agents) as the 

simulation proceeds. These gradual changes occur as a result of each agent observing 
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the behavior (skills, evaluation criteria, and opinions) of others, rather than as a result 

of direct communication between the agents. As a result of these gradual changes, our 

hypothesis is that interesting global (social) behaviors that were not programmed 

directly into the simulation emerge on the basis of the elementary social individual 

agent behaviors. 

 
Fig. 1. Framework for the simulation of a society of producer and receiver agents. 

3   Individual Agent Models 

In this simulation the designer agents produce simple shapes consisting of sets of 

colored unit squares through an evolutionary algorithm. Any generative approach can 

be substituted for the evolutionary algorithm. Each agent uses several criteria in 

parallel to evaluate designs. In the case of the designer agents, these criteria are used 

to evaluate the designs that they themselves generate, and guide their generation 

towards convergence in each time-step. In the case of the consumer agents, the 

criteria are used to evaluate the designs that the designer agents produced during that 

time-step. 

The sets of evaluation criteria, which are used to model the notion of “situation,” 

available to designer and consumer agents overlap but are distinct. The initial state of 

the agents is randomly set (choosing for each agent a fixed number of criteria from 

the set of possible criteria that corresponds to it) before commencing the simulation. 

In this example the evaluation criteria relate to geometric properties of the designed 

shapes (such as their tallness, flatness, area-to-perimeter ratio, bumpiness, degree of 

convexity, and symmetry) as well as criteria that relate to color properties of the 

shapes (such as degree of color saturation, contiguousness of the colors, and the 

existence of different color patterns within the unit squares that make up the shapes). 

Each of the designer agents uses a set of genes in order to create genotypes that 

describe moves that can be made to describe a shape (design). The set of genes that 

each designer agent uses is initialized at random at the beginning of the simulation, 

and is chosen from a set of 32 possible genes. 

Each gene represents making a unit move from a given start position in one of 

eight possible directions (during the creation of a shape) and placing a unit square (of 

a particular color) in the position resulting from that move. A genotype is a sequence 

of such moves and placements of colored unit squares, read from left to right, that 

together creates an entire shape. The start position for each gene in the sequence 

(genotype) is the end position for the previous gene. Fig. 2 shows a subset of the set 

of genes available to designers (the subset shows the eight possible genes that can 

exist for a given color of unit square). 
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Fig. 2. Subset (for a given color) of the genes available to designer agents. 

4   Experimental Results 

Fig. 3 shows snapshots of the state of the simulated world after each of the first four 

time-steps in a typical simulation. In the snapshots, designers are shown as hollow 

squares distributed in five rows of five columns each, and consumers are shown as 

small circles that are rendered in the vicinity of the designer whose design they liked 

the most upon terminating the corresponding time-step of the simulation. From one 

time-step to the next the designers remain immobile, but the consumers travel within 

the window from their location in the previous time-step to the vicinity of the 

designer whose designs they evaluated most highly in the current time-step. The 

density of the cloud of consumers depicted in the vicinity of each designer is a 

measure of how popular/successful that designer's design was in the current time-step. 

A wide range of responses can be observed in the sequence of snapshots shown in 

Fig. 3. If the designers are numbered from left to right and from top to bottom, 

Designer 8 (second row, third column) maintains an above-average level of popularity 

throughout the four time-steps. Designer 25 (last row, last column) has an above-

average number of "followers" only in the third of the four time-steps shown in the 

sequence of snapshots. Designer 5 (first row, last column) is not successful at all at 

the beginning of the simulation, then has an average number of followers during the 

next two time-steps, and then has very few by the fourth time-step. Designer 21 (fifth 

row, first column) oscillates between being relatively unpopular and being relatively 

popular in each of the four time-steps.  
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Fig. 3. Snapshots of the first four time-steps in a typical simulation. Designers are shown as 

hollow squares distributed in five rows of five columns each, and consumers are shown as 

small circles that are rendered in the vicinity of the designer whose design they liked. 

 

This first experiment shows that many different types of social responses to 

creative agents can emerge in this computational simulation. This is despite the 

simplicity and indirectness of the knowledge transfer mechanism employed by the 

individual agents in each time-step in the simulation (which is what originates this 

range of behaviors) and despite the fact that only four time-steps were observed in 

detail in order to analyze the agents' individual behaviors. 
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The second set of experiments is designed to determine global emergent trends 

based on these simplified concepts of situated cognition. A Monte Carlo simulation 

[16] (with 1,000 time-steps, 20 runs) was run. The mean and standard deviation of the 

distributions of the evaluation knowledge used by the sets of agents and the genes 

used by the designer agents at each time-step in each run were measured. The 

distributions of knowledge allow us to observe whether some evaluation criteria in 

both types of agent and some production knowledge in the designers tend to dominate 

in time (their initial distribution is set at random, and is therefore statistically 

uniform). The standard deviation of these distributions was used as a measure of the 

variability within the population of agents. The mean and the standard deviation of 

these standard deviations were measured to obtain a global measure of the variability 

within the population across all runs (i.e., the variability of the variabilities). 

Without the concepts of situated cognition, the simulation should tend over time to 

produce agents that will use the same knowledge that only a few of them used at the 

beginning of the simulation (the ones initially that turned out to be the most 

successful or enthusiastic). Situated cognition encompasses changes in the worldview 

of the participants. In the design world we are simulating this could be brought about 

when new knowledge (methods, technologies, ideas, etc.) appears. This new 

knowledge may augment or supplant some of the knowledge that was being used 

earlier. To account for this change in worldviews new values are introduced in an 

“onionskin” model of an open world.  

In the onionskin model the open world is modeled as a sequence of closed worlds, 

one embedded in the other. Each “skin” completely envelopes the previous world, 

thus the previous world becomes an open world embedded within the next world as 

the constants that define that world are turned into variables by the next closed world. 

In this work we treat both the criteria and the generation knowledge as fixed in each 

time-step. This makes each time-step operate within a closed world defined by those 

criteria and the generation knowledge. In the next skin the criteria that were 

previously fixed become part of a larger set as does the generation knowledge. In this 

way the current time-step becomes an open world for the previous time-step. Here a 

set of new values is regularly introduced to account for changes that emerge from the 

current state of the world. These new values are added to or substituted for existing 

values. This is repeated at regular intervals. At every 200 time-steps new evaluation 

criteria are introduced for both designers and consumers and new genes are added to 

the pool from which designs are produced by designers. Fig. 4 shows the graph of the 

resulting variability (for the distribution of both designer and consumer evaluation 

criteria). The eleven values shown in the horizontal (time) axis of Fig. 4 and Fig. 5 

correspond to eleven key time-steps in the simulation: the initial (time-step 0) and 

final (time-step 1,000) state of the simulation, and just before and just after the 

introduction of new knowledge in time-steps 199, 200, 399, 400, .... 

The effect of this introduction of new knowledge can be seen in Fig. 4, which 

shows that the variability of the evaluation knowledge is maintained and does not 

converge. Having the agents react to these changes in the world by altering the way 

they do things crudely models the way they construct situations (interpretations of the 

world around them) for themselves, and thus change, as they interact with other 

agents in that world in the course of performing their activities [10, 11]. 
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Fig. 4. Graph of the variability in terms of the standard deviations of the standard deviations of 

the evaluation knowledge, expressed as criteria, used by the designers and consumers. 

 
 

Fig. 5. Graph of the variability in terms of the means of the standard deviations of the designer 
and consumer criteria. The means of the designer criteria have been multiplied by 10 to make 

them viewable at the same scale as the consumer criteria. 

Another measure of the variability is the means of the standard deviations. If these 

drop that is an indication of a drop in variability. If, however, they stay high then 

variability is sustained. Fig. 5 shows the means of the standard deviation values of the 

designer and consumer criteria. 

Both graphs show that the variability is maintained throughout the entire process. 
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5   Discussion 

In this paper we have presented a computational simulation that uses ideas from 

situated cognition to model some of the social aspects of creative activity. In our 

simulation, creativity does not stop as soon as an agent finishes producing some 

design for a particular set of requirements, as in many traditional computational 

models. Instead, we view creativity as an ongoing process that is influenced by factors 

that are external to creative agents. Our model fits well within, and contributes a 

computational implementation of, the DIFI (Domain-Individual-Field-Interaction) 

framework proposed in [17], which views creativity as a property of the interaction 

between individuals in a society (field) that belong to a given culture (domain). 

Another model that is conceptually similar to the one we present here is described 

in [18]. The model in [18] uses a direct interaction between the agents, unlike the one 

we describe in this paper, but shares our interest in observing the emergence of 

complex social behavior from the elementary interactions of individual behaviors. It 

does so by having agents' knowledge not be static, and their "lives" not end as soon as 

they produce satisfactory designs, but rather modify agents' knowledge based on their 

changing situation as they proceed with their activities and interact with other agents, 

and keep agents active throughout many problem-solving episodes. A preliminary 

version of the model described in this paper appeared in [19]. 

There are no causal models of the relationship between consumer preferences and 

the designers of the consumed designs. However, computational simulations like this 

permit the testing of hypotheses and the observation of the resulting systemic 

behaviors. The focus of this paper has been on the hypothesis that peer pressure and 

market pressure are drivers of change in the way designers design creatively, and that 

this occurs through the indirect observations that designers make of the opinions that 

consumers and other designers have on their previous designs, rather than direct 

communication between them. The paper described and showed the results of 

experiments in which social behaviors emerged from this kind of indirect interaction. 

Computational social science, from which this work is derived, provides the 

techniques to experiment with behavior in silico, behavior that is too difficult to 

experiment with in vivo. Complex social behavior can result from simple individual 

behaviors. The results produced here demonstrate that the hypothesis that creativity is 

both an individual and social phenomenon can be tested. The results indicate that 

social interactions play a role in designers being continuously creative and that the 

concepts of situated cognition play a role in our understanding of creativity. 

Further experiments will be carried out where different ideas about how designs 

and design criteria substitute for existing ones in order to model Schumpeter’s [20] 

foundational concept of “creative destruction” will be tested. 

Acknowledgements 

This research supported by grants form the US National Science Foundation, grant 

numbers CNS- 0745390 and SBE-0915482. 

118



References 

1. Jupp, J., Gero, J.S.: Towards a Computational Analysis of Style in Architectural Design. 

Journal of the American Society for Information Science 57:11, 1537-1550 (2006) 

2. Pérez y Pérez, R., Sharples, M.: MEXICA: A Computer Model of a Cognitive Account of 

Creative Writing. Experimental and Theoretical Artificial Intelligence 13:2, 119-139 

(2001) 
3. Zitzler, E., Teich, J., Bhattacharyya, S.S.: Evolutionary Algorithms for the Synthesis of 

Embedded Software. IEEE Transactions on Very Large Scale Integration (VLSI) 

Systems: 8:4, 452-456 (2000) 

4. Gómez de Silva Garza, A., Zamora Lores, A.: An Evolutionary Process Model for Design 

Style Imitation. In: Gero, J.S., Goel, A.K. (eds.) Design Computing and Cognition '08. 

Springer, Heidelberg, Germany (2008) 

5. Mitchell, M.: An Introduction to Genetic Algorithms. MIT Press, Cambridge, MA, USA 

(1998) 

6. Leake, D.V.: Case-Based Reasoning: Experiences, Lessons, & Future Directions. AAAI 

Press, Cambridge, MA, USA (1996) 

7. Dechter, R.: Constraint Processing. Morgan Kaufmann, San Francisco, CA, USA (2003) 

8. Stiny, G.: Introduction to Shape and Shape Grammars. Environment and Planning B: 7:3, 
343-351 (1980) 

9. Boden, M.A.: Dimensions of Creativity. MIT Press, Cambridge, MA, USA (1996) 

10. Clancey, W.J.: Situated Cognition: on Human Knowledge and Computer 

Representations. Cambridge University Press, Cambridge, UK (1997) 

11. Schön, D.: The Reflective Practitioner: How Professionals Think in Action. Basic Books, 

New York, NY, USA (1983) 

12. Gero, J.S.: Situated design computing: Principles, in BHV Topping, (ed), Civil 

Engineering Computations: Tools and Techniques, Saxe-Coburg Publications, 

Stirlingshire, UK, pp. 25-35. (2007) 

13. Epstein, J.M.: Generative Social Science: Studies in Agent-Based Computational 

Modeling. Princeton University Press, Princeton, NJ, USA (2007) 
14. Luke, S., Cioffi-Revilla, C., Panait, L., Sullivan, K., Balan, G.: MASON: A Multi-agent 

Simulation Environment. Simulation 81:7, 517-527 (2005) 

15. United States Census Bureau: Census 2000 Indexes of Industry and Occupation. United 

States Census Bureau, Washington, DC, USA (2000) 

16. Kalos, M.H., Whitlock, P.A.: Monte Carlo Methods. Wiley-VCH, Hoboken, NJ, USA 

(2008) 
17. Feldman, D.H., Csikszentmihalyi, M., Gardner, H.: Changing the World: A Framework 

for the Study of Creativity. Praeger, Westport, CT, USA (1994) 

18. Sosa, R., Gero, J.S.: Social Structures that Promote Change in a Complex World. Futures 

40:6, 577-585 (2008) 

19. Gómez de Silva Garza, A., Gero, J.S.: Exploring Knowledge Transfer in a Society of 

Designers. In: 17th International Conference on Engineering Design (ICED), Vol. 8, pp. 

99-110. Design Society (2009) 

20. Schumpeter, J.A.: Capitalism, Socialism and Democracy. Harper, New York, NY, USA 

(1942) 

119



Constructing Conceptual Spaces for Novel
Associations

Kazjon Grace1, Rob Saunders1, and John Gero2

1 University of Sydney, New South Wales, Australia.
2 Krasnow Institute for Advanced Study, Virginia, USA.

Abstract. This paper reports on a system for computational analogy-
making based on conceptual spaces. The system constructs conceptual
spaces that express the relationships between concepts and uses them to
build new associations. A case for this conceptual-space driven model of
association making is made, and its advantages and disadvantages are
discussed. A prototype space-construction system is detailed and one
method by which such a system could be used to make associations is
proposed. The system forms concepts that are useful to describe a set
of objects, then learns how those concepts relate to each other. These
relationships can then be used to construct analogies.

1 Introduction

The generally accepted frameworks [1, 2] for computational analogy-making fo-
cus on three processes: representation, mapping and transfer. Representations
of a source and target object are constructed, mappings are built between them
and then knowledge is transferred from the source to the target. Existing mod-
els of the representation process [3, 4] build representations out of a set of pro-
vided components. Mappings produced by these systems must be constructed
(by processes such as conceptual slippage or spreading activation) from relation-
ships existing between those components. While the scope of representations in
the system can be broad, all possible kinds of relationship between representa-
tions must be provided with the representational components. Representation in
analogy-making systems with a fixed set of representational components is re-
duced to “choosing” between which of the pre-encoded relationships will underlie
the mapping.

This research investigates an approach to computational association that ad-
dresses this restriction: a system that constructs the conceptual space in which
it performs representation. If a system builds the relationships between its con-
cepts through use, then potential avenues for mapping between those concepts
need not be pre-encoded. We detail a system that learns concepts to describe
its world, learns how those concepts relate, constructs a space using those rela-
tionships, and then can find mappings through the reinterpretation of objects
in that space. In other words, a system in which the associations made are not
just expressed in the representations constructed but are situated in the system’s
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experientially-derived conceptual space. Our hypothesis is that this increased au-
tonomy in representation and mapping will aid in producing potentially creative
analogies.

2 Association

This research defines association as the process of constructing a new mapping
between two objects. The process involves identifying a match and building
a mapping between the two objects that reflects that match. This process is
fundamental to analogy-making, metaphor and other related tasks. We assume
that pattern recognition makes recognising mappings in existing representations
virtually automatic. From this assumption we derive that associating two objects
is fundamentally a process of re-representing the objects to express a connection
between them. This is our notion of interpretation-driven association.

2.1 Interpretation-driven association

Modelling association as an interpretation-driven search has several benefits for
an analogy-making system. Multiple associations between the same objects are
possible through the development of multiple interpretations of those objects.
Each association is situated within the interpretation used to construct it, and
any knowledge learnt or transferred through that mapping is also specific to that
interpretation. Each association embodies a “new” match, in that the association
process produces a mapping between representations that was not previously
known to the system: it is s-creative [5].

The interpretation process involves concurrent re-representation of the ob-
jects via a search of the system’s experiences with them until a viable represen-
tation can be found. In a system governed by this idea of association it must be
possible to produce many different representations of one object. We model this
by allowing the concepts used to represent objects to have mutable meanings
through a process analogous to “conceptual slippage” in the Copycat system
[3]. In appropriate circumstances, the meanings of two concepts can “slip” to-
gether, allowing previously disparate objects to be matched. In Copycat, these
slippages can only happen along predefined paths and under predefined circum-
stances. Our association system is freed from this constraint as it autonomously
develops the relations that cue the “slippage” process between concepts.

Our goal is to produce an analogy-making system that builds representations
out of concepts that it has learnt, but also to learn relationships between those
concepts. This would allow the system to “slip” the meanings of concepts without
predefined paths along which to do so. To do this requires the solution of two
problems: we need to learn relationships between the concepts produced by the
system, and we need to use those relationships to produce new interpretations
and thus associations.
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2.2 Conceptual spaces as a model of experience

In this research we use the notion of conceptual spaces to describe how concepts
relate to each other and how those relationships can be used in association. A
conceptual space is an abstract construct in which all the concepts of a system
are located. A conceptual space contains knowledge about how concept meanings
relate to each other and about how concepts have been used in conjunction with
each other. The conceptual space is an abstraction of a system’s experiences
over the course of its operation and it can be used to put the act of perceiving
an object in the context of a system’s past. Our system re-interprets objects
by drawing on this knowledge of related past experiences to find another set of
concepts that can be used to describe the object.

Conceptual spaces for analogy-making must contain rich and interrelated
descriptions of the features that comprise objects. It is not sufficient to produce
a conceptual space in which each object is represented by a single point as the
space must express relationships between the concepts used to describe objects,
not between the objects themselves. Gärdenfors’ “theory of conceptual spaces”
[6] states that conceptual spaces are defined by quality dimensions, or “aspects
or qualities of the external world that we can perceive or think about”. If the
relationships in a space can be expressed in terms of a few quality dimensions
then any mapping produced within the space will be derived from those few
qualities. Our definition of conceptual spaces does not imply that the spaces
contain any globally coherent organisation.

The mechanism governing the location of concepts in space varies by im-
plementation, but at minimum our definition states that proximal concepts are
in some way similar. In our system the spaces are defined by undirected multi-
graphs, with each node being a concept and each edge being a relationship. Some
idea of the similarity between concepts can be gained through the edge distance
between any two concepts, but as each edge can represent different kinds of
relationships there is no notion of moving in a defined “direction” in the space.

Concept-to-concept relationships can be learnt through how the system ac-
quires and uses concepts. Relationships in conceptual space in our prototype take
two forms; similarity between the meanings of concepts and similarity between
the usage of concepts. We can use these relationships to reinterpret objects.

2.3 Matching in conceptual spaces

Each object can be represented within the conceptual space as a set of nodes,
one for each of the concepts that describe it. These concepts form a region in
conceptual space that describes the object. Finding a way to reinterpret the
concepts used in this representation involves finding another region of concepts
that can be mapped onto this one. When two regions in conceptual space are
mapped onto one another, one describing a source object and one describing a
target object, it can be said that the concepts within those representations have
had their meanings “slipped” together. This results in representations of the two
objects that reflect an association between them.
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If a structural similarity exists between the conceptual regions associated
with two objects, then the ways the system models those two objects can be seen
as alike. Once a mapping between the concepts in two regions is found, we can
produce an interpretation of one object using the concepts associated with the
other. The structural similarity between two conceptual regions is indicative of
how the system’s experiences with those two objects have had similar structure.
We can say that there are concepts in both regions playing similar roles within
that group of concepts, and with similar patterns of relationships with their
neighbours. This approach is syntactic in that it matches on the structure of
conceptual space rather than its content, but that structure is learnt through the
system’s interactions with its world. Therefore what is being mapped is semantic
information at the object level expressed as structural information within the
conceptual space.

This research is concerned with developing a system that can both learn
its own concepts and learn how those concepts relate to each other. The more
removed the experimenter-provided data is from the analogies being made by
the system, the more defensible is the claim that the system has autonomously
constructed a new association. A system based on these principles would a) learn
a set of concepts to describe the objects in its world, b) learn how those concepts
relate to each other in both definition and usage, c) construct a conceptual space
embodying the relationships between concepts, d) find a match between the
structure of the regions in conceptual space that reflect the target object and a
source and e) interpret the target and source objects to reflect the mapping that
has been constructed between the concepts used to describe them.

We have developed a prototype of our approach to association construction
that implements concept formation, conceptual interrelation, conceptual space
construction and a limited form of matching. While this prototype does not yet
produce compelling or interesting analogies, it serves as a proof of concept for
our framework and its behaviours offer some insight into our theories.

3 A System for Constructing Spaces

We have developed a system capable of constructing conceptual spaces for analogy-
making. An overview of the system can be seen in Figure 1. The system takes
a set of objects, learns concepts to describe them, learns relationships between
those concepts, constructs a graph of those relationships and then searches for
possible mappings within that graph.

The system operates in a very simple shape perception domain from which
it receives symbolic perceptual input about objects. A future development goal
is for the system to take lower level sensory input and learn its own perceptual
representations of objects, but symbolic input is sufficient for the purpose of
testing the construction of spaces. The system then learns a set of concepts
that can uniquely describe each of the objects, using a method based on the
discrimination agent architecture developed by Steels [7]. Discrimination-based
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Discriminate 
between objects by 
learning patterns of 
percepts.

Percepts (sparse 
vector of active 
percepts)

Construct a space of 
concepts organised 
by their literal 
similarity.

Construct a space of 
concepts organised 
by how they have 
been used together.

All concepts 
(concept definitions 
as percept sets)

Active concepts

Construct a graph of 
the relationships 
between concepts.

Space of concepts
(by experience)

Space of concepts 
(by similarity)

Find regions of the 
source and target 
object graphs that 
share structure.

Concept 
relationships 
graph

Fig. 1. A diagram of our system, showing the process from perceptual input on the
left to the generation of possible matches on the right.

learning was chosen for its simplicity and prevalence as a reinforcement strategy
in concept formation.

Similarity relationships between concepts are then calculated based on shared
percepts, while the experiential relationships between concepts are calculated
based on which concepts co-occur with each other. These relationships are ex-
tracted from the set of concepts using the singular value decomposition process
described in Sarkar et al. [8]. This method extracts an underlying set of struc-
turally important vectors from the concept usage and definition data and then
describes individual concepts in terms of those vectors. Concepts with similar
composition in this “singular value” representation are similar in ways that are
significant in the dataset. Concepts that are sufficiently similar by either the
literal or co-occurence metrics are judged to be related and an edge connecting
them is added to the conceptual space graph. This graph can then be searched
for matching sub-regions.

3.1 Example domain

The Line Grid domain used in this research is designed to be a simple visual way
to investigate concept formation and space construction. The emphasis is not on
the potential for interesting associations, but on the utility for testing conceptual
space construction. A line grid of size n is an n-by-n grid of points that can each
be connected to any other point orthogonally or diagonally adjacent to them.
Figure 2 shows four objects in the size three line grid. Sufficient versatility exists
in this domain to describe polygonal shapes, isometric depictions of 3D objects,
line patterns and a simple but complete typeface of capital letters. A line grid
shape is described by a binary string indicating which of the possible edges exist
in that shape. Our system has been tested for size three and four line grids,
which have twenty and forty-two possible edges respectively.

Concepts in this domain are patterns of edge presence and absence that
exist in multiple shapes. Relationships between these concepts show how those
concepts are similar (identifying similar patterns of edges), or how those concepts
are used (identifying that they form discriminating sets together).
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Fig. 2. A set of example objects in a 3x3 version of our line grid shape domain.

For example, in the set of 26 objects representing the capital alphabet, these
relationships include things such as “objects containing an enclosed space in the
top half of the letter” being used together with “objects containing a stroke
down the left side”, as in the letters P, B and R. These relationships would then
be compiled into a conceptual space expressing the patterns of relationships
between the concepts learnt by the system to describe the capital alphabet in
the Line Grid domain. The system would then look for matches in the structure
of regions of the conceptual space; areas in which other concepts play the same
“role” in their groups of related concepts as the source object’s concepts do in
its conceptual region. If a group of concepts can be found that shares structure
with the group that describes the target, then another object that is described
by that group may be a potential source.

An example of a proportional analogy that could be made in the Line Grid
domain by a complete analogy-making system is seen in Figure 3. Given letters
in a consistent typeface, the system would find that similar structures existed
between pairs of letters. In this case, the difference between the letters ‘I’ and
‘T’ could be considered analogous to the difference between the letters ‘F’ and
‘E’.

Fig. 3. Two examples of matches between pairs of objects in the domain that could be
found by a complete analogy-making system and expressed as a proportional analogy
of the form “I is to T as F is to E”.

3.2 Concept formation

Our prototype concept formation system is designed to produce sets of concepts
that are suitable for association in conceptual space. It is desirable that each
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object is described by many concepts in order for conceptual spaces to be more
interesting and for potential matches to be more varied. An Accuracy-Based
Classifier System [9] modified to reinforce based on discriminative success was
chosen as the concept learning algorithm. This algorithm was chosen due to its
ability to extract patterns from representations and thus produce many concepts
per object. Concepts produced by the system represent patterns of percepts
that are useful for telling objects apart from their peers. Concepts use a similar
representation to objects but are defined as trinary strings as each concept may
require, forbid or not care about each edge in the grid.

The concepts are evolved to be able to discriminate an object from all others
in the given set. Learning about a set of objects via attempting to tell them
apart is a common approach to concept formation and is described in Steels
[7], where the discrimination occurs for the purpose of a set of agents trying
to co-operatively learn language. The principle has been applied to an analogy-
making system based on the idea that it must first be possible to tell objects
apart before any interesting ways can be found to put them together. Concepts
can be combined together to discriminate a chosen object from its context, with
each concept discriminating that object from one or more other objects. This set-
based reinforcement method means that each individual concept will be rewarded
if it is a part of any discriminating set. As the goal is to produce a rich set of
general concepts, there are no limits on the size of each set or the number of
discriminating sets that can be found: this promotes the development of multiple
divergent approaches to discriminative success.

The classifier system was able to find a stable and compact set of general
concepts to describe up to 100 objects in the 4x4 line grid domain. A plot of the
system’s performance over 10,000 generations on a twenty object problem in the
4x4 domain can be seen in Figure 4. The system reached 100% discriminatory
success after 1,300 steps with approximately 600 concepts, but the population
continued growing to 3,950 concepts after 6,000 steps. The system then reached
a saturation point where enough diversity existed in the population to subsume
most new classifiers into existing more general ones and the population rapidly
declined. After approximately 8,000 steps the system had found 125 general
concepts and maintained 100% discrimination rates. The generalisation can be
seen in the second data series, with the average number of objects matched per
concept rising to 2.5 with the generalisation process.

3.3 Inter-conceptual relationships

The construction of conceptual spaces is dependent on the system’s ability to
form relationships between the concepts that it has learnt. In our system we
have identified two kinds of conceptual relationship to model: experiential co-
occurence, or when two concepts are used together in discrimination tasks, and
literal similarity, or when two concepts describe similar properties of objects.
Experiential co-occurence relationships are designed to allow the association
system to match between concepts that are “used” the same way: concepts that
play a role in their group of concepts that is analogically equivalent to the role
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Fig. 4. The results of a run over 10,000 generations with a 4x4 grid and 20 random
objects. The population of concepts is shown at the left, while the average number of
objects that each concept can be used to describe is shown on the right.

played by the source concept in its group. Similarity relationships are designed to
allow the system to match between the pattern of differences that exist between
the meanings of concepts in the two conceptual groups.

A conceptual space graph is formed where each relationship is described as
either literal or experiential and is labelled by the difference between the concepts
it connects. The structure of a region in conceptual space would then be described
by the structure of differences between its concepts. Similarly structured regions
can then be found that contain potential mappings between pairs of concepts
that play the same “role” in their local area of conceptual space.

We employ Singular Value Decomposition (SVD), a linear algebra method
with uses in statistical natural language processing, data mining and signals
processing. In our work SVD calculates connections between the meanings and
usages of concepts the system has learnt. The experiential co-occurence is cal-
culated by running the SVD algorithm on a co-occurence matrix of concepts
in discrimination sets. The literal similarity is calculated by running the SVD
algorithm on a matrix of concept definitions in terms of which grid line edges
they match and which they forbid. The advantage of the SVD approach in cal-
culating literal similarity is that the algorithm is able to extract which grid lines
represent important differences between concepts and reflect that accordingly,
which the use of a literal distance measure would not do.

3.4 Constructing spaces

The space construction process takes the relationships identified by the SVD
engine and compiles them into a coherent graph representation that can then
be searched for matches. In the current prototype conceptual graph edges are
labelled only as “similarity” or “co-occurence”. Future versions of this system
will label edges by how the concepts differ. The current system is able to see
patterns and structures in the body of concepts learnt by the system, but not
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the specifics of how those patterns relate to each other beyond the kind and
number of relationships involving each concept.

The correlations between concepts using the two metrics produced by the
SVD algorithm are compared to a threshold and sufficiently similar concepts are
assigned an edge of the appropriate type. An example of part of a simple graph
produced by the system can be seen in Figure 5. This graph shows some of the
concepts learnt discriminating a small set of objects. There are two broad groups
of literally related concepts connected by solid lines and between those groups
are concepts connected with dashed lines indicating co-occurence.

Fig. 5. Part of a graph describing relationships between concepts. Solid edges indicate
concepts that are literally similar, while the dotted edges indicate co-occuring concepts.

4 Discussion

Conceptual relations and conceptual spaces can be constructed in the course
of learning to describe a set of objects. We have performed simple matching
between groups of concepts in constructed spaces, but producing more inter-
esting associations in these spaces will require a richer description of concept
relationships. The current system can only match between relations labelled as
“similarity” or as “co-occurence”. Much richer information about the nature
of the relationships between concepts exists in the singular values produced by
the SVD system. A detailed set of relations extracted from the singular values
will permit a more complete labelling of edges in conceptual graphs. Edges be-
tween related concepts can be labelled by what differs between them, allowing
for matches to other concept groups with a similar pattern of differences.

Incorporation of a confidence attribute for relationships (the data for which
exists in the SVD output) would allow the system to preferentially match be-
tween strongly related concepts but to search weaker links if no strong mappings
were found. Association in the resulting conceptual space would then involve
subgraph isomorphism between the labelled graphs; mapping between groups of
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concepts with similar patterns of relationships between them, with each rela-
tionship defined by its type, strength and the specifics of the difference between
its concepts.

Like many concept formation systems, learning of concepts in our prototype
system is grounded in the ability to discriminate between objects. Our system
produces a set of general concepts to identify each of a set of objects by how it is
different from its peers. As a result the graphs produced by our system represent
the ‘similarity between differences’ and the ‘co-occurrence of similar differences’.
What is necessary for analogy-making is to extract common sub-components
that when combined describe the objects themselves rather than describe the
differences between objects. Therefore discrimination-based concept formation
may not be suitable for analogy-making systems.

We have described the benefits of an analogy-making system that constructs
its own conceptual spaces. In order to operate as a complete analogy-making
system the prototype described here requires additional features, most notably
the ability to evaluate potential mappings both in terms of analogical quality and
how they relate to previous analogies made by the system. With more detailed
conceptual space construction and a revised concept formation process such a
system could produce interesting and potentially creative analogies.
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Abstract. The human creative process can be likened to searching for
solutions to a problem. This work introduces a computerized aesthetic
composition task that is inspired by the “creativity as search” metaphor.
Data from this technique can illuminate how personality and situational
influences affect the creative process, rather than merely noting that they
affect the outcome. Beyond this, the technique can be used to highlight
underlying similarities between human creativity and optimization, as
well as the important differences. Early results with N = 34 participants
suggest that people’s search strategies do differ, and show connections
between personality, evaluation criteria, and search strategy. Suggestions
for future research are given.

1 Introduction

The creative process can be thought of as the search for an ideal solution to a
problem. One way to understand creativity is to understand this search process.
This paper presents early results from a new behavioral research technique that
is based on the “creativity as search” metaphor. In the short term, this technique
will allow researchers to understand how individual differences and situational
influences affect the creative process, instead of merely noting that they affect
the outcome. In the medium term, the technique will be used to understand
similarities and differences between human creative search and optimization. In
the long term, the hope is that this and related work will enable better com-
munication among creativity researchers in the behavioral and computational
traditions, eventually leading to a more integrative understanding of what cre-
ativity is and how it occurs.

The paper begins with a discussion of creativity and search. Then, the aims
and design rationale for the new technique are presented, followed by illustrative
results from an early application of the technique. Finally, future directions are
discussed.

1.1 Creativity as Search

Search can either be seen as finding a path from a starting state to a specific
end state, or as finding the best solution from among many other solutions.
The former case is relevant when the desired outcome is known but the means
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for achieving it are not (for example, proving a mathematical theorem). The
latter case is relevant when the desired outcome is unclear, such as during the
“problem finding” stages of the creative process. At least in the arts, creative
people seem to be distinguished by the problems they choose to solve, not by how
they solve them [1]. Accordingly, this research focuses on how people choose the
best solution from among competing alternatives, and not on how that solution
is realized.

In open-ended domains like the arts, choosing what solution to pursue is
seldom a simple matter of deciding among a few known choices. Instead, the
space of possibilities is usually too vast to be considered simultaneously, meaning
that the search must proceed by iteratively considering subsets of the space. How
people control this iterative process can be called a search strategy, and includes
things like how people move from one subset to another, and how people evaluate
each solution. Though search strategies might be an important determinant of
how creative the search outcome is, they are not directly observable. However, if
the options under consideration at each stage can be at least partially observed,
it becomes possible to trace how people move through the space of possibilities
over time. This path is called a search trajectory, and offers clues as to what
kind of search strategy people are using.

This research examines search trajectories, and characterizes them by how
complex they appear to be, which is tantamount to how straight of a path peo-
ple take from their starting solution to the solution they eventually settle upon.
At first blush simple trajectories might seem to reflect positive things like deci-
siveness and expertise. However, they may also reflect unsophisticated strategies
that are not well-matched to the nature of the problem. This is particularly likely
when the aspects of a solution that can be manipulated (the control dimensions)
have complex relationships to the criteria that the solution is evaluated on (the
evaluation dimensions). In these cases, simple strategies like repeatedly mak-
ing incremental improvements until nothing can be improved upon can backfire,
since they might miss a drastically different solution that is far superior (see [2,
3]).

1.2 Instrument Design

As the foregoing suggests, a research instrument is needed that can track peo-
ple’s search trajectories. Because psychological studies involving personality and
situational influences often require large samples, this technique should be as eco-
nomical to apply as possible, and should be simple to apply consistently across
studies. Also, while high-resolution data are needed, they must be tractable
enough to gain insights about as the technique is developed. All of this must be
achieved without unduly straining the connection to creativity.

Existing creativity research techniques are not well-suited to these require-
ments. Table 1 characterizes insight tasks (e.g., [4, 5]), holistic assessment of end
products (e.g., [6]), divergent thinking tests (e.g., [7]), and protocol analysis (e.g.,
[8]) according to whether they provide trajectory data, are economical to apply,
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Instrument Trajectory Economical Consistent Tractable Face Valid

Insight tasks no yes yes yes mid1

Holistic assessment no mid mid2 yes yes3

Divergent thinking possibly4 no mid5 mid4 mid1

Protocol analysis possibly6 no possibly6 no yes3

Exploration task yes yes yes yes mid
1 — only represents one part of the creative process; 2 — while findings can be replicated across
different tasks and raters, ratings can’t be compared across samples; 3 — provided the task is a

face valid creative task; 4 — with techniques under development (see [9]); 5 — norms available, but
often not used; 6 — depending on how applied

Table 1. Comparison of creativity measurement techniques.

can be applied consistently, yield tractable data, and are face valid operational-
izations of creativity. None of the techniques provides detailed trajectory data
in an economical manner.

The technique developed here is a computerized aesthetic composition task.
Participants have a fixed amount of time to explore a three-dimensional scene
on the computer, with the goal of finding the image that most captures their
interest.1 Participants can manipulate two things: the camera position, and the
position of a light source. However, because of the reflection, refraction, and
shadows caused by the interplay of the materials and the light, the task is both
less straightforward and more amenable to creative outcomes. (See Figs. 1, 3.)

The exploration task results in a moment-to-moment map of the search tra-
jectory. Since there are only two control dimensions (camera and light angle),
the search trajectory can be visualized to develop intuitions about the data. The
task itself can be economically and consistently applied within typical psycholog-
ical experimental conditions. Various metrics have been defined for analyzing the
search trajectory (discussed later), with more sophisticated ones to be developed
over time.

Perhaps the least satisfying aspect of the task is its relation to real-world
creativity. However, nothing short of in vivo studies of working creators will give
a perfect match. Laboratory tasks sacrifice this external validity in order to gain
control. The exploration task encompasses more of the creative process than
insight or divergent thinking tasks. While more constrained than typical tasks
used with holistic assessments, the technique yields essential trajectory data.

Despite how constrained the task is, it is sufficiently complex to require more
than ordinary problem solving. First, there is no single best solution. Instead,
people will prefer different configurations based on the criteria they use, and
would likely find that many configurations satisfied their criteria. Second, pro-
vided that people attend to the interplay among the materials in the scene, there
is no simple relationship between the two control dimensions and the many eval-

1 “Interest” incorporates aesthetic concerns [10] but admits more solutions than “aes-
thetically pleasing” without attracting merely odd solutions as “creative” might.
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uation dimensions. If data visualization is not a major concern, more control
dimensions can be added to increase the complexity.

2 Early Results

2.1 Methods

A preliminary experiment was run with N = 34 people, who participated in
exchange for course credit. Though it is possible that the experiment description
(“perform an aesthetic composition task”) attracted more aesthetically-oriented
individuals, none of the participants majored in the arts.

After signing consent forms, participants were seated at a computer and in-
structed to begin the experiment, which proceeded automatically. To become
familiar with the user interface, participants has up to two minutes to complete
the exploration task using a simple scene consisting of a non-reflective, monochro-
matic arch on a checkered surface with a monochromatic sky. Next, they had up
to five minutes to complete the exploration task using the more complex scene
shown in Fig. 1, with the goal of finding the image that most captured their
interest. In both scenes, the camera and light were a constant distance from
the center, with the angles adjustable in four degree increments. Participants
could explore the 3D scenes by manipulating the camera and light angles using
either a knob that could be rotated to any angle, or buttons that moved one step
clockwise or counterclockwise. A timer showed the elapsed and remaining time,
as well a button to press when finished. Participants could choose to continue
before the time limit expired.

After the exploration task, participants rated their liking of a subset of im-
ages from the scene. Due to problems with this measurement, these data are
not analyzed here. Participants then wrote a few sentences describing how they
approached finding the image that most captured their interest. Finally, they
completed four questionnaires in a random order (item order was also random).
Overall personality was assessed using the Big Five Inventory (BFI) [11]. Cron-
bach’s α for the Extraversion, Agreeableness, Conscientiousness, Neuroticism,
and Openness dimensions were .82, .79, .79, .91, and .84, respectively. Three
additional scales were included, but since no relationships were found with these
scales, they are not discussed. Participants were debriefed upon completion.

2.2 Results

Metrics The following metrics are used to characterize the search trajectory.
Where applicable, care was taken to ensure that these metrics properly reflect
the circularity of the coordinates.

Time Time elapsed between the first movement and the last movement. The
median time was 1:10 (minutes : seconds), and the lower and upper quartiles
were 0:51 and 1:43, respectively. The maximum time was 2:55, indicating
that the five minute time limit was more than sufficient.
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Fig. 1. Exploration interface, showing the experimental scene.

Coverage Percentage of the search space encountered, M = 1.84% and SD =
0.70%. Unsurprisingly, each person explored only a small part of the space.

Fixations Number of points where the person lingered, determined by doing a
Gaussian kernel density estimate over the time spent per coordinate (σ11 =
σ22 = 8 degrees), and then counting the local maxima,M = 15.8, SD = 5.75.

Fixation Diversity The mean inter-fixation point distance was calculated for
the upper 50% of each trajectory’s fixation durations (which tended to be less
similar to each other in duration than the lower 50%), M = 117, SD = 16.6.

Dimension Changes Times that the search switched control dimensions. Fol-
lows a Poisson distribution with λ = 2.26. The modal value was one, indi-
cating that most people searched one dimension, and then the other.

Rate The average number of new views per second, M = 3.09 and SD = 1.12.
Reversals Time that a trajectory switches direction along a single dimension,

M = 10.56 and SD = 6.92.

Additionally, the outcome of the search can be characterized by how unusual the
final point is, which will be called unusualness. The calculation is based on the
average distance between the current search’s final point and every other search’s
final point. To make unusualness more interpretable, the average distance is di-
vided by the mean of the average distances, and the log (base 2) taken. The mean
is approximately zero, though in principle it needn’t be. The intercorrelations
between the metrics are shown as part of Table 2.

Criteria and Complexity The key question is how complex people’s searches are,
and what determines their complexity. One source of complexity is the nature
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2 3 4 5 6 7 8 9 10 11 12 13
Metrics
1. Total Time .59∗∗∗ .27 .08 .15 .37∗ -.35∗ -.11 -.02 .36∗ .10 .20 .15

2. Coverage — .84∗∗∗ .24 .59∗∗∗ .51∗∗ .30+ .22 .09 .46∗∗ .27 .28+ -.05

3. Fixations — .32+ .67∗∗∗ .47∗∗ .37∗ .33+ .22 .36∗ .31+ .26 -.04
4. Fix. Diversity — .21 .21 .04 -.25 .23 -.04 .39∗ .18 .07

5. Dim. Changes — .28+ -.00 .16 .31+ .10 .38∗ .12 .02

6. Reversals — .32+ .42∗ .03 .38∗ .08 .38∗ .16
7. Rate — .46∗∗ -.05 .34∗ -.04 .05 -.06
8. Unusualness — -.05 .34∗ .04 -.04 -.13
Big Five

9. Extraversion — .31+ .41∗ -.06 -.12
10. Agreeableness — .24 -.08 -.05
11. Conscientiousness — -.28 -.43∗

12. Neuroticism — .18
13. Openness —

+p < .1, *p < .05, **p < .01, ***p < .001

Table 2. Intercorrelations between metrics and personality.

of the problem itself. The intent in designing these scenes was to introduce
problem complexity via the interplay between materials. However, people were
free to choose what criteria they used, and if they did not notice or care about
this interplay, their criteria may have been simpler.

For illustration, two sample trajectories are shown in Fig. 2. Each trajectory
starts at the cross and ends at the ‘X’, with color indicating the passage of
time (light blue to black). The size of the circle at each point is proportional
to how long the person spent looking at that image. The participant on the left
did not mention material properties when describing his/her criteria, while the
participant on the right did.

To test whether criteria involving the interplay between materials was as-
sociated with more complex search trajectories, participants’ open-ended de-
scriptions of their search process were coded for whether they mentioned ma-
terial properties (e.g., reflection, refraction, transparency, and color). Compar-
isons were made between people who mentioned material properties (N = 14)
and those who did not (N = 20). Statistically controlling for time, people who
mentioned material properties made more dimension changes (M = 1.77 vs.
M = 2.96, adjusted). No other effects were significant.

Individual Differences There were some interesting individual differences in
search strategies. Most notably, the time spent searching was significantly and
positively related to the trait “agreeableness” (a tendency to be compassion-
ate and cooperative), basically suggesting that nice people took the experiment
seriously. People who are more conscientious (self-disciplined, duty-bound, and
achievement oriented) trended toward exploring more of the space, explored more
diverse regions in the space, and made more dimension changes. Finally, people
who are more neurotic (prone to stress and anxiety) showed more reversals in
their search.
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Fig. 3. Final points, with four examples.

Overall, these results show that search strategy is largely dependent upon how
thoroughly the participant approached the task, which appeared to be higher for
people who either nicer (agreeable) or careful and duty-bound (conscientious).
Conscientious people in particular appeared to “leave no stone unturned”, as
evidenced by more dimension changes. Beyond this, more anxiety-prone (neu-
rotic) people reversed their search direction more. All of these effects appear to
be independent of the effect of criteria complexity, which was itself unrelated to
personality.

Final Points Fig. 3 shows the final points for all 34 participants. As images B,
C, and D illustrate, there was a strong preference for images where the three
objects were composed evenly. (The apparent diagonal line does not correspond
to any regular pattern when examined further.)

As shown in Table 2, the unusualness of the final point appears to be pos-
itively related to the rate of the search and the number of reversals, and to
agreeableness. After controlling for rate or reversals, the effect for agreeableness
is insignificant, suggesting that there may be a mediating effect. If replicable,
this would suggest a mechanism by which agreeable people might reach more
unusual points. The ability to detect mediating relationships between external
variables (like personality or situational influences) and outcomes (like unusu-
alness or creativity) via search trajectory characteristics is a strength of this
approach.

Taken together, these early results show areas of promise and room for improve-
ment. First, while some people did appear to notice the material properties,
and while this did appear to have some influence on search strategies, the ef-
fect was not very large. In future experiments, the scene should be designed to
make the material interplay more apparent. Second, while there were interest-
ing relationships between search strategies and personality, the strong effect of
agreeableness says more about the experimental setting than about the nature
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of the task itself. Future experiments should find ways to encourage people to
take the task more seriously without inducing undue demand characteristics.
Third, while the metrics themselves have intuitive meanings, more work needs
to be done to find and understand the most relevant metrics for characterizing
differences between trajectories. Despite these problems, the initial experiment
was able to find meaningful relationships among variables and sufficient inter-
individual variability to suggest there is more to be found in future studies.

3 Discussion

This paper describes a new research technique for making detailed observations
of the human creative process. While not as face valid as protocol analysis or
holistic assessment, the technique is more economical and offers more detailed
information, making it well-suited for the aims of investigating how personality
and situational influences affect the creative process, and for exploring connec-
tions between creativity and optimization. Preliminary results using the tech-
nique show that there are many differences in how people approach the search
task, some of which stem from personality variables, and some of which stem
from what sorts of images people prefer.

Future Directions The next step in this research is to better understand the ex-
perimental task itself, which includes honing the user interface and experimental
setting, refining and better understanding the search trajectory metrics, and ex-
perimenting with scenes of varying complexity. From here, specific questions can
be explored that will add detail to current psychological knowledge about how
various personality and situational influences affect creativity.

Beyond the exploration user interface, three additional user interfaces have
been constructed. One interface selects representative points from the search
trajectory, and asks participants to rate their interest in each image. Another
interface plays the entire search trajectory back at low speed, allowing partici-
pants to provide a continuous rating of what they’re seeing. The final interface
asks participants to rate the similarity of pairs of images from the space, which
can be analyzed with multidimensional scaling. These tools are designed to re-
construct participants’ overall evaluations of representative points in the space,
and to determine what evaluation dimensions participants use.

With these additional interfaces, the goal is to demonstrate that the scene be-
ing explored has two features: interdependencies, and local maxima. Interdepen-
dencies are desirable properties that conflict with each other (such as brightness
diminishing reflections), in turn making the search less straightforward. Local
maxima are points in the space that are better than similar points, but worse
than very different points.

As stated at the outset, finding the best overall point is more difficult for
problems that have interdependencies and local maxima. Metaheuristics are a
class of non-deterministic algorithms for optimizing in such cases, and work by
carefully tilting the balance from diversification (exploring many possibilities)
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toward intensification (pursuing a single local maximum) [2]. The exploration
task should yield data suitable for detecting similar tendencies in human cre-
ators. By showing links between the nature of creativity and optimization as
well as between how humans and computers approach each, this research will
help expand the “creativity as search” metaphor.

While the aim of this technique is to be comprehensive yet economical, there
is nothing preventing more complex applications. One such avenue would be to
have participants think aloud as they search, which could then be analyzed and
correlated with their search behavior. While time-consuming, this work could
help determine things like whether and when people’s criteria change mid-search,
and how aware people are of their exploration strategies. This kind of work will be
particularly useful for determining where creative search and optimization differ,
and could even suggest new insights for authors of optimization algorithms,
creative artificial intelligence, or creativity simulations.
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Abstract. We present a system that generates original music designed
to match a target emotion. It creates n-gram models, Hidden Markov
Models, and other statistical distributions based on musical selections
from a corpus representing a given emotion and uses these models to
probabilistically generate new musical selections with similar emotional
content. This system produces unique and often remarkably musical se-
lections that tend to match a target emotion, performing this task at a
level that approaches human competency for the same task.

1 Introduction

Music is a significant creative achievement. Every culture in history has incorpo-
rated music into life in some manner. As Wiggins explains, “musical behavior is
a uniquely human trait...further, it is also ubiquitously human: there is no known
human society which does not exhibit musical behaviour in some form” [1]. Per-
haps one of the reasons musical behavior is tied so closely to humanity is its
ability to profoundly affect human physiology and emotion. One study found
that, when subjects were asked to select music that they found to be partic-
ularly pleasurable, listening to this type of music activated the same areas of
the brain activated by other euphoric stimuli such as food, sex, or illegal drugs.
The authors highlight the significance of the fact that music has an effect on the
brain similar to that of “biologically relevant, survival-related stimuli” [2].

Computing that possesses some emotional component, termed affective com-
puting, has received increased attention in recent years. Picard emphasizes the
fact that “emotions play a necessary role not only in human creativity and in-
telligence, but also in rational human thinking and decision-making. Computers
that will interact naturally and intelligently with humans need the ability to at
least recognize and express affect” [3]. From a theoretical standpoint, it seems
reasonable to incorporate emotional awareness into systems designed to mimic
(or produce) human-like creativity and intelligence, since emotions are such a ba-
sic part of being human. On a more practical level, affective displays on the part
of a computerized agent can improve function and usability. Research has shown
that incorporating emotional expression into the design of interactive agents can
improve user engagement, satisfaction, and task performance [4][5]. Users may
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also regard an agent more positively [6] and consider it to be more believable [7]
when it demonstrates appropriate emotional awareness.

Given music’s ability to alter or heighten emotional states and affect physio-
logical responses, the ability to create music specifically targeted to a particular
emotion could have considerable benefits. Calming music can aid individuals in
dealing with anxiety disorders or high-anxiety situations. Joyful and energizing
music can be a strong motivating force for activities such as exercise and physi-
cal therapy. Music therapists use music with varied emotional content in a wide
array of musical interventions. The ability to create emotionally-targeted music
could also be valuable in creating soundtracks for stories and films.

This paper presents a system that takes emotions into account when creating
musical compositions. It produces original music with a desired emotional con-
tent using statistical models created from a corpus of songs that evoke the target
emotion. Corpora of musical data representing a variety of emotions are collected
for use by the system. Melodies are then constructed using n-gram models rep-
resenting pitch intervals commonly found in the training corpus for a desired
emotion. Hidden Markov Models are used to produce harmonies similar to those
found in the appropriate corpus. The system also selects the accompaniment
pattern and instrumentation for the generated piece based on the likelihood of
various accompaniments and instruments appearing in the target corpus. Since
it relies entirely on statistics gathered from these training corpora, in one sense
the system is learning to imitate emotional musical behavior of other composers
when producing its creative works. Survey data indicates that the system com-
poses selections that are as novel and almost as musical as human-composed
songs. Without creating any rules for emotional music production, it manages
to compose songs that convey a target emotion with surprising accuracy relative
to human performance of the same task.

Multiple research agendas bear some relation to our approach. Conklin sum-
marizes a number of statistical models which can be used for music genera-
tion, including random walk, Hidden Markov Models, stochastic sampling, and
pattern-based sampling [8]. These approaches can be seen in a number of differ-
ent studies. For example, Hidden Markov Models have been used to harmonize
melodies, considering melodic notes as observed events and a chord progression
as a series of hidden states [9]. Similarly, Markov chains have been used to har-
monize given melody lines, focusing on harmonization in a given style in addition
to finding highly probable chords [10].

Genetic algorithms have also been used in music composition tasks. De la
Puente and associates use genetic algorithms to learn melodies, employing a fit-
ness function that considers differences in pitch and duration in consecutive notes
[11]. Horner and Goldberg attempt to create more cohesive musical selections
using a fitness function that evaluates generated phrases according agreement
with a thematic phrase [12]. Tokui and Iba focus their attention on using ge-
netic algorithms to learn polyphonic rhythmic patterns, evaluating patterns with
a neural network that learns to predict which patterns the user would most likely
rate highly [13].
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Musical selections can also be generated through a series of musical grammar
rules. These rules can either be specified by an expert or determined by statis-
tical models. For example, Ponsford, Wiggins, and Mellish use n-gram statisti-
cal methods for learning musical grammars [14]. Phon-Amnuaisuk and Wiggins
compare genetic algorithms to a rule-based approach for the task of four-part
harmonization [15].

Delgado, Fajardo, and Molina-Solana use a rule-based system to generate
compositions according to a specified mood [16]. Rutherford and Wiggins analyze
the features that contribute to the emotion of fear in a musical selection and
present a system that allows for an input parameter that determines the level
of “scariness” in the piece [17]. Oliveira and Cardoso describe a wide array of
features that contribute to emotional content in music and present a system that
uses this information to select and transform chunks of music in accordance with
a target emotion [18].

Like these previously mentioned systems, our system is concerned with pro-
ducing music with a desired emotional content. It employs a number of statistical
methods discussed in the previously mentioned papers. Rather than developing
rule sets for different emotions, it composes original music based on statistical
information in training corpora.

2 Methodology

In order to produce selections with specific emotional content, a separate set
of musical selections is compiled for each desired emotion. Initial experiments
focus on the six basic emotions outlined by Parrot [19]—love, joy, surprise, anger,
sadness, and fear—creating a data set representative of each. Selections for the
training corpora are taken from movie soundtracks due to the wide emotional
range present in this genre of music. MIDIs used in the experiments can be found
at the Free MIDI File Database.1 These MIDIs were rated by a group of research
subjects. Each selection was rated by at least six subjects, and selections rated
by over 80% of subjects as representative of a given emotion were then selected
for use in the training corpora.

Next, the system analyzes the selections to create statistical models of the
data in the six corpora. Selections are first transposed into the same key. Melodies
are then analyzed and n-gram models are generated representing what notes
are most likely to follow a given series of notes in a given corpus. Statistics
describing the probability of a melody note given a chord, and the probability
of a chord given the previous chord, are collected for each of the six corpora.
Information is also gathered about the rhythms, the accompaniment patterns,
and the instrumentation present in the songs.

Since not every melody produced is likely to be particularly remarkable, the
system also makes use of multilayer perceptrons with a single hidden layer to
evaluate the generated selections. Inputs to these neural networks are the de-

1 http://themes.mididb.com/movies/
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fault features extracted by the “Phrase Analysis” component of the freely avail-
able jMusic software.2 This component returns a vector of twenty-one statis-
tics describing a given melody, including factors such as number of consecutive
identical pitches, number of distinct rhythmic values, tonal deviation, and key-
centeredness.

A separate set of two networks is developed to evaluate both generated
rhythms and generated pitches. The first network in each set is trained using an-
alyzed selections in the target corpus as positive training instances and analyzed
selections from the other corpora as negative instances. This is intended to help
the system distinguish selections containing the desired emotion. The second
network in each set is trained with melodies from all corpora versus melodies
previously generated by the algorithm. In this way, the system learns to emulate
melodies which have already been accepted by human audiences.

Once the training corpora are set and analyzed, the system employs four
different components: a Rhythm Generator, a Pitch Generator, a Chord Gen-
erator, and an Accompaniment and Instrumentation Planner. The functions of
these components are explained in more detail in the following sections.

2.1 Rhythm Generator

The rhythm for the selection with a desired emotional content is generated by
selecting a phrase from a randomly chosen selection in the corresponding data
set. The rhythmic phrase is then altered by selecting and modifying a random
number of measures. The musical forms of all the selections in the corpus are
analyzed, and a form for the new selection is drawn from a distribution repre-
senting these forms. For example, a very simple AAAA form, where each of four
successive phrases contains notes with the same rhythm values, tends to be very
common. Each new rhythmic phrase is analyzed by jMusic and then provided
as input to the neural network rhythm evaluators. Generated phrases are only
accepted if they are classified positively by both neural networks.

2.2 Pitch Generator

Once the rhythm is determined, pitches are selected for the melodic line. These
pitches are drawn according to the n-gram model constructed from the melody
lines of the corpus with the desired emotion. A melody is initialized with a
series of random notes, selected from a distribution that model which notes are
most likely to begin musical selections in the given corpus. Additional notes in
the melodic sequence are randomly selected based on a probability distribution
of what note is most likely to follow the given series of n notes. The system
generates several hundred possible series of pitches for each rhythmic phrase. As
with the rhythmic component, features are then extracted from these melodies
using jMusic and provided as inputs to the neural network pitch evaluators.
Generated melodies are only selected if they are classified positively by both
neural networks.
2 http://jmusic.ci.qut.edu.au/
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2.3 Chord Generator

The underlying harmony is determined using a Hidden Markov Model, with
pitches considered as observed events and the chord progression as the underlying
state sequence. The Hidden Markov Model requires two conditional probability
distributions: the probability of a melody note given a chord and the probability
of a chord given the previous chord. The statistics for these probability distri-
butions are gathered from the corpus of music representing the desired emotion.
The system then calculates which set of chords is most likely given the melody
notes and the two conditional probability distributions. Since many of the songs
in the training corpora had only one chord present per measure, initial attempts
at harmonization also make this assumption, considering only downbeats as ob-
served events in the model.

2.4 Accompaniment and Instrumentation Planner

The accompaniment patterns for each of the selections in the various corpora are
categorized, and the accompaniment pattern for a generated selection is prob-
abilistically selected from the patterns of the target corpus. Common accom-
paniment patterns included arpeggios, chords sounding on repeated rhythmic
patterns, and a low base note followed by chords on non-downbeats. (A few of
the accompaniment patterns such as “Star Wars: Duel of the Fates” and “Ad-
dams Family” had to be rejected or simplified; they were so characteristic of the
training selections that they were too recognizable in the generated song.) In-
struments for the melody and harmonic accompaniment are also probabilistically
selected based on the frequency of various melody and harmony instruments in
the corpus.

3 Results

Colton [20] suggests that, for a computational system to be considered creative, it
must be perceived as possessing skill, appreciation, and imagination. The system
could be considered “skillful” if it demonstrates knowledge of traditional music
behavior. This is accomplished by taking advantage of statistical knowledge to
train the system to behave according to traditional musical conventions. The
system may be considered “appreciative” if it can produce something of value
and adjust its work according the preferences of itself or others. This is addressed
through the neural networks evaluators. The “imaginative” criterion can be met
if the system can create new material independent of both its creators and other
composers. Since all of the generated songs can be distinguished from the songs
in the training corpora, this criterion is met at least on a basic level. However,
to further evaluate all of these aspects, the generated songs were subjected to
human evaluation. Twelve selections were generated for testing purposes.3 Each
selection was then played for thirteen individuals, who were asked to answer the
following questions:
3 These selections are available at http://axon.cs.byu.edu/emotiveMusicGeneration
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1. What emotions are present in this selection (circle all that apply)?
2. On a scale of one to ten, how much does this sound like real music?
3. On a scale of one to ten, how unique does this selection sound?

The first two questions target the aspects of skill and appreciation, ascertain-
ing whether the system is skillful enough to produce something both musical and
representative of a given emotion. The third question evaluates the imagination
of the system, determining whether or not the generated music is perceived as
novel by human audiences.

To provide a baseline, two members of the campus songwriting club were
asked to perform the same task as the computer: compose a musical selection
representative of one of six given emotions. Each composer provided three songs.
These selections were also played and subjects were asked to evaluate them
according to the same three questions. Song order was randomized, and while
subjects were told that some selections were written by a computer and some
by a human, they were not told which selections belonged to which categories.

Table 1 reports on how survey participants responded to the first question. It
gives the percentage of respondents who identified a given emotion in computer-
generated selections in each of the six categories. Table 2 provides a baseline for
comparison by reporting the same data for the human-generated pieces. Tables
3 and 4 address the second two survey questions. They provide the average score
for musicality and novelty (on a scale from one to ten) received by the various
selections.

In all cases, the target emotion ranked highest or second highest in terms
of the percentage of survey respondents identifying that emotion as present in
the computer-generated songs. In four cases, it was ranked highest. Respondents
tended to think that the love songs sounded a little more like joy than love,
and that the songs portraying fear sounded a little sadder than fearful. But
surprisingly, the computer-generated songs appear to be slightly better at com-
municating an intended emotion than the human-generated songs. Averaging
over all categories, 54% of respondents correctly identified the target emotion
in computer-generated songs, while only 43% of respondents did so for human-
generated songs.

Human-generated selections did tend to sound more musical, averaging a
7.81 score for musicality on a scale of one to ten as opposed to the 6.73 scored
by computer-generated songs. However, the fact that a number of the computer-
generated songs were rated as more musical than the human-produced songs
is somewhat impressive. Computer-generated songs were also rated on roughly
the same novelty level as the human-generated songs, receiving a 4.86 score
as opposed to the human score of 4.67. As an additional consideration, the
computer-generated songs were produced in a more efficient and timely manner
than the human-generated ones. Only one piece in each category was submitted
for survey purposes due to the difficulty of finding human composers with the
time to provide music for this project.
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Table 1. Emotional Content of Computer-Generated Music. Percentage of survey re-
spondents who identified a given emotion for songs generated in each of the six cat-
egories. The first column provides the categories of emotions for which songs were
generated. Column headers describe the emotions identified by survey respondents.

Love Joy Surprise Anger Sadness Fear

Love 0.62 0.92 0.08 0.00 0.00 0.00
Joy 0.38 0.69 0.15 0.00 0.08 0.08
Surprise 0.08 0.46 0.62 0.00 0.00 0.00
Anger 0.00 0.00 0.08 0.46 0.38 0.69
Sadness 0.09 0.18 0.27 0.18 0.45 0.36
Fear 0.15 0.08 0.00 0.23 0.62 0.23

Table 2. Emotional Content of Human-Generated Music. Percentage of survey respon-
dents who identified a given emotion for songs composed in each of the six categories.

Love Joy Surprise Anger Sadness Fear

Love 0.64 0.64 0.00 0.09 0.09 0.00
Joy 0.77 0.31 0.15 0.00 0.31 0.00
Surprise 0.00 0.27 0.18 0.09 0.45 0.27
Anger 0.00 0.09 0.18 0.27 0.73 0.64
Sadness 0.38 0.08 0.00 0.00 0.77 0.08
Fear 0.09 0.00 0.00 0.27 0.55 0.45

Table 3. Musicality and Novelty of Computer-Generated Music. Average score (on a
scale of one to ten) received by selections in the various categories in response to survey
questions about musicality and novelty.

Musicality Novelty

Love 8.35 4.12
Joy 6.28 5.86
Surprise 6.47 4.78
Anger 5.64 4.96
Sadness 7.09 4.40
Fear 6.53 5.07

Average: 6.73 4.86

Table 4. Musicality and Novelty of Human-Generated Music. Average score (on a
scale of one to ten) received by selections in the various categories in response to
survey questions about musicality and novelty.

Musicality Novelty

Love 7.73 4.45
Joy 9.15 4.08
Surprise 7.09 5.36
Anger 8.18 4.60
Sadness 9.23 4.08
Fear 5.45 5.45

Average: 7.81 4.67
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4 Discussion and Future Work

Pearce, Meredith, and Wiggins [21] suggest that music generation systems con-
cerned with the computational modeling of music cognition be evaluated both by
the music they produce and by their behavior during the composition process.
The system discussed here can be considered creative both in the fact that it
can produce fairly high-quality music, and that it does so in a creative manner.
In Creativity: Flow and the Psychology of Discovery and Invention (Chapter
2), Csikszentmihalyi includes several quotes by the inventor Rabinow outlin-
ing three components necessary for being a creative, original thinker [22]. The
system described in this work meets all three criteria for creativity.

As Rabinow explains, “First, you have to have a tremendous amount of infor-
mation...If you’re a musician, you should know a lot about music...” Computers
have a unique ability to store and process large quantities of data. They have the
potential even to have some advantage over humans in this particular aspect of
the creative process if the knowledge can be collected, stored, and utilized effec-
tively. The system discussed in this paper addresses this aspect of the creative
process by gathering statistics from the various corpora of musical selections and
using this information to inform choices about rhythm, pitch, and harmony.

The next step is generation based on the domain information. Rabinow con-
tinues: “Then you have to be willing to pull the ideas...come up with something
strange and different.” The system described in this work can create a practically
unlimited number of unique melodies based on random selections from proba-
bility distributions. Again, computers have some advantage in this area. They
can generate original music quickly and tirelessly. Some humans have been able
to produce astonishing numbers of compositions; Bach’s work alone fills sixty
volumes. But while computers are not yet producing original work of Bach’s
creativity and caliber, they could easily outdistance him in sheer output.

The final step is evaluation of these generated melodies, Rabinow’s third
suggestion: “And then you must have the ability to get rid of the trash which you
think of. You cannot think only of good ideas, or write only beautiful music...”
Our system addresses this aspect through the neural network evaluators. It learns
to select pieces with features similar to musical selections that have already
been accepted by human audiences and ones most like selections humans have
labeled as expressing a desired emotion. It even has the potential to improve
over time by producing more negative examples and learning to distinguish these
from positive ones. But finding good features for use in the evaluating classifiers
poses a significant challenge. First attempts at improving the system will involve
modifications in this area.

As previously mentioned, research has been done to isolate specific features
that are likely responsible for the emotional content of a song [17, 18]. Incor-
porating such features into the neural network evaluators could provide these
evaluators with significantly more power in selecting the melodies most repre-
sentative of a desired emotion. Despite the possible improvements, it is quite
encouraging to note that even näıve evaluation functions are able to produce
fairly musical and emotionally targeted selections.
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Additional improvements will involve drawing from a larger corpus of data
for song generation. Currently, the base seems to be sufficiently wide to produce
songs that were considered to be as original as human-composed songs. However,
many of the generated pieces tend to sound somewhat similar to each other. On
the other hand, sparseness of training data actually provides some advantages.
For example, in some cases, the presence of fewer examples in the training corpus
resulted in similar musical motifs in the generated songs. Phrases would often
begin with the same few notes before diverging, particularly in corpora where
songs tended to start on the same pitch of the scale. Larger corpora will allow for
the generation of more varied songs, but to maintain musicality, the evaluation
mechanism might be extended to encourage the development of melodic motifs
among the various phrases.

The type and magnitude of emotions can often be indicated by concurrent
physiological responses. The format of these experiments lends itself to the addi-
tional goal of generating music targeted to elicit a desired physiological response.
Future work will involve measuring responses such as heart rate, muscle tension,
and skin conductance and how these are affected by different musical selections.
This information could then be used to create training corpora of songs likely to
produce desired physiological responses. These could then be used to generate
songs with similar properties. The format also allows for the generation of songs
that can switch emotions at a desired point in time simply by switching to using
statistical data from a different corpus.

The system described here is arguably creative by reasonable standards. It
follows a creative process as suggested by Rabinow and others, producing and
evaluating reasonably skillful, novel, and emotionally targeted compositions.
However, our system will really only be useful to society if it produces music
that not only affects emotions, but that people will listen to long enough for
that effect to take place. This is difficult to demonstrate in a short-term evalu-
ation study, but we do appear to be on the right track. A few of the generated
pieces received musicality ratings similar to those of the human-produced pieces.
Many of those surveyed were surprised that the selections were written by a com-
puter. Another survey respondent announced that the program had “succeeded”
because one of the computer-generated melodies had gotten stuck in his head.
These results show promise for the possibility of producing a system that is truly
creative.
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Abstract. Emotion-Driven Music Engine (EDME) is a computer sys-
tem that intends to produce music expressing a desired emotion. This
paper presents a real-time version of EDME, which turns it into a stand-
alone application. A real-time music production engine, governed by a
multi-agent system, responds to changes of emotions and selects the more
suitable pieces from an existing music base to form song-like structures,
through transformations and sequencing of music fragments. The music
base is composed by fragments classified in two emotional dimensions:
valence and arousal. The system has a graphic interface that provides a
front-end that makes it usable in experimental contexts of different sci-
entific disciplines. Alternatively, it can be used as an autonomous source
of music for emotion-aware systems.

1 Introduction

Adequate expression of emotions is a key factor in the efficacy of creative activi-
ties [16]. A system capable of producing music expressing a desired emotion can
be used to influence the emotional experience of the target audience. Emotion-
Driven Music Engine (EDME) was developed with the objective of having such
a capability. The high modularity and parameterization of EDME allows it to
be customized for different scenarios and integrated into other systems.

EDME can be controlled by the user or used in an autonomous way, depend-
ing on the origin of the input source (an emotional description). A musician
can use our system as a tool to assist the process of composition. Automatic
soundtracks can be generated for other systems capable of making an emotional
evaluation of the current context (i.e., computer-games and interactive media,
where the music needs to change quickly to adapt to an ever-changing context).
The input can be fed from ambient intelligence systems. Sensing the environment
allows the use in installations where music reacts to the public. In a healthcare
context, self-report measures or physiological sensors can be used to generate
music that reacts to the state of the patient.

The next section makes a review of related work. Section 3 presents our
computer system. Section 4 draws some conclusions and highlights directions
for further work.
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2 Related Work

The developed system is grounded on research made in the areas of computer
science and music psychology.

Systems that control the emotional impact of musical features usually work
through the segmentation, selection, transformation and sequencing of musical
pieces. These systems modify emotionally-relevant structural and performative
aspects of music [4, 11, 22], by using pre-composed musical scores [11] or by
making musical compositions [3, 10, 21].

Most of these systems are grounded on empirical data obtained from works of
psychology [8, 19]. Scherer and Zentner [18] established parameters of influence
for the experienced emotion. Meyer [13] analyzed structural characteristics of
music and its relation with emotional meaning in music. Some works have tried
to measure emotions expressed by music and to identify the effect of musical
features on emotions [8, 19]. From these, relations can be established between
emotions and musical features [11].

3 System

EDME works by combining short MIDI segments into a seamless music stream
that expresses the emotion given as input. When the input changes, the system
reacts and smoothly fades to music expressing the new emotion.

There are two stages (Fig. 1). At the off-line stage, pre-composed music is
segmented and classified to build a music base (Section 3.1); this makes sys-
tem ready for the real-time stage, which deals with selection, transformation,
sequencing and synthesis (Section 3.2). The user interface lets the user select
in different ways the emotion to be expressed by music. Integration with other
systems is possible by using different sources as the input (Section 3.3).

3.1 Off-line stage

Pre-composed MIDI music (composed on purpose, or compiled as needed) is
input to a segmentation module. An adaptation of LBDM [2] is used to at-
tribute weights according to the importance and degree of proximity and change
of five features: pitch, rhythm, silence, loudness and instrumentation. Segmen-
tation consists in a process of discovery of fragments, by looking to each note
onset with the higher weights. Fragments that result are input to a feature ex-
traction module. These musical features are used by a classification module that
grades the fragments in two emotional dimensions: valence and arousal (plea-
sure and activation). Classification is done with the help of a knowledge base
implemented as two regression models that consist of weighted relations between
each emotional dimension and music features [14]. Regression models are used to
calculate the values of each emotional dimension through a weighted sum of the
features obtained by the module of features extraction. MIDI music emotionally
classified is then stored in a music base.
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Fig. 1. The system works in two stages.

3.2 Real-Time Stage

Real-time operation is handled by a multi-agent system, where agents with dif-
ferent responsabilities cooperate in simultaneous tasks to achieve the goal of
generating music expressing desired emotions. Three agents are used: an input
agent, which handles commands between other agents and user interface; a se-
quencer agent, that selects and packs fragments to form songs; and a synthesizer
agent, which deals with the selection of sounds to convert the MIDI output from
the sequencer agent into audio.

In this stage, the sequencer agent has important responsabilities. This agent
selects music fragments with the emotional content closer to the desired emotion.
It uses a pattern-based approach to construct songs with the selected fragments.
Each pattern defines a song structure and the harmonic relations between the
parts of this structure (i.e., popular song patterns like AABA). Selected frag-
ments are arranged to match the tempo and pitch of a selected musical pattern,
through transformations and sequencing. The fragments are scheduled in order
to make their perception as one continuous song during each complete pattern.
This agent also crossfades between patterns and when there is a change in the
emotional input, in order to allow a smooth listening experience.

3.3 Emotional Input

The system can be used under user control with an interface or act autonomously
with other input. The input specifies values of valence and arousal.

User Interface. The user interface serves the purpose of letting the user choose
in different ways the desired emotion for the generated music. It is possible for
the user to directly type the values of valence and arousal the music should have.
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Other way is through a list of discrete emotion the user can choose from. It
is possible to load several lists of words denoting emotions to fit different uses
of the system. For example, Ekman [6] has a list of generally accepted basic
emotions. Russell [17] and Mehrabian [12] both have lists which map specific
emotions to dimensional values (using 2 or 3 dimensions). Juslin and Laukka [9]
propose a specific list for emotions expressed by music.

Another way to choose the affective state of the music is through a graphical
representation of the valence-arousal affective space, based on FeelTrace [5]: a
circular space with valence dimension is in the horizontal axis and the arousal
dimension in the vertical axis. The coloring follows that of Plutchik’s circumplex
model [15].

Other Input. EDME can stand as an autonomous source of music for other
systems by taking their output as emotional input

With the growing concern on computational models of emotions and affective
systems, and a demand for interfaces and systems that behave in an affective
way, it is becoming frequent to adapt systems to show or perceive emotions.
EmoTag [7] is an approach to automatically mark up affective information in
texts, marking sentences with emotional values. Our system can serve the musical
needs of such systems by taking their emotional output as the input for real-time
soundtrack generation.

Sensors can serve as input too. Francisco et al. [20] presents an installation
that allows people to experience and influence the emotional behavior of their
system. EDME is used in this interactive installation to provide music according
to values of valence and arousal.

4 Conclusion

Real-time EDME is a tool that produces music expressing desired emotions that
has application in theatre, films, video-games and healthcare contexts. Currently,
we have applied our system in an affective installation [20]. The real-time usage
of the system by professionals of music therapy and the integration of EDME
with EmoTag [7] for emotional soundtrack generation are also being analysed.
The extension of EDME to an agent-based system increased its scability, which
makes easier its expansion and integration with external systems. Listening tests
are needed to assess the fluentness of obtained songs.
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Abstract. We describe Tabla Gyan, a system capable of improvising
tabla solo music, a sophisticated percussion tradition from North India.
The system is based on a generative model of the qaida, a central form
in tabla solo based on thematic variation. The system uses a recombi-
native process of variation generation, and filters the results according
to rhythmic and timbral characteristics of each phrase. The sequences
are used to generate audio in realtime using pre-recorded tabla samples.
An evaluation of the system was conducted with seventy users, primar-
ily experienced tabla performer and listeners. With respect to qualities
such as musicality, novelty, adherence to stylistic norms, and technical
ability, the computer-generated performances compared favorably with
performances by a world-class tabla player.

1 Introduction

This work aims to explore computational models of creativity, realizing them
in a system designed for realtime generation of improvised music. This is envi-
sioned as an attempt to develop musical intelligence in the context of structured
improvisation, and by doing so to enable and encourage new forms of musical
control and performance. A model of qaida, a traditional north Indian solo tabla
form, is presented along with the results of an online survey comparing it to
a professional tabla player’s recording on dimensions of musicality, creativity,
and novelty. The model is based on generating a bank of variations and filtering
according to musical qualities.

2 Background

2.1 Theories of Creativity

This work is fundamentally motivated by an interest in exploring computational
models of creativity. There have been many attempts to characterize the basic
nature of creativity, and here we identify some key insights.

Mihaly Csikszentmihalyi [4] outlined a theory formulating creativity as a
concept arising from the interaction of a domain, such as music or a particular
musical genre, the individual who produces some possibly creative work, and
the field within which the work is judged. One significance of this is that it
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moves creativity from being a purely individual characteristic to one largely the
product of external interactions; notably, the final determination of whether the
individual has been creative rests on the judgement of peers.

Many theories are based in the idea of multiple creativities. Geneplore [6], for
example, models creativity as comprised of a generative phase in which a large
set of potential materials is amassed, and an exploratory phase in which this set
is explored and interpreted. There is notable similarity between this and elements
of our system described in Sections 4.1 and 4.2. Sternberg presents a theory[13]
that represents creativity in terms of three processes for finding insights in large
quantities of information: selective encoding, combination, comparison. Insights
found by filtering information are then combined to generate new insights, which
in turn are compared to previous or distant insights to create yet another in-
sight. Gardner [7] also addresses creativity, characterizing it as the production
of novelty within a domain, similarly to Csikszentmihalyi’s approach.

More practical but equally valid definitions have focused on the concept of
novelty. A common formulation defines creativity as an action or process which
produces novel output that satisfies the constraints of context [3]. Addressing
the basis for judging whether an artificial system could be considered creative,
Pereira [11] identifies the requirements that when given a problem, answers pro-
duced by the system should not replicate previous solutions of which it has
knowledge, and should apply acceptably to the problem. These are notably sim-
ilar conceptualizations of creativity, and share the idea that the existence of
creativity can, and should, be evaluated on the basis of the product.

2.2 Machine Musicianship

Many systems have been developed which can claim to involve computational
creativity. We mention here a few in order to indicate the range of approaches
and goals which others have undertaken.

The Continuator [9], developed by François Pachet tries to come up with im-
provisatory responses to human pianist’s playing, using weighted random draws
from a prefix tree built from phrases detected in the audio input. Arne Eigen-
feldt’s multi-agent “Kinetic Engine” [5] models the interactions between net-
worked improvising agents in terms of both musical features and social dynamics,
allowing shared parameters such as tempo and overall contour to be controlled
by a “conductor” agent. David Cope’s long-running project Experiments in Mu-
sical Intelligence (EMI) focuses on faithful emulations of styles in the Western
classical canon [1]. His approach focuses on analyzing a large corpus of works
to extract patterns which encode the main elements of the style, recombining
them to create derivative works [2]. Cope has written and worked extensively
in this field, and identifies a number of basic elements which he determines to
be central to computational creativity, specifically calling out pattern-matching
and recombinance [3].
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3 Introduction to Tabla

Tabla is the predominant percussion instrument of North India. Physically, tabla
is actually a pair of drums, as seen in Figure 1. It is played with the hands and
fingers, and each drum is associated with one hand. The right-hand drum, called
the tabla or dayan, is higher in pitch than the left-hand drum, or bayan. Both
drums are capable of producing a variety of distinct timbres, ranging from ringing
sounds with a clear pitch to short sharp sounds with a high noise content. There
are specific striking techniques for producing each of the different timbres, known
generally as strokes, and each is named. There are three broad classes of strokes:
resonant strokes with a clear pitch and ringing tone, shorter non-resonant noisy
strokes, and bass strokes produced on the bayan. Individual strokes and common
short phrases are known as bols, and form the building-blocks of larger phrases.
Improvisation in tabla music takes places within a rhythmic cycle which defines
a large-scale periodicity, consisting of a set number of beats. The most common
cycle is Teental, consisting of sixteen beats. To make the cycle easier to perceive,
bayan strokes on certain beats are damped, and are referred to as “closed”.
Strokes in which the bass is allowed to sound are referred to as “open”.

Fig. 1. A tabla. The drum on the left is the bayan; the drum on the right is the dayan.

There is a rich tradition of solo tabla performance. The tabla is then usually
accompanied by a melodic instrument that plays a repeated figure known as
nagma which occupies the role of a timekeeper. One of the most prominent
compositional forms presented in a solo tabla performance is qaida, a structured
improvisation consisting of a theme and variations form [14]. The theme upon
which a given qaida performance is built is composed of a series of subphrases,
and is taken as a fixed composition. The macroscopic form of qaida follows a
fairly simple structure: introduction of the theme, development of variations at
an increased tempo, conclusion. Within the main body, variations are presented
in a structured manner: a variation is introduced, the theme is reiterated, the
same variation is repeated with closed bayan, and finally the theme is played
again with closed bayan, often re-opening it shortly before the end of the cycle.
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While qaida themes are part of the shared repertoire of solo tabla, variations
are improvised according to some basic principles. The most important guiding
principle of qaida variation is a restriction: only bols which appear in the qaida
theme may be used in the variations. This is intended to preserved the essential
character of the given qaida. Given this limitation, one common and effective
variation technique is to rearrange subsections of the theme.

4 Methods

Theme
Stochastic 

shuffler
Feature 

extractor
Phrase
chooser

Feature
profile

Audio
featuresTheme

bank

Domain knowledge

Fig. 2. Overview of the Qaida variation architecture. The theme bank is greyed-out
because the choice of theme is made only once, initially. Domain knowledge, specific
knowledge about qaida and tabla, is shown being incorporated at specific points in the
process.

The design of the system centers around complementary processes of vari-
ation generation and variation selection. A database of potential variations is
built through a stochastic process, and phrases are selected from that set based
on certain criteria. This bears some semblance to the technique known in algo-
rithmic composition as “generate-and-test” [12], however in our case the criteria
are treated more probabilistically, as a basis for the system to make a choice
with a some indeterminacy but weighted heavily towards a desired outcome.

Consistent with the fact that qaida themes are not themselves improvised,
and rarely even composed by the performer, no attempt was made to generate
new thematic material. Instead, a number of traditional themes were transcribed
manually and annotated with partition bounds. A bank of of these themes is
stored in XML format, and one theme is chosen at start-up which remains the
only source material for the duration of the qaida improvisation.

The core of the system was coded in Python, relying on the NumPy and
SciPy [8] packages for performance intensive computation. Audio output was
generated using Pure Data (Pd) [10]. An overview of this system is shown in
Figure 2.
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4.1 Variation Generation

A bank of phrases is generated from the chosen theme by applying transfor-
mations consistent with qaida theory, and then stochastically applying another
set of operations to bias the population towards more stylistically appropriate
content. An overview of these operations is shown in Figure 3. The size of the
phrase database is set in advance, and is far smaller than the set of all possible
variations given the transforms. Clearly, a larger database is preferable in that
it will contain a greater diversity of material; however, the feature extraction
and phrase selection processes described in Section 4.2 scale with the size of the
database, and computational efficiency is critical within a real-time architec-
ture. A bank of two thousand phrases was used during much of the development
process, and it was qualitatively found that this size contained sufficient phrase
diversity to support varied and novel output. A given variation is constructed
by applying the transforms, and accepting or rejecting the result based on the
constraint that the variation have the same metrical duration as the original.
This process is repeated until a bank of the specified size has been constructed.

There are two main transforms used: re-ordering of the theme partitions, and
repetition at doubled tempo. The first assembles a variation by sampling with
replacement from the set of partitions. For efficiency, the number of possible
partitions in the new phrase is limited to the range within which generated
phrases of the required length are possible. The second transform simply selects
a partition at random and repeats it twice at double the speed. A parameter
controls the relative likelihood of applying one or the other of these operations.

Require 
metrical length

Random shuffling,
no style constraint

Preserve
cadence

Repeat
sub-phrases

Introduce
rests, fills

Domain knowledge

Fig. 3. Detail of the Qaida variation generating architecture. The reordering routine
is depicted here, constrained by metrical length and incorporating domain knowledge
in the form of added transformations.

An additional set of three transformations may then be applied, each with
an independent probability. They function to bias the phrase bank toward more
style-specific characteristics. They are intended to favor multiple occurrences
of the same partition (non-consecutive repetition), consecutive repetitions of a
partition and preservation of the final partition (cadence).
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Lastly, a final transform that introduces short rests into the phrases may be
applied at any time. This operation is essential to break the homogeneity which
tends to emerge over time, but it can also disturb the coherence of a phrase.
For this reason it is reserved for use in the more “complicated” sections of qaida
development, and may be applied to an existing phrase bank.

4.2 Variation Selection

Selection of a phrase from the bank is initiated by a request for a phrase with
a desired set of features. In response, phrases in memory are compared against
the request, a close match is selected, and the system returns a single phrase for
playback.

Immediately after the phrase bank is first built, features are calculated over
each phrase in the set. It was found that a relatively small set of features could
provide a surprisingly flexible handle into the character of the returned phrases,
though a larger set would no doubt improve the range of performance. The cur-
rently calculated features are distribution over each stroke type, by frequency of
occurrence and by time, ratio of open to closed strokes, by frequency of occur-
rence and by time, rhythmic density, spectral centroid, and spectral spread.

Note that these are not all of equivalent dimensionality — rhythmic density,
open/closed ratios, and spectral centroid are scalar values, while the distribu-
tions over stroke types are vectors. For the most part, these are in effect timbral
features, due to the correspondence between stroke types and timbre. The spec-
tral centroid and spread require more explanation. The features themselves are
uncomplicated, but up to this point we have been dealing with symbolic data
only. However, the sequences are destined for playback on a known set of sounds,
so in this step we calculate average values over the same audio database of seg-
mented tabla strokes which is used in playback. This gives us a quantitative
estimate of the timbre we expect when a phrase is synthesized.

The feature preferences defined in the request for a variation can describe
any subset of the above features, and specify three values for each: the target
value, a relative weighting for this feature, and a “flexibility” measure. The
target value, expressed in the range 0 to 1, is normalized to the range present in
the current bank of variations. The flexibility parameter functions as a sort of
distance metric, an alternative to simple linear distance. It defines the width of
a Gaussian centered on the target value, which is then used as a look-up table
to get the unweighted score for that phrase and feature.

A score is calculated for each phrase in the bank of variations. Rather than
always choose the best match, which would lead to a deterministic output, the
choice is made probabilistically. The two most successful algorithms are to rescale
the scores to emphasize the higher-scoring phrases and choose randomly from the
full bank using scores as probability weightings, or to take the set of top scorers
and make a choice among those based on their normalized probabilities. This
procedure serves as a way to balance the creativity and novelty of the system’s
output with its responsiveness to the demands of context.
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4.3 Macroscopic Structure

The macroscopic structure is simpler and largely deterministic, following the ba-
sic qaida form outlined above. Playback is implemented in Pd, and is described
further in Section 4.4. The patch controls the alternation between theme and
variation, requests variations from the Python generator, controls the periodic
opening and closing of the bayan strokes, and generates the audio. An accom-
panying nagma marks the cycle. Feature preferences for the variation requests
are specified manually with a set of sliders. Modeling of longer-term structure is
minimal; the manual controls provided allow a user to take the place of a fuller
model. It should be noted, however, that the user need not be highly skilled, or
even particularly knowledgeable with respect to tabla or qaida.

4.4 Audio Output

Synthesis of the generated qaida was accomplished using high-quality isolated
samples of tabla strokes, played by a professional tabla player and recorded
specifically for this project. Several timbrally consistent samples were recorded
for each stroke type, one of which was selected at random at each playback
command. Amplitudes were scaled by durations, to mimic the lighter touch that
is generally used when playing fast sequences. The quality and consistency of the
recordings was reflected in the audio output; the only significant shortcoming
remains a lack of bayan modulation.

5 Evaluation
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Fig. 4. Plot showing mean values and confidence intervals for responses to Question 1:
“To what extent would you say that this recording demonstrates a feeling of musical-
ity?”

An online survey was conducted, in which three recordings of generated out-
put were presented alongside two recordings by a world-class tabla player, with-
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out indication of the origin of the recordings; participants were simply asked
to make a series of judgements, unaware that the survey involved compari-
son of human playing and computer modeling. The survey can be found at
http://paragchordia.com/survey/tablasurvey/, and the audio clips of both
computer-generated output and professional tabla performance can be heard
separately at http://www.alexrae.net/thesis/sound/, the first three being
the qaida model’s output, as in the results presented here. The recordings of
model output were “played” via the user interface implemented in Pd, and were
recorded without subsequent editing.

A total of 70 participants responded to the survey. A majority claimed mod-
erate to high familiarity with tabla music, and many reported themselves to be
practicing tabla players. The mean age was 35.2, with a standard deviation of
12.2. The order of presentation of audio segments was randomized, and partic-
ipants were asked to rate the examples along several dimensions. Judgements
were on a scale of 1 to 7, reflecting answers ranging from “very little” to “a
lot”, except in case of the last two questions, phrased as ranging from “poor”
to “excellent”. A higher value corresponded to a more favorable judgment. Re-
spondents were invited to supplement their quantitative judgements with further
comments.
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Fig. 5. Plot showing mean values and confidence intervals for responses to Question 2:
“To what extent would you say that this recording demonstrates musical creativity?”

Participants were asked the following questions:

1. To what extent would you say that this recording demonstrates a feeling of
musicality?

2. To what extent would you say that this recording demonstrates musical
creativity?

3. To what extent would you say that this recording adheres to qaida form?
4. To what extent would you say that this recording is novel or surprising, given

the qaida theme?
5. To what extent would you say that the improvisations in this recording are

appropriate to the style and the theme?
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6. If told that this recording were of a tabla student, how would you rate his/her
overall TECHNICAL abilities?

7. If told that this recording were of a tabla student, how would you rate his/her
overall MUSICAL abilities?

Figures 4–6 show mean values and confidence intervals of the judgement
scores for each audio segment, adjusted for multiple comparisons using the Dunn-
Sidak correction (p < 0.05). A trend is visible in the average values of the data
across the examples, showing the computer generated output to be rated slightly
lower than the human generated excerpts. However, the differences do not reach
statistical significance given the sample size, except in the case of the third
generated qaida, which in many cases is rated somewhat lower than the other
model outputs. Judgements of musical creativity, question 2, are notable, as
two of the qaida model’s outputs were ranked on par with the human performer.
The model was rated similarly highly on judgements of novelty. These results are
encouraging: the computer-generated qaida performed quite well in comparison
to very high-quality human-played examples.
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Fig. 6. Plot showing mean values and confidence intervals for responses to Question
4: “To what extent would you say that this recording is novel or surprising, given the
qaida theme?”

It is also interesting to note from the comments that many respondents re-
mained unaware that three of the examples were computer-generated. One, for
example, wrote in response to example 3: “Again this recording demonstrates
that the Tabla player has excellent abilities in playing the right drum with crisp
tonal quality. Left drum (Baya) needs some improvement as I stated in the first
two Qaidas.” Some comments focused more directly on the style or quality, for
example “Good presentation of Purab / Benaras style kayda. Great speed. Nice
overall sound” (excerpt 2), and “Very nicely done” (excerpt 3). Only one re-
spondent clearly deduced the origin of the model’s output, writing simply “The
synthesized nature of this piece limits its ability to be musical.” Criticism was not
reserved for the generated recordings. One respondent commented that excerpt 4
“sounded too mechanical and devoid of emotion,” and another that “The Tirak-
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itas at the start [of example 5] sound very odd and clumsy!” Most comments for
examples 4 and 5, however, were clearly positive.

6 Conclusion

The results of our survey suggest that the qaida model has been successful in
producing improvisatory music which is heard as creative. There is, of course,
much work to be done, ranging from addressing deficiencies in playback cited by
a number of respondents, such as the lack of bayan modulation, to incorporating
a more robust model of sculpting a larger contour. However it is encouraging
and quite interesting to see how effective the methods employed in this model
have been.
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Abstract. It has been shown that traditional forms of communication negatively 
affect idea generation processes. Creativity support systems can help to avoid 
these impacts and provide alternative means of interaction for which the known 
negative affects do not apply. In this paper, we investigate the impact of chat 
communication on computer-supported idea generation processes. The results 
show that idea quantity, quality and group satisfaction are not affected by the 
option to use a chat as an additional communication channel. This implies that 
positive as well as negative influence factors of communication described in 
previous studies seem to offset each other in computer-supported idea 
generation processes. We discuss several of these potential positive and 
negative influence factors. Furthermore, we discuss why a chat feature can help 
to lower acceptance barriers for creativity support systems.  

1   Introduction 

In the 1950s, Alex Osborn [1] proposed four central guidelines for groups to follow in 
idea generation processes: Criticism is ruled out, freewheeling is welcome, quantity is 
wanted and combinations / improvements are sought. As of today, brainstorming is 
probably the most popular and most often applied (group) creativity technique for 
idea generation processes. According to a study of Fernald and Nickolenko [2], 92% 
of the American companies use the brainstorming technique in meetings. 

Studies on the effectiveness of this technique consistently show that brainstorming 
groups yield better results than groups conducting traditional meetings [3]. This is 
mainly due to the strict separation between a divergent phase, where ideas are only 
generated but not yet discussed, and a consecutive convergent phase, where ideas are 
evaluated.  

Taylor et al. [4] made the finding that for brainstorming, nominal groups1

 

 are more 
effective (in both quantity and quality of ideas) than groups where the participants 
communicate. Conducting creativity techniques as a real group process seems to 
imply some negative consequences that outbalance potential benefits. Three factors 
can explain the decrease of efficiency for interacting groups [3]:  

                                                           
2 In nominal groups, participants work separately from each other and at the end their ideas are merged. 
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1. Group pressure: Fear of judgment by the other group members and power 
misbalance (e.g. when hierarchies exist) inhibit participation and can lead to 
unwanted conformity of idea proposals. 

2. Social loafing: Social loafing describes the tendency of group members to do 
less than their potential would allow them to do. It can occur either if a group 
member feels isolated from the group or if he feels too submerged. 

3. Production blocking: Diehl and Stroebe see production blocking as the 
dominant factor for efficiency losses in group brainstorming processes [5]. 
Production blocking refers to the fact, that in interacting groups only one 
member can speak at a time, while the others have to listen; hence all but one 
member of the group are blocked and cannot work on their own ideas in this 
time.     

 
Computer support for idea generation can help to mitigate the negative effects of 

interacting groups. Carte et al. [6] state that due to the fact that a creativity support 
system (CSS) is able to anonymize the users and their contributions, the group 
pressure on the participants is lowered. Shepherd et al. [7] have shown that by 
improving the participation awareness in the process, social loafing effects can be 
reduced. Finally, when the team members do not communicate verbally, they can 
enter ideas parallely using keyboards and doing so are not interrupted by others. 
That's why the production blocking does not occur in computer-supported idea 
generation processes. All these factors lead to improved team effectiveness in idea 
generation sessions [8]. 

The studies mentioned above clearly indicate that it is preferable to avoid than to 
allow verbal communication in idea generation processes, which can be well 
explained with the effect of production blocking. However, this does not imply that 
other kinds of communication that enable direct communication between the 
participants must have a negative impact on the team effectiveness. E.g. using 
communication means that to allow parallel (non-blocking) communication such as a 
chat could be an improvement, as suggested in recent studies on computer supported 
group work (see section 2). In this paper, we want to present and discuss an empirical 
study we conducted on the research question whether a chat is beneficial for computer 
supported idea generation processes. 

2   Communication in idea generation processes 

An idea generation process is a series of activities leading to creative ideas. 
According to Sternberg [9], an idea is creative if it is “both novel (i.e. original, 
unexpected) and appropriate (i.e. useful, adaptive concerning task constraints)”. 
Creativity techniques are guidelines that structure idea generation processes, e.g. by 
defining distinctive phases or by regulating the participants’ behavior. These 
restrictions often affect the communication between the group members, as is the case 
for the brainstorming technique, where criticism is forbidden during idea generation. 
The strong empirical evidence on the effectiveness and result quality of creativity 
techniques with strong restrictions on communication (such as brainstorming) 
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indicates that direct communication may not be a positive or necessary factor for idea 
generation processes. 

Applegate et al. [10] investigated a group decision support system for idea 
generation and issue analysis in organization planning. The participants could 
exchange ideas using the system, but had no means of direct communication via the 
system. Even though the participants were allowed to communicate verbally, the 
authors observed that approximately 96,6 % of the participants' time was spent on 
working on ideas using the system and only 3,4 % was used for non-electronic group 
interaction and communication. From this non-electronic communication, a large 
majority (47,54 %) was relatively short and technology-oriented. They also noted that 
the majority of verbal interaction was directed to the session facilitator (57 %). Given 
these small percentage values for "true" task-related direct group communication acts, 
one could assume that the overall role of direct communication in the process is 
neglectable. 

Hilliges et al. [11] investigated the effects of using a tabletop interface in 
combination with a large wall display for face-to-face group brainstorming. They 
compared the results of this setting with control groups using the traditional paper-
based method. When counting the groups’ ideas for the analysis of the experiment, 
they differentiated between new independent ideas, ideas that built on their own 
earlier ideas, ideas that resulted from seeing somebody else write down an idea and 
ideas that resulted from talking about an idea. 29 % of the ideas of the paper-based 
groups and 26% of the ideas of the electronically-supported groups ideas emerged as 
a result of a communication process. This implies that direct communication is the 
source of a substantial percentage of ideas which (in contrast to the studies and 
arguments presented above) may advocate the point of view that direct 
communication is beneficial in creative processes.  

Comparing more than 40 studies on teams that interact mainly or exclusively using 
computer systems, Powell et al. [12] come to the conclusion that communication is 
the key success factor in virtual team situations. They argue for a high media-richness 
of the communication channels, which contrasts with the principle of creativity 
techniques for idea generation processes that have the tendency to limit the 
communication channels to allow only task-related idea exchanges and to avoid direct 
communication between the team members. 

Summarizing major findings in GSS reserach, Nunamaker et al. [13] point out that 
support systems increase the number of ideas generated during a divergent 
(generation) process. The participation tends to be more equally distributed than in 
traditional meeting scenarios, which is mainly due to anonymity and the possibility to 
input ideas parallely. While Nunamaker refers only to parallel input of the generated 
ideas, we want to investigate the impact of a chat as a channel for direct 
communication between the participants of an idea generation process. 

In conclusion, theories and studies of creative processes give ambiguous signals 
with respect to the question, whether direct communication, as provided by a chat 
actually supports idea generation processes or not. 
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3   Study 

3.1   Setting 

In order to find out more about the impact of chat communication on computer-
supported idea generation processes, we conducted an experimental lab study. As 
participants we selected computer science students, mainly pursuing their Bachelor's 
degree. A total of 60 students, divided into 18 different groups, took part in the 
experiment. 

The groups were composed randomly by picking the students who had signed up 
for an experiment date and dividing them into groups of four persons each. This was 
done in advance. Due to the fact that not all people showed up, the final groups split 
up into twelve groups with three students each and six groups with four students. 
Each participant had his own PC, and all PCs were set up with the same configuration 
(Windows XP, Firefox web browser). Any kind of explicit (e.g. verbal, visual) 
communication outside of the tool was strictly forbidden. A dedicated facilitator 
monitored the strict adherence to this rule. 

3.2   Experiment 

The students used a creativity support system named IdeaStream to find ideas for the 
given problem “For which purpose could the student fees be used?”. IdeaStream 
allows teams to collaborate on a virtual whiteboard using a broad set of different 
creativity techniques [14]. The user interface is shown in figure 1.  

 

Fig. 1. Screenshot of the virtual whiteboard and the chat in IdeaStream.  

There, people can work collaboratively on their ideas by creating new ones, 
changing, moving or deleting them. All ideas on the whiteboard are publicly 
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accessible, but without any information on who created or changed them. An idea is 
represented by a title and a set of components called aspects that represent pieces of 
information that in turn compose the idea. These pieces of information consist of 
texts, uploaded images or sketches. The participants used pseudonyms of the form 
"user x" that were randomly assigned by the system. 

In half of the sessions, the groups were able to chat with each other by using the 
integrated chat-function. This set consisted of a total of 29 students partitioned into 
seven groups of three students and two of four students. The other half (31 students) 
had no means of direct communication at all. Those students were divided into five 
groups of three and four groups of four. 

At the beginning of each session, the facilitator explained the user interface and the 
applied creativity techniques. After that, a 10-minute test case was played through, in 
order to let the participants get familiar with the user interface and the features of the 
tool. After this introduction the main part of the experiment took place.  

The idea generation process of the experiment consisted of three connected phases, 
each following a different creativity technique for idea generation (Brainwriting, 
Unrelated Stimuli and Forced Combination, see [15] for detailed explanations of the 
techniques). The duration of each phase was 10 minutes, so each group spent 30 
minutes for idea generation, which is a typical period for idea generation sessions [18] 
[19]. During those phases, all participants’ activities were logged. After completion of 
all phases, the students evaluated their generated ideas with respect to creativity and 
feasibility by using a score from 0 (worst) to 4 (best). 

4   Results 

While analyzing the results of the lab study, we were particularly interested in idea 
quantity, idea quality and participant satisfaction. When describing the results, we 
refer to the groups having a chat with “chat” and the groups having no chat with “no-
chat”. 

4.1 Idea quantity 

Chat produced a total of 172 ideas, while no-chat generated 215 ideas. In relation to 
the number of participants, chat averaged 5.9 ideas per group member, being slightly 
outscored by no-chat with 6.9 ideas per participant.  

4.2 Idea quality 

The members of chat rated their ideas with respect to creativity with an average of 2.2 
of 4 points , with respect to feasibility with an average of 2.6 of 4 points. No-chat 
evaluated their idea's creativity with an average of 2.0 and their idea's feasibility with 
an average of 2.3. So for both criteria, chat assessed slightly higher scores than no-
chat. 

For an external measure, we asked three researchers from our group to rate the 
ideas as objectively as possible. In this external rating, chat scored 2.1 for both 
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creativity and feasibility, while the ideas of no-chat were rated with an average of 2.2 
for creativity and 2.1 for feasibility. So the external rating showed no significant 
difference in the quality of contributions between the two groups. 

4.3 Participant Satisfaction 

In a survey that was conducted immediately after the experiment, the participants 
were able to suggest improvements for the IdeaStream application. In 7 of the 9 
groups of no-chat, at least one member requested a chat. However, both groups 
equally enjoyed working with the IdeaStream tool (4.6 of 6, where 0 means worst and 
6 means best). No-chat rated their satisfaction with the group slightly higher than chat 
(5.0 / 4.8 of 6). 

Table 1. Results of experiment comparing groups with chat and without chat during computer- 
supported creativity techniques for idea generation. 

 

4.4 Summary 

Even though there are numerical differences in the means of most of the relevant 
variables, t-tests showed that they are not statistically significant. Hence, the 
hypothesis that chat communication affects a collaborative idea generation process is 
not supported (H0 saying that there is no difference cannot be rejected). This is true 
for idea quantity, idea quality (internal and external) and group satisfaction. 

5   Discussion 

The design of the IdeaStream application and its use and configuration in our 
experiment provide means to counteract the three well-known negative influences that 
are usually credited for negatively impacting collaborative creative processes. The 
user awareness functions can help to inhibit social loafing. To prevent negative effects 
from social pressure, the users had pseudonyms assigned. Hence, the fear of negative 
judgment from others was lowered. Lastly, production blocking effects were 
minimized, since the system allows parallel input of ideas (and, for the chat-groups, 
of chat messages) and oral communication was strictly forbidden. In this way we 
provided an environment in which the known negative influence factors on group 
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creativity are mostly suppressed. Based on this, we were able to investigate the 
question if groups in idea generation processes can benefit from a chat as a channel 
for direct communication besides the means to enter ideas and view the ideas of 
others. 

5.1 Impact on the process 

Our experiment shows that neither overall quality nor quantity of the ideas that are 
generated by groups in computer-supported creativity techniques are influenced by 
the group having the possibility to chat. So, looking at the overall process results, 
there is no net impact of this additional direct communication at all. However, this 
does not imply that the process itself is not influenced by the communication. The 
theories presented in the previous chapters provide reasonable arguments on these 
effects and support the assumption that communication does actually affect the 
creative group process. However, our experiment showed that different process 
effects implied by communication definitely cancel each other out in creative group 
processes, since both settings yielded the same results.  

To be able to better support the creative process with creativity support systems, it 
will be necessary to gain an understanding on the factors which influence 
communication. As a starting point for future research, we summarized potential 
positive and negative influence factors, which emerge from direct observations in the 
experiment as well as personal considerations (see figure 2). 

 

 
 

Fig. 1. Potential positive and negative influence factors of communication on 
computer-supported idea generation processes. 

 
Potential positive factors: 

 
1. Information sharing: Letting others participate in your knowledge on a particular 
subject may enable them to create new or improved ideas. The stimulus through direct 
communication between the participants may be different from and additional to the 
stimulus received by seeing other people's ideas. Furthermore, people may have an 
information need with respect to the given problem that they can express via a 
channel such as a chat. That may also help in producing good quality ideas for that 
particular problem.  
 
2. Socio-Emotional effects: It can be assumed that direct communication can improve 
emotional states of mind in a very general way, not only with respect to the initial 
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acceptance of the tool (see below) but also with respect to e.g. expressing and thus 
alleviating temporary emotional indispositions. 
 
3. Consensus or commitment building: While in idea generation processes consensus 
or “general acceptability” with respect to ideas may not be necessary or in most cases 
even unwanted, direct communication may contribute to a certain consensus or 
commitment to some ideas that may give participants incentives to improve, structure 
or reposition the idea in question during the creative process without diluting it or 
neglecting alternative ideas. 

 
Potential negative factors: 

 
1. Softening and dilution of ideas: An effect that applies to all forms of “free” 
communication in creative processes and therefore may also affect chat is that 
communication may contribute to softening and dilution of innovative radical ideas. 
One possible reason can be the attitude in groups that induces the desire for 
agreement on proposed solutions. In order to reach this state the described softening 
on ideas in view of general acceptability often takes place which sometimes leads to a 
decreased quality or novelty compared to the original ideas. 
 
2. Distraction:  While it can be assumed that a chat is a parallel medium and 
electronically mediated communication requires fewer adherences to social norms 
that enforce listening to others while they speak, participants still have to take their 
time to read the chat contributions, which may distract them from their actual task of 
idea generation.  
 
3. “Unprofessional” use:  In the groups that were able to chat we observed tendencies 
for unfocused behavior such as joking, which may exert a social force on other 
participants to join this unfocused and thus potentially distracting behavior. 

5.2 Impact on acceptance 

As our survey shows, the majority of the groups that were not able to communicate 
with a chat suggested improving the system by adding a chat feature. This is in 
particular interesting given the fact that, after all, these groups were not less satisfied 
with the computer support system or the group than the groups that actually had the 
chat feature, so we must assume that actually providing them a chat would not have 
positively affected their satisfaction level. Nevertheless, there seems to be an inner 
need to communicate in group settings in general or the need for a communication 
assurance in view of the fear of having to use an unknown tool together with the 
pressure to produce good ideas.  
    As Dennis and Reinicke [17] point out, acceptance of creativity support systems in 
practice is still weak, despite of the positive research results in the field. Our 
experiment findings suggest that there is a strong a priori demand for having a chat in 
a creativity support system, so providing a chat can help lowering acceptance barriers. 
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Conclusion 

In this article we presented the results of a study concerning the use of chat for 
communicating in computer-supported idea generation processes. First we introduced 
some of the typical communication problems in interacting groups and showed how 
using creative support systems can decrease the impact of these factors. Then we 
reviewed what role recent literature assigns to communication in idea generation 
processes. Related work gave valid arguments supporting both theories that direct 
communication via a chat during idea generation processes is necessary and beneficial 
and that direct communication has negative influence and thus has to be avoided 
respectively. For this reason we conducted an experiment that resulted in 
approximately equal performance values for teams having chat as a communication 
tool and teams without chat function. In the discussion we then interpreted our results 
and addressed possible causes for them. 

However, further research is needed, first of all to comprehensively identify 
possible other effects. Another important question regarding these effects is what 
influence they have on the idea generation process and its results. This could be 
accomplished by designing new experiments to isolate each of the effects. In addition 
there may be hidden context variables that change the weights depending on the 
situation, which makes the investigations even more difficult. Such context variables 
for example include time, place, setting, problem statement and/or type, creativity 
technique used, etc. For example the weight of "unprofessional" use may increase if 
the team members know each other well or if the computer support system is buggy. 

It is also important to consider that experimental settings have restrictions, 
especially regarding relationships between participants, motivation and other 
important aspects that can influence the results of experiments significantly. 
Therefore we want to emphasize the need to conduct field studies as well with whose 
help new effects and aspects of intra-team communication may be discovered. On the 
other hand the complexity of field studies is far higher than of experiments. Trying to 
isolate effects (as described above) may be very hard or sometimes even impossible in 
some field study so that we believe that additional lab experiments still have to be 
used (as far as possible) in a complementary way. 
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Abstract. Live coding is a way of improvising music or video animation
through live edits of source code, using dynamic language interpreters.
It requires artists to represent their work within a formal computer lan-
guage, using a higher level of abstraction than is the norm. Although
the only creative agents in live coding performance are human, this ab-
straction makes the practice of interest to the field of computational
creativity. In this paper live coders are surveyed for their thoughts on
live coding and creativity, related to the aims of building creative agents.

1 Introduction

Live coding is the writing of rules in a Turing complete language while they are
followed, in order to improvise time based art such as music, video animation
or dance. This is a relatively new approach, receiving a surge of interest since
2004, through both practice and research [1–6].

Live coding is most visible in performance, however the ‘live’ in live coding
refers not to a live audience but to live updates of running code. Convention-
ally humans write code followed by software, although some experimental dance
improvisations have used both human rule makers and rule followers. Whether
human live coders can be replaced by software creative agents is a question for
the field of computational creativity, which we hope to have at least clarified by
the end of this paper.

In contrast to live coding, generative art is output by programs unmodified
during execution, which often have no user interface at all. The lack of control
over such programs has led to a great deal of confusion around the question of
authorship. When watching a piece of software generate art without guidance,
onlookers ask “is the software being creative?” There is no such confusion with
live coding, there is a human clearly visible, making all the creative decisions
and using source code as an artistic medium. In fact there is no difference of
authorship between live coded and generative art. A programmer making gen-
erative art goes through creative iterations to, only after each edit they have to
restart the process before reflecting on the result. This stuttering of the creative
process alone is not enough to alter authorship status.

If the computer’s role in a live coding performance is uncreative, then what
is this paper doing submitted to a computational creativity conference? Well, as
a new way of producing art using formal systems, it is hoped that live coding
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can give a unique clarifying perspective on issues of computational creativity,
and perhaps even become a stepping stone towards a creative software agent.

2 Live coders on computational creativity

A survey was carried out with the broad aim of gathering ideas for study of
computational creativity. The members of TOPLAP [3], an active live coding
community, were asked to fill out an on-line survey, and 32 responded. To avoid
prejudice, the word ‘creativity’ was not used in the invitation or survey text, and
pertinent questions were mixed with more general questions about live coding.

2.1 Results

The subjects. Users of the six pre-eminent live coding environments were rep-
resented, between five and fourteen for each system (many had used more than
one). Background questions indicated a group with a generally rich musical back-
ground. There were a diverse range of approaches to the question of how to define
live coding in one sentence, and the reader is referred to the on-line appendix
to read the responses (http://doc.gold.ac.uk/∼ma503am/writing/icccx/). While
the responses show some diversity of approach, because the subjects had all used
at least one of the main languages it seems safe to assume that they are working
to largely the same technical definition.

Creating language. Computer users often discuss and understand computer
programs as tools, helping them do what they need efficiently. For a programmer
it would instead seem that a computer language is an immersive environment
to create work in. It is interesting then to consider to what extent live coders
adapt their computer languages, personalising their environments, perhaps to aid
creativity. Over two thirds (69.0%) collected functions into a library or made an
extensive suite of libraries. This is analogous to adding words to a language,
and shows the extent of language customisation. A smaller proportion (20.7%)
had gone further to implement their own language interpreter and fewer still
(17.2%) had designed their own language. That these artists are so engaged
with making fundamental changes to the language in which they express their
work is impressive.

Code and style. From the perspective of computational creativity, it is inter-
esting to focus on the code that live coders produce. Their code is not their work,
but a high level description of how to make their work. A creative computational
agent would certainly be concerned with this level of abstraction. An attempt
at quantifying how live coders feel about their code was made by asking “When
you have finished live coding something you particularly like, how do you feel
towards the code you have made (as opposed to the end result)?” Over half
(56.7%) indicated that the code resulting from a successful live coding session
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was a description of some aspect of their style. This suggests that many feel they
are not encoding a particular piece, but how to make pieces in their own partic-
ular manner. Around the same number (50.0%) agreed that the code describes
something they would probably do again, which is perhaps a rephrasing of the
same question. A large number, (83%) answered yes to either or both questions.
There are many ways in which these questions can be interpreted, but the sug-
gestion remains that many subjects feel they have a stylistic approach to live
coding that persists across live coding sessions, and that this style is somehow
represented in the code they make.

Live coding as a novel approach. The subjects were asked the open question
“What is the difference between live coding a piece of music and composing it in
the sequencer (live coding an animation and drawing one)? In other words, how
does live coding affect the way you produce your work, and how does it affect
the end result?” Some interesting points relevant to computational creativity are
selectively quoted for comment here, the reader is again directed to the on-line
appendix to read the full responses.

“I have all but [abandoned] live coding as a regular performance practice,
but I use the skills and confidence acquired to modify my software live
if I get a new idea while on stage.”

The admission that getting new ideas on stage is infrequent, makes an im-
portant and humble point. In terms of the Creative Systems Framework (CSF)
[8, 7] we can say that live coding is useful in performance if you need to trans-
form your conceptual space (the kind of work you want to find or make), or
your traversal strategy (the way you try to search for or make it). However, as
with this subject, transformational creativity is not always desirable in front of
a paying risk-averse audience.

“When I work on writing a piece ... I can perfect each sound to be
precisely as I intend it to be, whereas [when] live coding I have to be
more generalised as to my intentions.”

Making the point that live coders work at least one level of abstraction away
from enacting individual sounds.

“Perhaps most importantly the higher pace of livecoding leads to more
impulsive choices which keeps things more interesting to create. Not
sure how often that also creates a more interesting end result but at
least sometimes it does.”

Live coding allows a change in code to be heard or seen immediately in the
output, with no forced break between action and reception. This would be a
surprise to those whose experience of software development is slow and arduous.

“Live coding has far less perfection and the product is more immediate. It
allows for improvisation and spontaneity and discourages over-thinking.”
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This may also come as a surprise; live coding has a reputation for being cere-
bral and over technical, but in reality, at least when compared to other software
based approaches, the immediacy of results fosters spontaneous thought.

“Live Coding is riskier, and one has to live with [unfit decisions]. You
can’t just go one step back unless you do it with a nice pirouette. There-
fore the end result is not as clean as an ”offline-composition”, but it can
lead you to places you [usually] never would have ended.”

This comment is particularly incisive; the peculiar relationship that live
coders have with time does indeed give a certain element of risk. Thinking again
within the CSF [7], such riskier ways of making music are more likely to pro-
duce aberrant output, providing the opportunity to adjust your style through
transformational creativity.

“... while Live Coding is a performance practice, it also offers the tan-
talising prospect of manipulating musical structure at a similar abstract
level as ’deferred time’ composition. To do this effectively in performance
is I think an entirely different skill to the standard ’one-acoustic-event-
per-action’ physical instrumental performance, but also quite different
to compositional methods which typically allow for rework.”

This really gets to the nub of what live coding brings to the improvising
artist – an altered perspective of time, where a single edit can affect all the
events which follow it.

Live coding towards computational creativity. The subjects were given a
series of statements and asked to guess when each would become true. Regret-
tably there was a configuration error early on in the surveyed period, requiring
that the answers of two subjects were discarded.

Optimism for the statement “Live coding environments will include features
designed to give artistic inspiration to live coders” was very high, with just over
half (51.9%) claiming that was already true, and two fifths (40.7%) agreeing it
would become true within five years. This indicates strong support for a weak
form of computational creativity as a creative aide for live coders. Somewhat
surprisingly, optimism for the stronger form of creativity in “Live code will be
able to modify itself in an artistically valued manner” was also high, with two
fifths (40.7%) claiming that was already possible. If that is the case, it would
be appreciated if the live code in question could make itself known, although it
seems more likely that ambiguity in the question is at fault. A little more pes-
simism is seen in response to “A computer agent will be developed that produces
a live coding performance indistinguishable from that of a human live coder”,
with a third (34.6%) agreeing this will never happen. This question is posed in
reference to the imitation game detailed by Alan Turing [9]. However as one
subject commented, “the test indistinguishable from a human is very loose and
there can be some very bad human live coding music.” That would perhaps ex-
plain why half (50.0%) thought the statement was either already true or would
become so within five years.
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3 Conclusion

What if a musicology of live coding were to develop, where researchers decon-
struct the code behind live coding improvisations as part of their work? Cor-
relations between expressions in formal languages and musical form in sound
could be identified, and the development of new ways of expressing new musical
forms could be tracked. If successful, the result need not be a new kind of music,
but could be a music understood in a novel way. It is this new computational
approach to understanding music that could prove invaluable in the search for
a musically creative software agent.

In looking at creativity through the eyes of live coders, we can see some
promise for computational creativity even at this early stage of development
of both fields. Live coders feel their musical style is encoded in the code they
write, and that their language interfaces provide them with inspiration. They
are actively developing computer languages to better express the music they
want to make, creating computer language environments that foster creativity.
From here it is easy to imagine that live coding environments could become
more involved in the creation of higher order conceptual representations of time-
based art. Perhaps this will provide the language, environment and application
in which a computational creative agent will thrive.
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Abstract. This paper discusses two important desiderata for developing 
creativity support tools, namely ideation and empowerment. We then use them 
to guide us in designing a new individual creativity support tool codenamed 
Creative-Pad. Creative-Pad is designed to assist individual advertising creative 
to develop creative ideas for advertisements. For ideation, Creative-Pad 
searches and filters information automatically from the internet to present to the 
user with related words and exemplar sentences. For empowerment, Creative-
Pad is designed in such a way that the user is neither distracted nor burdened to 
do any other tasks unrelated to conjuring up a creative idea for a new 
advertisement. Creative-Pad is fully implemented and some preliminary results 
of its use by advertising creatives are reported. 

1   Introduction 

Developing a creativity support tool is an exciting and a very challenging problem for 
HCI researchers. This is because the interaction between the computer and the human 
in this task is almost magical. That is, despite significant past research into the nature 
of creativity (for example, see [1, 4, 19, 20]), we do not understand how the mind 
works in a creative way. Yet, the challenge here is to develop tools to assist the mind 
in its creative endeavour. Shneiderman [17, p. 116] remarked: “Developing software 
tools to support creativity is an ambitious, but some would say, vague goal.”. 

Developers of such tools thus face some acute problems. For example, when users 
of such tools fail to develop a creative solution, it is difficult to know where the 
problem lies. There are many other factors, such as one’s lack of attention, skills, and 
interests, which could affect the user’s performance. The interplay of these factors 
occurs in the mind of the user and is therefore difficult to weed out. Without doing so, 
it would be difficult to develop a set of criteria or a framework for developing and 
evaluating these tools (although attempts were made, see [16, 18]). Another example 
is a general lack of distinction between a creativity support tool and a problem-
solving tool. For instance, if one were to use a sketch pad to help sketch out various 
ideas, should that be a creativity support tool or a drawing tool? Distinguishing 
between them might not be a straightforward task. This is because a creativity support 
tool is often perceived to be very much a part of a problem-solving tool. Yet, without 
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doing so one could complicate the design of such tools or at worse, be confused with 
the kind of tool that one is supposed to design. 

Attempts to define creativity support tools in the past thus tend to be quite 
comprehensive. For example, Lubart [10] considered four categories: computer as 
nanny, pen-pal, coach and colleague, while Johnson and Carruthers [7] considered 
three classes which range from tools that do not produce creative ideas/artefact to 
those that could assist in many different ways. Although these classifications provide 
a good scope for discussing work in this area in general, they lack definitive 
statements about these tools and in particular those designed to assist individuals to 
solve a particular problem. 

In this paper, we discuss two desiderata for developing creative support tools, 
namely ideation and empowerment. The former emphasizes on generating new ideas 
to the user and the latter, empowering the user to be creative. Section 2 discusses 
these two desiderata in details.  We then show how they guide us in our design and 
implementation of a new creativity support tool, codenamed Creative-Pad. Creative-
Pad is designed to assist individual advertising creative. An advertising creative (or, 
in short, a creative) is a person working for an advertising agency who is responsible 
for developing creative ideas for a new advertisement. For ideation, we emphasize on 
developing a process which generates ideas that bear some relations to the problem on 
hand. For empowerment, we emphasize on providing the user much time to conjure 
his/her idea for a new advertisement while being hinted with some “seed” ideas. 
Section 3 discusses the design and implementation of Creative-Pad. Section 4 
concludes the paper with a general discussion of future work and the lessons learned 
from developing Creative-Pad. 

2   Desiderata 

The first desideratum, ideation, emphasizes a process which has been well observed 
to be an inherent part of creative thinking, namely the ability to generate/discover new 
ideas. Much has already been said in the literature regarding the way in which ideas 
emerge in a creative process, first as a set of divergent ideas and then as a set of 
convergent ideas. However, we argue that the ideation process implemented for any 
creativity support tool should focus only on generating a set of divergent ideas. In 
particular, we consider the convergent part, for now, to be the responsibility of the 
user. Partly, this is because we lack an understanding of how creative thinking arises 
and partly this provides a clear goal for designing these tools. If not, the design of 
these tools would become too intertwined with the two roles and thus becoming 
unnecessary complicated.  

Furthermore, the ideation process should be able to generate a new set of ideas 
when used repeatedly and the ideas generated must somehow be able to inspire the 
user to then work towards a creative solution. If not, the tool itself will be limited in 
its ability to support creative thinking, both in terms of quantity and quality of ideas 
generated. It is worthwhile distinguishing between creative thinking tools from 
creativity support tools as defined here. The former incorporates methods (such as 
Osborn’s [13] brainstorming, de Bono’s [5] lateral thinking, and MacCrimmon and 
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Wagner’s [11] techniques for “making connections”) which encourage users to come 
up with new ideas themselves whereas the latter automatically generates ideas to 
inspire/lead the users to develop a more creative solution for the problem on hand. 

Developing such an ideation process suggests that its des ign needs to be crafted in 
a way that combines both the need to have fresh ideas and ideas that are in creative 
ways linked to the problem on hand. Consequently, attention needs to be paid to the 
exact nature of the creative aspect of the problem for which the tool is designed and to 
where the possible source of inspiration lies. Bonnardel [2, p.158], in analysing the 
use of analogies in creative activities, also emphasized the importance of knowing 
“the nature of the situations that can be used as sources of inspiration”. 

The second desideratum, empowerment, relates to the tool’s usability. Following 
from the first desideratum, it becomes clear that this should be about empowering the 
users to develop his/her ideas freely. By “freely”, it is meant as little  interruption as 
possible to the user’s thought process. Again, this is important because we lack an 
understanding of how creative thinking arises. The user is best left alone to develop a 
creative solution. 
 

 

Fig. 1. Two different views of a creativity support tool: (a) Creativity support 
embedded in a problem-solving environment; (b) Creativity support view as 
independent moments in a problem-solving process – after each session, the tool 
could be updated (dotted arrow) 

 
One way to ensure that this desideratum is met is to separate one’s initial thinking 

process from one’s later “action” process. The latter is when the user begins to 
implement his/her initial ideas fully.  A creativity support tool when designed to assist 
only the former activity would require an interface whereby the user literally has to do 
nothing. In contrast, researchers who focus on developing a suitable environment to 
support creative thinking (example, [6]) often tend to provide many tools  or a tool 
with many functions. These environments often allow the users to experiment with 
alternative ideas prior to moving on to developing the final idea. Creativity support in 
this latter case is very much embedded as part of the problem-solving process (see 
Fig. 1a) whereas in our approach, creativity support is very much an independent 
process (see Fig. 1b). It captures the moments when users take time out to think about 
certain aspects of the problem. There could be more than one such moment and each 
might require the use of a different creativity support tool.  

(a)  

Creativity-
support 

Problem-solving 
environment 

Possibly different 
creativity-support 
tools  

Problem solving process 

(b)  
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3   Creative-Pad: Design and Implementation 

The process of creating an advertisement could succinctly be described as having 
three key elements, namely a message, an idea, and an execution. A creative first 
draws out a message from the brief describing the product. Then he/she develops an 
idea which in turn is executed to produce an advertisement. It is evidently clear that 
much of the process for finding some initial good ideas for developing an 
advertisement involves words association. It is interesting to note that this method is 
also one of the simplest and most popular methods used for generating ideas in many 
of the commercial creative software. For example, IdeaFisher is one such program 
and it has an idea bank of more than 700,000 words associations to generate ideas for 
its user. However, creatives working in this area have often noted that if the word 
associations are generated in a manner unrelated to the problem on hand, there is a 
danger that the ideas generated may not be of much use [15]. Furthermore, Poltrack 
[15] noted that for advertising, related ideas should come from “all corners of life” 
and one need to “stay tune with the world”. These observations suggest the need for a 
rich source of contemporary ideas . 

Without doubt, one rich source of such contemporary ideas is the World-Wide-
Web, or in short, the web. It also has the added advantage of being a huge resource 
which is readily available, constantly updated, and information is literally coming 
from “all walks of life”. However, using search tools to retrieve information from the 
web often produce an overwhelming amount of information [9]. Consequently, 
researchers are constantly designing new ways to help filter the information. Of 
particular interests here are Otsubo’s Goromi-Web [14] and Koh et al.’s 
combinformation [8]. The former extracts and displays keywords that frequently 
appear in the search results and also displays images and blocks of text as floating 
images on the screen. The latter extracts text and image clippings from the found 
documents. These clippings are then presented to the user in a composition space as a 
group of related ideas and with which the user can interact. For instance, he or she 
could mouse over it to retrieve further information. 

However, unlike Goromi-Web and combinformation, an ideation process for 
Creative-Pad must not detract the users unnecessary. Consequently, we design a 
process which does not engage the user with its search for ideas. The user simply 
enters the keywords from the message and the extraction of ideas is then done 
automatically. Our current ideation algorithm is as follows: 

 
1. User enters keywords from message; 
2. Send request to search engine (currently using Altavista.com)  for related 

information on the web; 
3. Extract links from the results returned and download Html files from each link; 
4. Extract all sentences from the Html files that contain the keywords; 
5. Extract “interesting” words from these sentences; for now, a simple algorithm is 

used. We extract all adjectives and verbs found in these sentences. 
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Fig.  2. Creative-Pad Interface 
 
Thus, the ideation process produces as ideas, a set of words and sentences. To 

provide an environment conducive for the user to develop his/her own creative ideas 
for an advertisement, we developed an interface whereby the demand on the user is  
again kept to a minimum. Basically, Creative-Pad projects ideas onto the screen and 
the user constantly works on his/her ideas with little interruption. Each session using 
Creative-Pad consists of the following steps: 

 
1. Words, in randomly assigned colour, are beamed to the user one at a time and up 

to a maximum of 150 words per screen (see Fig. 2a). While the words are 
presented, music is being played in the background Note that words are 
deliberately presented in an overlapping fashion to discourage the user from 
reading the words. 

2. As each word appears, the user could select it if he/she finds it interesting or 
inspiring. This is done by either typing the word at the box at the bottom of the 
screen or clicking the save button (see Fig. 2a). 

3. When the maximum number of words is displayed, the screen pauses. The user 
is given time to work on any ideas brewing in his/her mind. 

4. If there are still words to be displayed, the user can repeat step (2) or if the user 
has had enough ideas, he/she could go to the next step. 

5. The user-selected words are then re-beamed to the user together with some 
randomly generated words. The latter is added partly to add some random ideas 
and partly to increase the number of ideas in case the user has selected 
insufficient words. 

6. When all the words are displayed, they will be rotated for a few seconds and re-
displayed in random positions. During this time, the user is supposed to continue 
developing his/her ideas. He/she might record his/her ideas by typing a succinct 
sentence at the bottom of the screen. 

7. When the user has had sufficient time developing his/her ideas, he/she will press 
the continue button to move to the next step. 

8. Creative-Pad will then display sentences to the user, moving them from the top 
right corner to the bottom left corner of the screen. These sentences contain the 
user selected words and each sentence is numbered (see Fig. 2b). The user could 

Save button (a) (b) 
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select those sentences of interests by entering their number at the box at the 
bottom of the screen. 

9. Finally, the user views all words and sentences that he/she has selected or 
created. He/she continues to develop his/her ideas further. 

10. When the session concludes, a report will be generated which contains all the 
words and random words generated during this session and all the words, 
sentences and idea sentences generated by the user during this session.  

 
Fig. 3 shows our basic model for Creative-Pad. Step 1 is the ideation process which 

consists of retrieving information from the web using some keywords from the 
message and then processing the information for relevant ideas. In Step 2 ideas are 
presented to the users in four phases. Firstly, the retrieved words, W1…W t, are 
presented to the user to help evoke possible ideas for advertisement. User at this stage 
only needs to select the words that are of interests to him/her. Secondly, the selected 
words, W s1…Wsm, will be re-displayed and if necessary, together with some randomly 
generated words, R1…Rp. User at this stage will have a chance to refine his/her 
thoughts further and describe each of them with single sentences. Thirdly, sentences, 
S1…So, which contain the selected words, Ws1…Wsm, are displayed as exemplar of 
ideas using those words. User at this stage can select sentences which are of interests 
to him/her. Finally, both selected words and sentences are displayed and user can 
continue to refine his/her ideas. 

 

Fig. 3. Basic model of Creative-Pad 
 
Several experiments were conducted where creatives were asked to use Creative-

Pad to develop ideas for some imaginary advertisements. Details of these experiments 
are reported in [12]. One such experiment with two creatives from two different 
advertising companies is reported here. The experiment was conducted as follows: 
Duration - 30 minutes; Instruction given - You will need to enter the phrase “car + 
family + space” into Creative-Pad and during the experiment, develop ideas for an 
advertisement with the message “a car with more family space”. At the end of the 

Step 2: 

Message WWW 

Step 1: 

S1….Sn W1….W t 

W1….Wt Ws1….Wsm 
+ R1….Rp 

S1….So report S + Ws 
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experiment, use an A4 sized paper and a black marker to draw or write whatever you 
think you need to describe your concept. 

Note that although ideas generated using Creative-Pad is not intended to be used 
immediately to generate a graphic display, we nonetheless asked the creatives to do 
so. This might help us to understand better the ideas currently in the mind of the 
creatives. Ideally though, they should put the ideas in the drawer and re-visit them 
later to produce the advertisement required. Figs. 4a and 5a show the words and 
sentences selected, and the ideas generated by the user (arrows indicate a possible 
connection between the idea generated and the words/sentences selected). Figs. 4b 
and 5b show the graphic output of a possible ad.  

 

 

Fig. 4. Result obtained using keywords: car, family, space 

 

(a) (b) 

Selected 
words 

User’s ideas Selected   
Sentences 

Buy 
Interior  
Buying  
Camping  
Rental  
Comfortable 
Compact  
Feel  
Top  
Easy  
Speed 
Owned 
Search 
Appeal 
Set 
Cheap 
National 
Personal 
Excellent 
Ideal 
automotive 

   Sleeping in car 
 

   Cheap 
 accommodation 

 
   Built in stove 

 
   Has a shower 
   Sleeps 2 people 
   Double bed 
   Seats fold away 
   Large space 
   Camper car 
   Roof expands 

 
Transforms to a    
camper car 

 
  Electric hybrid 

Pros: Great 
Price, 
Comfortable 
Ride, Lots of 
space, Great 
family car 

 

You feel very 
little movement 
in the car and it 
wouldn’t be a 
terrible 
exaggeration to 
say that you 
could easily fall 
asleep in the 
backseat. 

 

Who should buy 
this car 

 

Best car I’ve 
ever owned 
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Fig. 5. Another result obtained using keywords: car, family, space 

 
For Fig. 4, two themes emerge from the words selected by the elective: room and 

them. Interestingly, the word “room” appears in one of the selected sentences. The 
number of words displayed was: 234 adjectives, 43 verbs, and 30 random words. The 
creative selected 9 words and 2 sentences, and generated 4 ideas. For Fig. 5, the 
emerging theme is a camper car. The number of words displayed was: 283 adjectives, 
78 verbs, and 20 random words. User selected 22 words and 4 sentences, and 
generated 2 ideas. 

4   Discussion and Conclusion 

Given that creative thinking is still very much a mystery process, we argued that 
the development of creativity support tools should focus on: 

 
1. Ideation – the tool must be able to generate a new set of ideas when used 

repeatedly and the ideas generated must somehow be able to inspire the user to 
then work towards a creative solution. To achieve the latter, we find words 
which have some relevance to the problem on hand.  

2. Empowerment – the tool must be designed to support the user to be creative in 
deriving a solution to his/her problem. It aids the “thinking” part as opposed to 
the “action” part in solving a problem and it should afford minimum interference 
to the user’s thought process. 

  
With the above properties, a creative support tool could generate ideas that are more 
relevant than one which supports creative thinking in general and yet it supports 
finding a solution but not solving the problem itself.  

The web undoubtedly provides a rich source of information for the ideation process 
in Creative-Pad. However, unlike many of the earlier approaches which use this 
resource, we do not involve the user to search and filter the information retrieved. The 
ideation process automatically extracts what it believes is useful and the user’s role is 
to focus on developing a creative solution based upon the information presented to 

Selected word User’s ideas Selected Sentences 
More 
Extra 
Larger 
Designed 
Organize 
Stowed 
Uses 
Ground-
breaking 
full 

More room for 
your precious 
cargo 

 

Designed with 
them in mind 
(family) 

 

It’s all about 
them 

 

It’s like a spare 
room 

 

The firm claims it 
combines the 
practicality of a 
larger car with the 
appeal of a 
supermini 

 

An extra flex room 
gives you plenty of 
creative ways to use 
this space 

 (b) (a) 
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him/her. In this implementation, a simple algorithm is used for extracting words from 
it. Nonetheless, the resource is so rich that our simple mechanism proves to be 
adequate, in the sense that the creatives found the information useful and interesting. 
In addition to the words, we also present sentences that contain the words that the 
creatives have chosen. One surprising finding is that many of them found that the 
sentences generated interesting. One possible explanation is that these sentences are 
like tidbits of news or opinions or commentaries related to the product on hand and 
thus they kept the creatives informed. They enable the creatives to “stay tune with the 
world” as if he is gathering the information from a stroll down the street. The 
creatives could develop an advertisement to position the product in light of these 
tidbits of information. 

Our initial experiments with Creative-Pad are not intended to test the effectiveness 
of Creative-Pad in helping the creatives to generate creative ideas. As noted earlier in 
the introduction, such a test is ill-defined, at least for the moment. Rather, they are 
designed to test whether the ideas generated are sufficiently interesting for the 
creatives. This, we argue, proves to be the case. Creative-Pad could now serve as a 
platform for developing and testing these algorithms further. However, a closer 
inspection of the words generated shows many of the words are judged not 
interesting. Furthermore, if we treat each word generated as an idea for the creatives, 
Creative-Pad has generated on average 200 words per experiment and the creatives 
chose, on average, about 10-15 words. Does the ideation process need to be more 
“thoughtful” in generating ideas? The initial phase of our ideation process closely 
resembles a brainstorming session; an extremely popular idea in creative thinking and 
which has influenced our implementation of the ideation process. Is brainstorming, 
where quantity of ideas is of essence, the only and best way to interact with the 
creatives? Or, would it be better to present fewer but better developed ideas? 
Creative-Pad would provide a suitable platform to experiment with these different 
alternatives in the future. 

In our framework, one way to empower the user to think freely is to identify 
clearly different areas within the problem where creative thinking is needed and then 
develop separate creativity-support tools for them. In advertising, there are two 
different sub-problems, namely getting an idea for the advertisement and developing 
the final advertisement itself. Creative-Pad is successfully developed for the former. 
In implementing the interface, we provide ample of time for the users to develop 
his/her ideas. However, this is done in an ad hoc fashion; more study is needed to 
develop an interface that better suits the way creatives work.  

In summary, creative thinking is such a remarkable feat of the human mind that 
researchers attempting to develop tools to support such an endeavour must develop a 
multitude of approaches for experimentation. One such approach is being presented in 
this paper whereby the focus is on developing an ideation process and an interface 
which requires the user to almost do nothing except to focus on generating creative 
ideas for the problem on hand. Using this approach, a tool for advertising creatives 
has been developed and tested successfully. The tool now provides a platform for 
future experimentation and discovery about creativity support tools in general and 
creativity support tools for advertising in particular. Much more research needs to be 
carried out to establish whether these two desiderata are essential for all such tools or 
whether we need different desiderata for different tools. If the latter, what are these?  
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Abstract. The paper presents an approach to computational knowledge
discovery through the mechanism of bisociation. Bisociative reasoning
is at the heart of creative, accidental discovery (e.g., serendipity), and
is focused on finding unexpected links by crossing contexts. Contextu-
alization and linking between highly diverse and distributed data and
knowledge sources is therefore crucial for the implementation of bisocia-
tive reasoning. In the paper we explore these ideas on the problem of
analysis of microarray data. We show how enriched gene sets are found
by using ontology information as background knowledge in semantic sub-
group discovery. These genes are then contextualized by the computation
of probabilistic links to diverse bioinformatics resources. Preliminary ex-
periments with microarray data illustrate the approach.

1 Introduction

Systems biology studies and models complex interactions in biological systems
with the goal of understanding the underlying mechanisms. Biologists collect
large quantities of data from wet lab experiments and high-throughput plat-
forms. Public biological databases, like Gene Ontology and Kyoto Encyclopedia
of Genes and Genomes, are sources of biological knowledge. Since the growing
amounts of available knowledge and data exceed human analytical capabilities,
technologies that help analyzing and extracting useful information from such
large amounts of data need to be developed and used.

The concept of association is at the heart of many of today’s ICT technolo-
gies such as information retrieval and data mining (for example, association rule
learning is an established data mining technology, [1]). However, scientific dis-
covery requires creative thinking to connect seemingly unrelated information,
for example, by using metaphors or analogies between concepts from different
domains. These modes of thinking allow the mixing of conceptual categories and
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contexts, which are normally separated. One of the functional basis for these
modes is the idea of bisociation, coined by Artur Koestler half a century ago [7]:

“The pattern . . . is the perceiving of a situation or idea, L, in two self-
consistent but habitually incompatible frames of reference, M1 and M2.
The event L, in which the two intersect, is made to vibrate simultane-
ously on two different wavelengths, as it were. While this unusual situa-
tion lasts, L is not merely linked to one associative context but bisociated

with two.”

Koestler found bisociation to be the basis for human creativity in seemingly
diverse human endeavors, such as humor, science, and arts. The concept of biso-
ciation in science is illustrated in Figure 1.

Fig. 1. Koestler’s schema of bisociative discovery in science ([7], p. 107).

We are interested in creative discoveries in science, and in particular in com-
putational support for knowledge discovery from large and diverse sources of
data and knowledge. To this end, we participate in a European FP7 FET-Open
project BISON5 which investigates possible computational realizations of biso-
ciative reasoning. The project is based on the following, somewhat simplified,
assumptions:

– A bisociative information network (named BisoNet) can be created from
available resources. BisoNet is a large graph, where nodes are concepts and
edges are probabilistic relations. Unlike semantic nets or ontologies, the
graph is easy to construct automatically since it carries little semantics.
To a large extent it encodes just circumstantial evidence that concepts are
somehow related through edges with some probability.

5 http://www.bisonet.eu/
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– Different subgraphs can be assigned to different contexts (frames of refer-
ence).

– Graph analysis algorithms can be used to compute links between distant
nodes and subgraphs in a BisoNet.

– A bisociative link is a link between nodes (or subgraphs) from different
contexts.

In this paper we thus explore one specific pattern of bisociation: long-range links
between nodes (or subgraph) which belong to different contexts. More precisely,
we say that two concepts are bisociated if:

– there is no direct, obvious evidence linking them,

– one has to cross contexts to find the link, and

– this new link provides some novel insight into the problem domain.

We have to emphasize that context crossing is subjective, since the user has to
move from his ‘normal’ context (frame of reference) to an habitually incompatible

context to find the bisociative link [2]. In terms of Koestler (Figure 1), a habitual
frame of reference (plane M1) corresponds to a BisoNet subgraph as defined
by a user or his profile. The rest of the BisoNet represents different, habitually
incompatible contexts (in general, there may be several planes M2). The creative
act here is to find links (m2) which lead ‘out-of-the-plane’ via intermediate,
bridging concepts (L). Thus, contextualization and link discovery are two of the
fundamental mechanisms in bisociative reasoning as implemented in BISON.

Finding links between seemingly unrelated concepts from texts was already
addressed by Swanson [10]. The Swanson’s approach implements closed discov-

ery, the so-called A-B-C process, where A and C are given and one searches
for intermediate B concepts. On the other hand, in open discovery [16], only A
is given. One approach to open discovery, RaJoLink [8], is based on the idea
to find C via B terms which are rare (and therefore potentially interesting) in
conjunction with A. Rarity might therefore be one of the criteria to select links
which lead out of the habitual context (around A) to known, but non-obviously
related concepts C via B.

In this paper we present an approach to bisociative discovery and contex-
tualization of genes which should help in the analysis of microarray data. The
approach is based on semantic subgroup discovery (by using ontologies as back-
ground knowledge in microarray data analysis), and the linking of various pub-
licly available bioinformatics databases. This is an ongoing work, where some el-
ements of bisociative reasoning are already implemented: creation of the BisoNet
graph, identification of relevant nodes in a BisoNet, and computation of links
to indirectly related concepts. Currently, we are expanding the BisoNet with
textual resources from PubMed, and implementing open discovery from texts
through BisoNet graph mining. We envision that the open discovery process will
identify potentially interesting concepts from different contexts which will act as
the target nodes for the link discovery algorithms. Links discovered in this way,
crossing contexts, might provide instances of bisociative discoveries.
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The currently implemented steps of bisociative reasoning are the following.
The semantic subgroup discovery step is implemented by the SEGS system [14].
SEGS uses as background knowledge data from three publicly available, seman-
tically annotated biological data repositories, GO, KEGG and NCBI. Based on
the background knowledge, it automatically formulates biological hypotheses:
rules which define groups of differentially expressed genes. Finally, it estimates
the relevance (or significance) of the automatically formulated hypotheses on
experimental microarray data. The link discovery step is implemented by the
Biomine system [9]. Biomine weakly integrates a large number of biomedical re-
sources, and computes most probable links between elements of diverse sources.
It thus complements the semantic subgroup discovery technology, due to the
explanatory potential of additional link discovery and Biomine graph visual-
ization. While this link discovery process is already implemented, our current
work is devoted to the contextualization of Biomine nodes for bisociative link
discovery.

The paper is structured as follows. Section 2 gives an overview of five steps
in exploratory analysis of gene expression data. Section 3 describes an approach
to the analysis of microarray data, using semantic subgroup discovery in the
context of gene set enrichment. A novel approach, a first attempt at bisocia-
tive discovery through contextualization, composed of using SEGS and Biomine
(SEGS+Biomine, for short) is in Section 4. An ongoing experimental case study
is presented in Section 5. We conclude in Section 6 with plans for future work.

2 Exploratory gene analytics

This section describes the steps which support bisociative discovery, targeted
at the analysis of differentially expressed gene sets: gene ranking, the SEGS
method for enriched gene set construction, linking of the discovered gene set to
related biomedical databases, and finally visualization in Biomine. The schematic
overview is in Figure 2.

The proposed method consists of the following five steps:

1. Ranking of genes. In the first step, class-labeled microarray data is pro-
cessed and analyzed, resulting in a list of genes, ranked according to differ-
ential expression.

2. Ontology information fusion. A unified database, consisting of GO6 (bio-
logical processes, functions and components), KEGG7 (biological pathways)
and NCBI8 (gene-gene interactions) terms and relationships is constructed
by a set of scripts, enabling easy updating of the integrated database (details
can be found in [12]).

3. Discovering groups of differentially expressed genes. The ranked list
of genes is used as input to the SEGS algorithm [14], an upgrade of the

6 http://www.geneontology.org/
7 http://www.genome.jp/kegg/
8 ftp://ftp.ncbi.nlm.nih.gov/gene/GeneRIF/interaction sources
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gene2: gene2: 
gene3: 

gene1: + +
+
+

geneN: − −

BiomineSEGS

Microarray data Enriched gene sets Contextualized genes.

Fig. 2. Microarray gene analytics proceeds by first finding candidate enriched gene sets,
expressed as intersections of GO, KEGG and NCBI gene-gene interaction sets. Selected
enriched genes are then put in the context of different bioinformatic resources, as
computed by the Biomine link discovery engine. The ’+’ and ’-’ signs under Microarray
data indicate over- and under-expression values of genes, respectively.

RSD relational subgroup discovery algorithm [3, 4, 13], specially adapted to
microarray data analysis. The result is a list of most relevant gene groups that
semantically explain differential gene expression in terms of gene functions,
components, processes, and pathways as annotated in biological ontologies.

4. Finding links between gene group elements. The elements of the dis-
covered gene groups (GO and KEGG terms or individual genes) are used to
formulate queries for the Biomine link discovery engine. Biomine then com-
putes most probable links between these elements and entities from a number
of public biological databases. These links help the experts to uncover unex-
pected relations and biological mechanisms potentially characteristic for the
underlying biological system.

5. Gene group visualization. Finally, in order to help in explaining the dis-
covered out-of-the-context links, the discovered gene relations are visualized
using the Biomine visualization tools.

3 SEGS: Search for Enriched Gene Sets

The goal of the gene set enrichment analysis is to find gene sets which form
coherent groups and are distinguished from the rest of the genes. More pre-
cisely, a gene set is enriched if the member genes are statistically significantly
differentially expressed as compared to the rest of the genes. Two methods for
testing the enrichment of gene sets were developed: Gene Set Enrichment Anal-
ysis (GSEA) [11] and Parametric Analysis of Gene Set Enrichment (PAGE) [6].
Originally, these methods take individual terms from GO and KEGG (which
annotate gene sets), and test whether the genes that are annotated by a specific
term are statistically significantly differentially expressed in the given microarray
dataset.

194



Fisher

GSEA

PAGE

Microarray
data

Generation
of gene sets

Enriched
gene sets

GO

KEGG

NCBI

Ranking
of genes

Fig. 3. Schematic representation of the SEGS method.

The novelty of the SEGS method, developed by Trajkovski et al. [12,14] and
used in this study, is that the method does not only test existing gene sets for
differential expression but it also generates new gene sets that represent novel
biological hypotheses. In short, in addition to testing the enrichment of individual
GO and KEGG terms, this method tests the enrichment of newly defined gene
sets constructed by the intersection of GO terms, KEGG terms and gene sets
defined by taking into account also the gene-gene interaction data from NCBI.

The SEGS method has four main components:

– the background knowledge (the GO, KEGG and NCBI databases),
– the SEGS hypothesis language (the GO, KEGG and interaction terms, and

their conjunctions),
– the SEGS hypothesis generation procedure (generated hypotheses in the

SEGS language correspond to gene sets), and
– the hypothesis evaluation procedure (the Fisher, GSEA and PAGE tests).

The schematic workflow of the SEGS method is shown in Figure 3.

4 SEGS+Biomine: Contextualization of genes

We made an attempt at exploiting bisociative discoveries within the biomedi-
cal domain by explicit contextualization of enriched gene sets. We applied two
methods that use publicly available background knowledge for supporting the
work of biologists: the SEGS method for searching for enriched gene sets [14]
and the Biomine method for contextualization by finding links between genes
and other biomedical databases [9]. We combined the two methods in a novel
way: we used SEGS for hypothesis generation in the form of interesting gene
sets, and then formulated queries for Biomine for out-of-the-context link dis-
covery and visualization (see Figure 4). We believe that by forming hypotheses
with SEGS, constructed as intersections of terms from different ontologies (dif-
ferent contexts), discovering links between them by Biomine, and visualizing the
SEGS hypotheses and the discovered links by the Biomine graph visualization
engine, the interpretation of the biological mechanisms underlying differential
gene expression is easier for biologists.
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Fig. 4. SEGS+Biomine workflow.

In the Biomine9 project [9], data from several publicly available databases
were merged into a large graph, a BisoNet, and a method for link discovery
between entities in queries was developed. In the Biomine framework nodes cor-
respond to entities and concepts (e.g., genes, proteins, GO terms), and edges
represent known, probabilistic relationships between nodes. A link (a relation
between two entities) is manifested as a path or a subgraph connecting the cor-
responding nodes.

Vertex Type Source Database Nodes Degree

Article PubMed 330,970 6.92
Biological process GO 10,744 6.76
Cellular component GO 1,807 16.21
Molecular function GO 7,922 7.28
Conserved domain ENTREZ Domains 15,727 99.82
Structural property ENTREZ Structure 26,425 3.33
Gene Entrez Gene 395,611 6.09
Gene cluster UniGene 362,155 2.36
Homology group HomoloGene 35,478 14.68
OMIM entry OMIM 15,253 34.35
Protein Entrez Protein 741,856 5.36

Total 1,968,951

Table 1. Databases included in the Biomine snapshot used in the experiments.

The Biomine graph data model consists of various biological entities and
annotated relations between them. Large, annotated biological data sets can
be readily acquired from several public databases and imported into the graph
model in a relatively straightforward manner. Some of the databases used in
Biomine are summarized in Table 1. The snapshot of Biomine we use consists
of a total of 1,968,951 nodes and 7,008,607 edges. This particular collection of
data sets is not meant to be complete, but it certainly is sufficiently large and
versatile for real link discovery.

9 http://biomine.cs.helsinki.fi/
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5 A case study

In the systems biology domain, our goal is to computationally help the experts
to find a creative interpretation of wet lab experiment results. In the particular
experiment, the task was to analyze microarray data in order to distinguish
between fast and slowly growing cell lines through differential expression of gene
sets, responsible for cell growth.

Enriched Gene Sets

1. SLOW-vs-FAST ← GO Proc(’DNA metabolic process’) &
INTERACT( GO Comp(’cyclin-dep. protein kinase holoenzyme complex’))

2. SLOW-vs-FAST ← GO Proc(’DNA replication’) &
GO Comp(’nucleus’) &
INTERACT( KEGG Path(’Cell cycle’))

3. SLOW-vs-FAST ← . . .

Table 2. Top SEGS rules found in the cell growth experiment. The second rule states
that one possible distinction between the slow and fast growing cells is in genes par-
ticipating in the process of DNA replication which are located in the cell nucleus and
which interact with genes that participate in the cell cycle pathway.

Table 2 gives the top rules resulting from the SEGS search for enriched gene
sets. For each rule, there is a corresponding set of over expressed genes from
the experimental data. Figure 5 shows a part of the Biomine graph which links
a selected subset of enriched gene set to the rest of the nodes in the Biomine
graph.

The wet lab scientists have assessed that SEGS in combination with Biomine
provide additional hints on what to focus on when comparing the expression data
of cells. Additionally, such an in-silico analysis can considerably lower the costs
of in-vitro experiments with which the researchers in the wet lab are trying to
get a hint of a novel process or phenomena observed. This may be especially true
for situations when just knowing the final outcome one cannot explain the drug
effect, organ function, or disease satisfactorily. Namely, the gross, yet important
characteristics of the cells (organ function) are hidden (do not affect visual mor-
phology) or could not be recognized soon enough. An initial predisposition for
this approach is wide accessibility and low costs of high throughput microarray
analysis which generate appropriate data for in-silico analysis.

6 Conclusions

We presented SEGS+Biomine, a bisociation discovery system for exploratory
gene analytics. It is based on the non-trivial steps of subgroup discovery (SEGS)
and link discovery (Biomine). The goal of SEGS+Biomine is to enhance the
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Fig. 5. Biomine subgraph related to five genes from the enriched gene set produced by
SEGS. Note that the gene and protein names are not explicitly presented, due to the
preliminary nature of these results.

creation of novel biological hypotheses about sets of genes. A prototype version
of the gene analytics software, which enhances SEGS and creates links to Biomine
queries and graphs, is available as a web application at
http://zulu.ijs.si/web/segs ga/.

In the future work we plan to enhance the contextualization of genes with con-
texts discovered by biomedical literature mining. We will add PubMed articles
data into the BisoNet graph structure. To this end, we already have a prelimi-
nary implementation of software, called Texas [5], which creates a probabilistic
network (BisoNet, compatible to Biomine) from textual sources. By focusing on
different types of links between terms (e.g., frequent and rare co-ocurances) we
expect to get hints at some unexpected relations between concepts from different
contexts.

Our long term goal is to help biologists better understand inter-contextual
links between genes and their role in explaining (at least qualitatively) under-
lying mechanisms which regulate gene expressions. The proposed approach is
considered a first step at computational realization of bisociative reasoning for
creative knowledge discovery in systems biology.
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Abstract. This paper proposes a new approach to support creativity
through assisting the discovery of unexpected associations across differ-
ent domains. This is achieved by integrating information from heteroge-
neous domains into a single network, enabling the interactive discovery
of links across the corresponding information resources. We discuss three
different pattern of domain crossing associations in this context.

1 Data-driven Creativity Support

The amount of available data scientists have access to (and should consider
when making decisions) continues to grow at a breath-taking pace. To make
things worse, scientists work increasingly in interdisciplinary teams where infor-
mation needs to be considered not only from one research field but from a wide
variety of different domains. Finding the relevant piece of information in such
environments is difficult since no single person knows all of the necessary details.
In addition, individuals do not know exactly where to look or what to look for.
Classical information retrieval systems enforce the formulation of questions or
queries which, for unfamiliar domains or domains that are completely unknown,
is difficult if not impossible.

Methods that suggest unknown and interesting pieces of information, poten-
tially relevant to an already-known domain can help to find a focus or encour-
age new ideas and spark new insights. Such methods do not necessarily answer
given queries in the way traditional information retrieval systems do, but instead
suggest interesting and new information, ultimately supporting creativity and
outside-the-box thinking.

In [1] Weisberg stipulates that a creative process is based on the ripeness of
an idea and the depth of knowledge. According to Weisberg this means that the
more one knows, the more likely it is that innovation is produced. According to
Arthur Koestler [2] a creative act, such as producing innovation, is performed
by operating on several planes, or domains of information.

In order to support creativity and help trigger new innovations, we pro-
pose the integration of data from various different domains into one single net-
work, thus enabling to model the concept of domain-crossing associations. These
domain-bridging associations do not generate new hypotheses or ideas automat-
ically, but aim to support creative thinking by discovering interesting relations
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Fig. 1. Association vs. Bisociation

between seemingly unconnected concepts, therefore helping to fuse diverse do-
mains.

2 Bisociation and Bisociative Networks

The term bisociation has been introduced by Arthur Koestler in [2]. He intro-
duced bisociation as a theory to describe the creative act in humor, science and
art. In contrast to an association representing a relation between concepts within
one domain, a bisociation fuses the information in multiple domains by finding
a (usually indirect) connection between them (see Fig 1).

Generally a domain can be seen as a set of concepts from the same field or
area of knowledge. A popular example of a Bisociation is the theory of gravity
by Isaac Newton, which fuses the previously Aristotelian two-world system of
sub-lunar and super-lunar physics.

Even though not all creative discoveries are based on bisociation, many of
them have been made by associating semantically distant concepts. Once such
a connection has been found, it is no longer an unexpected connection and
frequently even turns into “common sense”.

A citation of Henri Poincaré also describes the combination of semantically
distant concepts: “Among chosen combinations the most fertile will often be
those formed of elements drawn from domains which are far apart... Most com-
binations so formed would be entirely sterile; but certain among them, very rare,
are the most fruitful of all.”

In order to find bisociations, data from different domains has to be integrated.
Bisociative Networks (BisoNets) [3] aim to address this problem by supporting
the integration of both semantically meaningful information as well as loosely
coupled information fragments. They are based on a flexible k-partite graph
structure, which consists of nodes representing units of information or concepts
and edges representing their relations. Each partition of a BisoNet contains a
certain type of concepts or relations e.g. terms, documents, genes or experiments.

BisoNets model the main characteristics of the integrated information repos-
itories without storing all the more detailed data underneath this piece of infor-
mation. By focusing on the concepts and their relations alone, BisoNets therefore
allow huge amounts of data to be integrated.
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3 Patterns of Bisociation

Once the information in forms of concepts and relations is combined in the
network it can be analyzed and mined for new, unexpected, and hopefully in-
teresting pieces of information to support creative discoveries. One way of doing
this is by identifying interesting patterns in the BisoNets. One class of patterns
is bisociation. A formal definition of a bisociation in the context of BisoNets is
the following1: “A bisociation is a link that connects concepts from two or more
domains, which are unconnected depending on the specific view by which the
domains are defined.” A domain in a BisoNet is a set of concepts. Depending on
the view, a domain can either consist of concepts of one type, or bundle concepts
of many types.

So far, we have considered two different view types, one depending on the
user’s interest and a second depending on the applied graph analysis algorithms.
The first view creates the domain according to the user’s specifications. Thereby
the subjective view of the data plays an important role; the fields of knowledge
vary and hence are differently defined for each user. The second view is defined
by the structure of the graph, e.g. the level of detail and is extracted by the
a graph summarization or abstraction algorithm, leading to a user-independent
view. Different types of such algorithmic views can be defined.

Once the domains have been defined by a given view, the main part of a biso-
ciation, the link that connects concepts from different domains, can be identified.
A link can be a single concept, a sub graph or any other type of relation.

Fig. 2. Example of a Bisociative Network

Figure 2 depicts an example BisoNet. The view is the surrounding frame
that defines the domains. Each domain is depicted in a different shade and
contains concept types represented by dotted lines. The concepts and relations
of the BisoNet are depicted as circles whereas links connect concepts and their
relations. An example of a bisociation that connects concepts from different
domains is depicted by the bold path in the network. The different types of
bisociation are described in more detail below.

1 Result from discussions within the EU FP7 Project BISON.
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Fig. 5. Example of structural similarity

Bridging Concepts Bridging concepts are mostly ambiguous concepts or meta-
phors. In contrast to ambiguous concepts, which can lead to incorrect conclu-
sions, metaphors can lead to new discoveries by connecting seemingly unrelated
subjects. Bridging concepts are often used in humor [2] and riddles [4].

Bridging concepts connect dense sub graphs from different domains. Figure 3
depicts the homonym Ice as an example of a bridging concept. Ice is the name
of a gene but also the name of the protein it encodes. Thus the concept belongs
to the gene and the protein domain.

Bridging Graphs Bridging graphs are sub-graphs that connect concepts from
different domains. They lead to new insights by connecting domains that at first
glance do not appear to have anything in common. An example of a bridging
graph is the discovery of Archimedes while he was having a bath. As he got into
the tub he noticed that the level of the water rose. By connecting the rise of the
water level with his body as he immersed into the water he realized that this
effect can be used in general to determine the volume of a body and is today
known as the Archimedes’ Principle.

A bridging graph could also connect two concepts from the same domain via
a connection running through a previously unknown domain. Figure 4 depicts a
bridging graph that connects several genes of the same domain via documents
that all describe the same disease.

Structural similarity Bisociations based on structural similarity are repre-
sented by sub graphs of two different domains with a similar structure. This is
the most abstract pattern of bisociation discussed here, which potentially leads
to new discoveries by linking domains that do not have any connection. Figure 5
depicts the structural similarity between a prodrug that passes the blood-brain
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barrier and the soldiers that pass the gate of Troy hidden in a wooden horse. In
both scenarios the barrier can only be passed by altering the appearance of the
intruder.

4 Conclusion and Future work

In this paper we discuss a new approach that aims to support creative thinking,
ultimately leading to new insights. Bisociative networks (BisoNets) provide an
environment that fosters the curiosity to dig deeper into newly discovered in-
sights by allowing to discover new connections between concepts and bridging
the gap between previously unconnected domains.

We have discussed three different notions of bisociation: bridging concepts,
bridging graphs and structural similarity. In addition to defining more patterns
of bisociation we will evaluate existing graph-mining algorithms to find different
types of bisociations such as betweenness centralities [5] to discover bridging
concepts or minimum spanning trees [6] to identify bridging graphs. Structural
similarity might be discovered by using role detection algorithms [7] or graph
kernels that take the neighborhood of each node into account.
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Abstract. Creativity involves choosing to direct resources toward developing 
novel ideas. Information technology development, including software 
engineering, requires creative discourse among team members to design and 
implement a novel, competitive product that meets usability, performance, and 
functional requirements set by the customer. In this paper, we present results 
that correlate metrics of creative collaboration with successful software product 
development in a Senior Software Projects class that is a capstone course in 
accredited Computer Science programs. An idea management and reward 
system, called SEREBRO, provides measurement opportunities to develop 
metrics of fluency, flexibility, originality, elaboration, and overall creativity. 
These metrics incorporate multiple perspectives and sources of information into 
the measurement of creativity software design. The idea management portion of 
SEREBRO is a Web application that allows team members to initiate 
asynchronous, creative discourse through the use of threads. Participants are 
rewarded for brainstorming activities that start new threads for creative 
discourse and spinning new ideas from existing ones.  

1   Introduction 

Creativity can be understood and measured from a variety of perspectives. Two of 
the major approaches to measuring creativity are the psychometric approach and the 
confluence approach [1]. In this paper, we are concerned with creativity as a process 
not as an individual difference. We follow Sternberg and Lubart’s [2] investment 
model of creativity that conceptualizes it as a decision that anyone can make, but few 
people do because of potential costs. We also incorporate Amabile’s [3] componential 
model of creativity which requires three critical components for creativity: domain-
relevant skills, creativity relevant processes, and intrinsic task motivation. We have 
implemented a software tool called SEREBRO (Software Engineering REwards for 
BRainstorming Online) to promote creative discourse in a Senior Software Projects 
class that is a capstone course in the Computer Science Curriculum at the University 
of Tulsa. SEREBRO organizes students around creativity relevant processes related to 
software engineering to motivate and assist teams of students with making creative 
software design and implementation decisions. Our primary interest as presented in 
this paper is examining whether encouraging the infusion of more creativity in the 
software development process results in more creative output with respect to the 
resulting software projects.  
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Essential cognitive elements for divergent thinking in the creative process include 
fluency, flexibility, originality, and elaboration [4, 5]. Fluency is the frequency of 
ideas generated. Flexibility involves seeing the problem in new ways or 
reconceptualizing the problem. Originality is devising novel ideas or synthesis of the 
problem. Elaboration is extending or fleshing out details. Creativity can be 
demonstrated in a specific part of a project or evaluated within the full project. Both 
objective and subjective metrics can be established to measure these elements in the 
creative process. The overall creativity encompassing the four cognitive elements can 
also be appraised subjectively. Our project uses both objective and subjective metrics 
of each element in the creative process to understand and foster creativity in 
collaborative software engineering projects. 

Software engineering is the process of designing and developing a software 
product. It often involves a team-based approach that is oriented around specific tasks 
such as communication, planning, modeling, construction, and deployment [6]. The 
class undergoes training to acquire domain-relevant skills in each task to derive a set 
of work products, also called artifacts, which include customer requirements, 
documentation, designs, code, and packaging. Creativity relevant processes manifest 
themselves in a variety of forms in software development, such as. 

• Interface design to achieve the proper functional use and aesthetic appeal 
• Combining reusable entities in novel ways to meet innovative product 

requirements  
• Implementation of functionality that is new to the developer’s skill set 
• Novel strategies for code refinement to increase performance, usability, and 

security 
• Inventive ways to describe how to use a product in the final packaging 

delivered to the customer 

We address the issue of fostering creativity as part of the collaborative software 
design in the context of a Senior Software Projects course. Since a team of students is 
involved, discussing what the novelty is and how it is placed in the product is as 
essential as the tangible design and implementation itself. We are most concerned 
with the creativity exhibited in the software development process during which a 
number of intermediate artifacts are produced, as well as the final software project 
and demonstration provided by the team at the end of the semester. 

Fostering creativity in software engineering student deliberations poses unique 
challenges. First, it is uncommon for seniors in computer science to be forced to think 
creatively in their area of studies. Though liberal arts and science courses have 
creative and critical thinking components, in a computing curriculum, there is less 
attention paid to creativity and “thinking outside the box.” Second, sharing and 
furthering ideas among team members in a collaborative fashion is very dependent on 
the openness of the team members, the time available to meet, and the different skill 
sets of the team members with respect to classifying requirements, analyzing a system 
design, and coding the various components (interface, processing, databases, etc.) that 
comprise the software. This problem has also been noted by information technology 
experts as well, leading to new software development processes such as agile 
development [7]. Third, creativity is often not directly rewarded. Even if ideas are 
explored, captured and used in idea management tools [8, 9], only the resulting 
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artifacts are examined by the instructor (i.e. management) and the customer. 
Therefore, since the creative discourse is not credited to the participants and is not 
explicit as an artifact itself, there is limited extrinsic motivation to engage in it. 

To address these problems and provide a mechanism that supports, recognizes and 
fosters creativity, student teams use SEREBRO throughout the software development 
process. SEREBRO combines idea expression and management with a reward system 
designed to reinforce the usefulness of ideas and their contribution to creative 
discourse during the software development process [10]. Our objective is to explore 
the ability of SEREBRO to both capture and enhance creativity. The outcomes of our 
experiments can in turn be used to improve future information technology 
development, including introducing appropriate rewards. 

2   Team Interaction on SEREBRO 

Teams are an essential part of software development. Even when a single member 
is more creative or has an advanced skill set, the success of the project requires the 
contribution of all members, especially within a small team. Therefore, our initial 
experiments focus on evaluating creativity at a team level. While there may be 
variances in the contributions to the overall project by each member of the team, our 
analysis ignores that variance in favor of comparing team creativity with overall 
performance and outcomes.  

Team interaction on SEREBRO starts with the designation of a list of topics. These 
topics are loosely based on the tasks to be performed and the artifacts required for 
hand-in at each milestone. The software engineering class used for testing SEREBRO 
had four major milestones over which the artifacts were produced, culminating in a 
final product presentation and demonstration. Discussions on SEREBRO commence 
within a specific topic when any team member posts a brainstorm node. Upon 
reviewing the node, another team member can agree or disagree with the post and 
then input their own idea (in the case of a disagree node) or an enhancement of the 
idea (in the case of an agree node). We call the agree/disagree process spinning an 
idea. Multiple brainstorms can start the discourse within a single topic. Figure 1 
shows an idea network with seven brainstorm nodes in blue circles and agree nodes as 
green triangles. Disagree nodes, though not included in this figure, are upside down 
orange triangles. The box at the bottom shows the actual post that is seen when a node 
is ‘moused’ over.  
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Figure 1: SEREBRO Idea Network 

Discourse on SEREBRO is exhibited by a thread of postings, much like an online 
forum. A short thread is shown in Figure 2 from an actual team when discussing a 
concept for a video game. Students who are the focus of this experiment are highly 
computer literate and very familiar with this style of forum posting. Asynchronous 
postings to SEREBRO, along with email alerts when posts are made, give students the 
freedom to work on the project from anywhere and at anytime. Though face-to-face 
meetings are encouraged, they are not essential to the progress of the project and 
mimic distributed teams. Threads can be pruned when they are no longer considered 
valid. Those threads that embody essential ideas regarding a specific topic, artifact, or 
direction are finalized. Finalization in SEREBRO involves naming the emerging 
concept as a new topic, generally for the next milestone, and tagging all of the 
contributing ideas, including brainstorm, agree, and disagree nodes. 
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Figure 2: A Thread of Postings 

To externally motivate creative contributions, SEREBRO implements a multi-
agent system of rewards [10]. The reward system provides an egalitarian method of 
point distribution based on the structure of the idea network generated. Each user 
within the system is assigned a user-agent that distributes reward points to users based 
on their creative contribution following a specific protocol (see Section 3.1).  In our 
current implementation, the agents reward according to the node type (brainstorm, 
agree, disagree, and finalized.) and its position in the network, but not the node 
content (contextual information) in performing these point allocations. When users 
post with a certain node type, they effectively classify the node with a positive or 
negative rating relative to its parent node. Based on these classifications, each user 
agent propagates reward points through each idea thread to produce cumulative 
rewards for each user. Idea nodes tagged during the finalization of a concept for the 
next milestone receive additional rewards. As points are incrementally allocated, the 
instructor and SEREBRO generate rewards for the top performing students. Since the 
nodes are classified by the participants depending on the length of the thread, we 
expect the resulting point allocations to correlate with expressed creativity. We 
hypothesized that such grounded and prudent external rewards that rely on peer 
feedback of creative contribution will motivate further creative expression from team 
members to attain a better team product. To ensure adequate participation within 
SEREBRO, students are encouraged to attain a certain level of reward points per 
milestone in the project. 
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The targeted class comprised six teams with a minimum of three and a maximum 
of four members. Each member had a role on the team, such as lead, analyst, and 
programmer, which gave him or her specific responsibilities. These roles were 
negotiated by the team members when the teams were formed in the first semester of 
the course [11]. Three non-trivial projects were defined and their requirements were 
passed to the teams by the product customers. Thus, two teams competed to create the 
best of each product to meet the requirements. The first project was a Chemistry Lab 
Creator and Submission software that allowed the instructor to create and post a lab 
assignment and students to complete the assignment and submit it online. The second 
was an Online Emergency Center that provided information on gas, food, and shelter 
during a disaster.  The third project was a game to be used as part of a recruiting 
package for computer science students to choose a university. Initial requirements 
were sparse, forcing the team to work with the customer and delve into the domain of 
application. In addition to software artifacts produced, each team had to devise a 
novel product name and logo.  

3   Methods of Creativity Measurement 

We measure team creativity from multiple perspectives and sources of information 
about the software project as it is developed. We seek to determine the degree to 
which the discourse among the team is creative. This approach reveals unique 
information on the creativity of the overall software design process. We describe each 
of these sources and perspectives with respect to SEREBRO’s contribution toward 
measuring creativity, thereby understanding certain differences in how creativity 
emerges in software design. 

3.1   SEREBRO Threads 

Team postings to SEREBRO are examined as consolidated threads related to a 
topic. Each thread stems from a single brainstorm node. A topic can have multiple 
evaluated threads, depending on the number of brainstorm nodes that start the various 
conversations within the topic. Therefore, threads form the basis for creativity 
analysis and are rated by experts at the end of the semester for the type and level of 
creativity.  

Points. SEREBRO assigns reward points to each individual and team for their 
creative input based on the number and type of node of each thread posting. The 
nodes types are designed to align with the elements in the creative process. Fluency 
can be measured by the number of brainstorming nodes, flexibility by the fan-out of 
the brainstorming nodes, and originality and elaboration by the fan-in to spinning 
nodes. An in depth examination of the idea management tool can be found in [10]. 
Points are allocated through the agent based protocol, which has the following four 
basic rules. When a user replies with an Agree node to another post, the agent 
allocates k points to the author of the parent node. Similarly, when a user disagrees 
with its parent node, the parent node's author is charged k points. In order to reward 
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the progenitors of the thread tree, when an agent receives points at a node, it passes 
(½ * k) points to its parent node. This process effectively propagates the points 
throughout local areas of the idea network, yet discounts the reward as the distance 
increases from the node being considered. This rule also applies to the reward 
distributed at a Finalized node. Finalized nodes represent some accumulation of ideas 
that have been implemented within the project or identified as creative and useful to 
the project. Therefore, rewards at Finalized nodes are magnified by a factor m. This 
variable factor allows the instructor or project lead to adjust the importance of the 
Finalized node within the reward system. This (k * m) points are also distributed to 
other nodes that are tagged with the same tag as the Finalized node. Thus, users 
directly correlate nodes that are related in content but not necessarily by distance in 
the network.  

In combination, these rules distribute points throughout an idea thread, 
concentrating point totals on nodes that are well received by other users on the team. 
The user that authors positive nodes that are accepted by the team gains a higher point 
total than those who do not participate or do not create novel content. We hypothesize 
that the users with higher reward point totals have contributed more to the creativity 
of the group. For our experiments, k = 1 and  m = 2. In our reported experiment, team 
point totals ranged from 1520 to 2210 with an average of 1857.  

Expert Ratings. Each SEREBRO thread for each team was rated by five subject 
matter experts (SMEs) on the fluency, flexibility, originality, elaboration, overall 
creativity, and the relevancy of thread to the development of the project. The subject 
matter experts were faculty members and graduate students involved with the 
development of the SEREBRO program. Threads which were indicated as irrelevant 
by at least one of the raters were removed from further rating. These threads included 
reposts of the same content and tests of the system.  

Though the sample size of the teams was small, there were a significant number of 
threads generated for rating. Overall, the SMEs showed sufficient levels of agreement 
across raters with internal consistencies (Cronbach’s Alpha) on all ratings of each 
area of creativity ranging from 0.83 for Originality to 0.89 for fluency. Consistency 
ratings (ICC single measure scores) for each thread ranged from 0.49 on flexibility to 
0.63 on fluency. This statistic indicates that the proportion of variance on each of the 
ratings across the five raters can be attributed to the variance on the construct being 
rated. The scores for each thread were averaged across the teams and the raters to 
calculate scores assigned to each team.  

The second step in the analyses was to examine the correlations among different 
types of creativity expressed in the threads. The correlations between specific 
creativity metrics and overall creativity were quite high. These correlations indicated 
that threads were rarely rated highly on one metric of creativity and not on other 
levels of creativity. This result was expected and may have been influenced by the 
prevalence of threads with few entries which were typically rated low on all 
components of creativity. The highest correlation was between originality and overall 
creativity (r = 0.95). Essentially, the more original a thread was rated, the higher it 
was rated on creativity. This value was followed by examining elaboration (r = 0.91). 
Fluency and flexibility (r = 0.88) had the same correlation with rated creativity, and 
they predicted creativity to a lesser extent when compared to the other two elements. 
The lack of differentiation between types of creativity within threads indicated that 
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the raters typically judged threads to be creative or not rather than more fluent than 
flexible. Due to these results, further analyses relied only on the overall SME ratings 
of creativity. Team overall creativity ratings ranged from 1.99 to 3.09 on a five point 
scale from Poor to Excellent. 

3.2   Final Projects and Demonstrations 

At the final demonstrations of the team projects, each team was asked to evaluate 
their own team and the other teams on the overall creativity and overall quality of the 
projects. Additional survey questions addressed the perception of the creative process 
within each software team. Figure 3 indicates the different evaluations performed.  

Team Colleague Ratings. Teams rated both the overall quality and the creativity of 
their own and other project teams based on their perceptions and understanding of the 
demonstrations of the final projects. The course instructor also performed the same 
ratings at the final demonstrations. Creativity ratings ranged from 3.18 to 4.84 and 
quality ratings ranged from 3.41 to 4.76. In general, teams with higher quality ratings 
received high creativity ratings as well.  The highest rated quality team, however, was 
second on creativity.  

Team grades. The course instructor graded teams at each milestone for a particular 
set of artifacts to provide feedback and assess progress. Final team grades ranged 
from 78 to 94 with a mean grade of 89. 

Survey questions. Each team’s own experiences were further investigated through a 
final survey asking about team performance and experiences with the SEREBRO 
program. This survey included questions about each of the creativity metrics with 
respect to the team’s final project. The team members evaluated their own team on a 1 
to 5 scale with anchors of Poor, Neutral, Good, Very Good, and Excellent. These 
ratings constitute a reference shift approach to team level variables in which 
individual scores about the team are combined to represent a team level construct 
[12]. 
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Figure 3: Perspectives and Sources of Information in the Creativity Metrics 
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4   Overall Results and Discussion 

Table 1 displays the average scores and standard deviations of the various ratings. 
Table 2 displays the correlations between the creativity metrics 

Table 1: Average Scores and Standard Deviations  

 Serebro 
Points 

Expert 
Ratings 

Other 
Team 

Creativity 

Other 
Team 

Quality 

Own 
 Team 

Creativity 

Own 
Team 
Quality 

Team 
Grades 

Mean 1857 2.43 3.85 3.08 3.98 4.11 89.10 
SD 270 0.48 0.41 1.09 0.60 0.52 5.52 

 
The correlations among the various creativity metrics reveal both substantial 

agreement across the metrics and differentiation between project creativity and 
quality. Because there were only 6 teams involved in this project, none of the 
correlations at the team level are statistically significant at p < 0.05 level, but they do 
reflect a general level of agreement on the rank order of team creativity and quality 
across the various metrics. These correlations are still the best estimate of the 
relationships between these measures or team creativity and quality. Specifically, 
SEREBRO point totals were related to all other measures of both team creativity and 
quality. Expert ratings were able to distinguish between creativity and quality as only 
the correlations with other measures of creativity (including team grade) were positive 
and of medium size. Creativity demonstrated by the process metrics of SEREBRO 
points, Expert Ratings, and Team Creativity was also demonstrated in the final project 
as indicated by the other team’s ratings of Creativity, as well as the Team Grades as 
shown in Table 2. Overall these results provide promising directions for using these 
metrics to continue to develop and measure creativity in computer science courses 
and software development teams. 

Table 2: Correlations among team-level creativity metrics 

  1. 2. 3. 4. 5. 6. 
1. SEREBRO Points       
2. Expert Ratings 0.43      
3. Presentation Creativity* 0.53 0.47     
4. Presentation Quality* 0.60 -0.04 0.81    
5. Team Grades 0.60 .043 0.53 0.33   
6. Team Creativity 0.74 0.32 -0.02 0.25 0.42  
7. Team Quality 0.64 -0.11 -0.03 0.54 0.86 0.62 
*Includes results for only 5 teams. One team did not demonstrate their project on 

the assigned day.  

5   Conclusion and Future Work 

Ideas and novel software properties can take many forms in software engineering. 
Students who are not accustomed to conversing over creative material have difficulty 
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expressing their own ideas in a group setting, such as the one chosen for 
experimentation. SEREBRO is a software tool that includes both idea management 
and motivational rewards to foster creativity within a team developing a non-trivial 
software product. The results discussed in this paper indicate that SEREBRO 
performed well with respect to providing insight into creativity in a Senior Software 
Projects class, as well the correlation of product and team criteria with creativity 
metrics. The positive outcomes of the research are driving the expansion of 
SEREBRO with additional software process tools. We are examining different reward 
mechanisms to determine if certain protocols may be more suitable than others with 
respect to an individual’s role on the team, his or her skill set, team size, and general 
attitudes about class and exposing their creative ideas. Further research into the 
creative process and team’s perception of that process is currently taking place within 
a new set of students in the Software Projects Class setting. In addition, content based 
assessment of SEREBRO nodes is being undertaken during the software development 
process.  
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Abstract. This paper describes Clap-along, an interactive system for
theorising about creativity in improvised musical performance. It ex-
plores the potential for negotiation between human and computer par-
ticipants in a cyclical rhythmic duet. Negotiation is seen as one of a set of
potential interactive strategies, but one that ensures the most equitable
correspondence between human and machine. Through mutual negotia-
tion (involving listening/feature extraction and adaptation) the two par-
ticipants attempt to satisfy their own and each other’s target outcome,
without knowing the other’s goal. Each iteration is evaluated by both
participants and compared to their target. In this model of negotiation,
we query the notion of ‘flow’ as an objective of creative human-computer
collaboration. This investigation suggests the potential for sophisticated
applications for real-time creative computational systems.

1 Introduction

Music performance is a creative, ‘real-time’ process that often entails collabo-
rative activity. Creative potential in a performance – i.e. the opportunity for
individual or collective actions that appear innovative – is contingent on con-
text and style, the presence of a priori agreements (whether explicit or tacit),
and other cultural and procedural elements [1]. Various aspects of performance
practice constrain or afford opportunities for immediate creative input, such as
recourse to pre-existing materials, the relative emphasis on individual respon-
sibility and the means by which information is exchanged while performing. In
human-computer performance the capacities of software to exchange informa-
tion with other participants and to take responsibility (i.e. act autonomously)
are highly significant factors. Any given approach to these factors impacts greatly
on the performance practice as a whole.

Free collective improvisation is an effective testing ground for computer-
based creativity. The computer must be able to produce sonic events that appear
intrinsically valid, and it must be able to collaborate appropriately (responsively
and proactively) with one or more human musicians. Both properties satisfy a
working definition of computational creativity, such as the ability to exhibit
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behaviour “which would be deemed creative if exhibited by humans” [2] as well
as being “skillful, appreciative and imaginative” [3]. These criteria are only truly
satisfied if the system is not directly reliant on a human ‘user’; there must be an
equitable correspondence of ideas between collaborators. Such challenges are not
easily met, but at least apply equally well to human-only improvisation, where
the behaviour of one performer would never be expected to depend entirely on
another’s contribution, or depend on rules agreed in advance. Ideally at least,
group improvisation avoids organisational procedures that determine or influence
musical content, structure or the interactions and mutual dependencies between
performers. Implicit procedures may develop through a process of negotiation
in performance. As in other forms of process-orientated art, this process may
not be directed towards a known outcome. Rather, the process itself forms both
the central problem and focus of interest that both enables and constitutes the
performance.

We investigate negotiation as a musical process in a wider context of interac-
tion strategies that can demonstrate performance-based computational creativ-
ity. We devise a simple system, Clap-along, defined by a number of constraints,
which we believe demonstrates the challenges of performative, computational
creativity, and offers a promising model for future, more elaborate, computa-
tional systems for interactive musical performance.

2 Interaction strategies

We regard negotiation as a specific strategy for human-machine interaction, a
member of a larger set that includes the following list. (The terms ‘source’ and
‘result’ are used to refer to actions in an asymmetric relationship, and may apply
equally to human and machine depending on context):

Shadowing: The source and result move together. There is a clear temporal
simultaneity that produces layering within a coordinated motion. The coordina-
tion of motion between a body and its shadow is simultaneous but also distorted,
because the shadow is projected into a different ‘geometrical’ space. Various mu-
sical strategies for textural organisation (homophony, micro-polyphony) entail
shadowing. Real-time digital effects and simple interaction systems commonly
exhibit shadowing methods. Timbral matching techniques can be thought to
employ this strategy, as found in the Cata-RT [4] and Soundspotter systems [5].
The system as a whole may be weakly or strongly integrated, but in general
interactivity is likely to be readily verifiable to participants and listeners.

Mirroring: The source is reflected in the result. Synchronicity is not re-
quired. There is a more elaborate re-interpretation of information received from
the source than in shadowing, and this is more telling in the absence of temporal
synchrony. Innumerable compositional and improvisational approaches are anal-
ogous to mirroring, to be found in structural repetition, motivic development
and call-and-response strategies. Delay effects are elementary mirrors, project-
ing back an image of the musical source. Systems that seek to analyse an existing
style to generate music (e.g. by Markov modelling) are mirroring at a high level
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of musical organisation, such as in the Continuator system [6], even though the
method may be sub-symbolic. Mirroring can establish a cohesive musical iden-
tity between source and result, and may also be readily verifiable to participants
as an interactive process.

Coupling: Two sources are distinct but connected. There is – or appears
to be – mutual influence, but the roles of ‘source’ and ‘result’ may be unstable
and unequally balanced. In live performance, coupling can constitute “proce-
dural liveness” and/or “aesthetic liveness” [7]. For instance, coupling can be
trivial and procedural, when one system controls another and receives appro-
priate feedback, as in the laptop-as-instrument paradigm. Or, it can be illusory
and “aesthetic”, as in the (increasingly rare) genre of music for live instrument
with tape, where binding and apparently causal links between the performer
and tape are in reality entirely controlled and pre-determined. More abstract
couplings that use virtual modelling and dynamical systems offer a more open-
ended and genuine relationship between sources (agents), potentially integrating
the procedural and the aesthetic. Examples include music systems where sources
share a virtual environment, as in the Kinetic Engine [8] and Swarm Granulator
[9]. In coupling, equal relationships are possible, but verification of the degree of
true interaction is problematic.

Negotiating: The roles of ‘source’ and ‘result’ are conflated. Participating
elements have equal status and are engaged in a series of transactions. Negoti-
ation treats performer and computational system as equal in status and overall
approach to the interaction. It can be seen as a unified system based on equiv-
alence, and this contrasts with the categories above that suggest an unequal
architecture of source and result, in which the most likely scenario is a musician
(source), acting upon a computational system (result).

According to OED definitions3 ‘negotiation’ refers to transactions directed
towards an objective:

1. To communicate or confer (with another or others) for the purpose of ar-
ranging some matter by mutual agreement; to discuss a matter with a view
to some compromise or settlement

2. To arrange for, achieve, obtain, or bring about (something) by negotiation
3. To find a way through, round, or over (an obstacle, a difficult path, etc.)

To negotiate, participants engage in a series of transactions that are guided by
local goals directed towards an individual desired outcome (expectation). The
transactions can be understood to involve two mutually informing strategies,
one externalised, the other internal; “action” and “description” [10]. Actions ex-
ecuted within a system may instigate further changes of state in the system. An
assessment of these changes (especially in relationship to anticipated or desired
changes) forms a description of action-outcome in the system. This empirical
description may inform the next action. If so, a cyclical process of experiential
accumulation develops, as the total description becomes more detailed and com-
plex. In a pre-determined and constrained context, this accumulation might be

3 Accessed online, 18th September 2009
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understood as a straightforward ‘making sense of it’. But in a more process-
orientated context there may be an emergent formulation of knowledge that is
not external to the system (i.e. the system is not pre-determined). Hamman
[10] uses Foucoult’s term ‘episteme’ to describe interactive processes that are
“immanent in the very particularity of the thoughts, actions, and descriptions
made with respect to a hypothesised object of interaction” (p. 95). This is an
open-ended process of negotiation, orientated by variable or uncertain expec-
tations. Local goals (intentions) might change as a product of the interactive
transactions underway. Desired outcomes (expectations) need not be static ei-
ther, so the OED characterisation of a “compromise or settlement” may remain
theoretical and notional.

A reciprocal negotiation entails a degree of equivalence between human and
machine capacities to act and formulate descriptions. Both participants must
form their own descriptions of the system that incorporates the other participant.
Both must be able to modify their actions, short-term goals and intentions, given
new information. In other words, they should also be able to formulate an expec-
tation about the overall musical output and modify their contribution, given the
other’s, in order to best satisfy the expectation. Verification that transactions
are underway is, in itself, a part of this process, but the accuracy or efficacy of
any “description” is not relevant to the fact that negotiation occurs.

We regard “optimal flow” [11] as a directly relevant but problematic concept.
Flow is the human enjoyment derived in undertaking a task that becomes au-
totelic, achieved when there is an optimal level of difficulty relative to the skills
of the subject. This balance requires the subject to form an internal descrip-
tion of the task’s demands and an assessment of his/her skills in meeting them.
Flow has been explored in human-computer interaction [12] and in the creative
process [13] including group-based creativity [1]. Particularly in the case of cre-
ativity, Csikszentmihalyi notes a number of factors contributing to flow, some
of which could be modelled (clarity of goals, availability of immediate feedback)
and others perhaps not (no worries of failure, no distractions etc.) [13]. Whereas
this might describe a positive and productive psychological state, flow perhaps
does not take fully into account other facets of creativity, or for that matter
the experience of negotiating; the role of randomness, unpredictability, happen-
stance [14], the use of haphazard trial and error, periods of incubation and,
subsequently, innovative “behavioural mutations” [15]. More emotively, consider
the pursuit of the impossible, the thin borderline between absorption and obses-
sive compulsion [15], and, perhaps resultant periods of boredom or frustration.
Flow describes a settled state that may be too effortless in itself to be central
in establishing creativity. So we attempt to avoid an easily achievable sense of
‘flow’ in designing the Clap-along system.

3 Implementation of Clap-along

Our aims in Clap-along are to explore process, expectation and verification in a
negotiation-based system, and to consider how these elements might ultimately
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be extended to produce more aesthetically complex and musically valid results.
Negotiation occurs both in a feature space and in the foreground surface of actual
rhythms.

Clap-along is a duet system for human-computer interaction. Both partic-
ipants produce continuous, synchronised 4-bar clapping patterns in 4/4. The
musical context is as minimal as we can conceive: a fixed tempo, a fixed metrical
structure, and single sound events quantised to beats.

In any loop instance n there is a human clapping pattern, Hn, a computer
pattern, Cn, and a composite of the two patterns, Rn. A feature set, Fn, is
extracted from Rn and compared by the system to a target feature set Tn, and
this comparison is the basis for the next iteration. Rn is the reality of the current
state, and Tn represents an expectation that is unknown to the human performer.

The computer maintains patterns as a sequence of 0s and 1s, representing
either a rest or a clap on each beat. The initial pattern C0 is generated randomly.
Machine claps are generated from a sample bank of human clap recordings that
have some natural variation in sound; this offers some semblance of human clap-
ping. The human performer claps into a microphone, allowing the system to
build a second binary sequence that represents the human’s clapping rhythm,
Hn. Human claps are quantised by rounding down to the previous beat, unless
within 200ms of the following beat, in which case they are rounded up. The
initial expectation, T0, is obtained from a randomly created composite rhythm
Rtarget that is immediately discarded.

At the end of each 4-bar pattern, the system takes the composite of the
two rhythms, Rn, and calculates a feature set Fn that forms a minimal internal
representation of the musical output. The four features used in this version are:

– density: the total number of claps as a fraction of the maximum possible
number.

– homophony: the number of coincident claps as a fraction of the maximum
possible value.

– position weighting: the normalised average position in the cycle over all claps.
– clumping: the average size of continuous clap streams as a fraction of the

maximum possible value.

In this multi-dimensional feature space, the system calculates the Euclidean
distance between Fn and the target feature set Tn. If the distance exceeds a
pre-defined threshold, this is deemed to indicate a significant musical difference
between reality and the expectation. We use a threshold (s) of 0.001 for sat-
isfaction of expectation, measured in the feature space where each feature was
normalised to the range [0,1].

To create Cn+1 the system runs a generate-and-test loop, producing 20 vari-
ations of Cn. Variations were generated by flipping each bit in the rhythmic
representation with a probability of 0.1. Each variation is combined with the
previous human pattern Hn to produce a candidate composite rhythm R′n, with
features F ′n. The pattern with the nearest features to the target is chosen as
Cn+1.
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The human performer is invited to negotiate with the system in a compara-
ble way. As each loop occurs, the performer contributes Hn to the total pattern
Rn and assesses the machine contribution. He/she may introduce a modifica-
tion to the next contribution Hn+1. Any modification might be experimental
and pseudo-random. Alternatively, it may constitute an intentional action based
upon his/her internal description of how the two contributions are co-dependent,
and so contribute to developing a better understanding of the expectation, the
target point Tn.

This implementation could in theory allow the performer and machine to
quickly settle upon a rhythm that satisfies the target Tn, so any further changes
would need to be entirely elective; this might be likened to a state of ‘optimal
flow’. To avoid this settled state, and ensure a continuing creative negotiation,
we introduce an additional device that ensures the open-ended nature of the
negotiation. If the distance between Fn and Tn is under the threshold (s) – i.e.
if reality is sufficiently close to the expectation – the system introduces random
variation to its expectation to produce Tn+1, with mutation along each feature
dimension drawn from a Gaussian distribution. In other words, as the contribut-
ing rhythms approach the target, and as the human performer has developed a
relatively accurate set of descriptions about the system (based only on the musi-
cal surface), the expectation changes. As the feature description Fn is obtained
from the composite of both rhythms, both the machine and human performers
have a potential role in initiating this change of expectation, whether deliber-
ately or unwittingly, requiring a change of descriptions and resultant actions. A
continually diverging system is possible, fostering a mutual creative negotiation
that avoids ‘optimal flow’.

4 Evaluation in performance

The system awaits testing with a number of human collaborators, to build upon
informal, proof-of-concept tests undertaken by the designers. It is evident that
with care, a performer can induce a stable and sustainable behaviour in the
computer. For the human performer, there are a number of common sense actions
to be attempted. For any rhythmic cycle Rn, possible actions include:

1. varying: an intuitive rhythmic variation of a previous pattern.
2. matching: attempting to follow the Cn homo-rhythmically.
3. repeating: so Hn+1 = Hn

4. complementing: an attempt to insert events or gaps that mirror the system
pattern in Cn or remembered from Cn−1

5. parsing: rhythmic patterns c, where c is a substring of C, that are either
complementary or matching parts of Rn−1

For each of these possible actions, outcomes are heard in the next outputted
rhythm. So the performer attempts to form a description of the system based on
how this new pattern deviates from the last. Upsetting the system with a marked
variation of pattern (action 1) can cause unstable changes in the output. In this
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event the system’s attempt to update its behaviour in any progressive way is
frustrated. Consequently, the performer struggles to verify logical interaction.
Clapping the exact same pattern repeatedly (including not clapping at all) and
matching patterns (action 2 or 3) can cause the system to slowly evolve its
output towards the expectation, allowing a more accurate description of the
system to develop, ultimately initiating a change in expectation (feature target
point). However, since the features specified are not independent, it cannot be
guaranteed that a given expectation can actually be achieved in the musical
foreground. In this case the system is stuck, and, to move on, requires a more
radical intervention from the performer.

These scenarios are thought experiments as much as real tests. We intend
to look at how different performers go about negotiating with the kinds of sim-
ple ‘black-boxes’ under different scenarios, and how strategies to deal with the
computer’s behaviour are developed. Further development of the system could
involve additional, or more effective, feature extraction, to provide a richer fea-
ture space. Use of alternative methods, such as autocorrelation, would allow an
open definition of the length of any given loop, currently defined as 16 units, and
the system could be expanded to involve expressive timing and other more com-
plex rhythmic features. Future systems could offer a more sophisticated and rich
musical environment that incorporates many other elements of musical organi-
sation beyond metrical rhythm. In all cases – however frustrating or rewarding –
these procedures manipulate the expectations and actions of human and machine
performers alike. An unresolvable negotiation is fostered. This points to more
complex, and possibly creatively valid, negotiation processes that could produce
real-time, computational performances of manifest interest and integrity.

5 Conclusion

We have outlined a minimal musical context for investigating computational
creativity in improvised performance. We have offered a framework for inter-
action between human and machine that comprises four categories: shadowing,
mirroring, coupling and negotiating. We adopt a critical approach to the notion
of ‘optimal flow’ in creative interaction. We have developed a test system that
explores a process of negotiation in practice, which uses an adaptive system with
hidden expectations for varying rhythmic cycles. This creates a demanding con-
text for interactive negotiation. This simple study suggests that the negotiation
paradigm could be used to test the dimensions of musical interaction in greater
detail (this includes comparing human-human, human-computer and computer-
computer interactions using the same paradigm), and could be built up from this
minimal form to a critical level of complexity where meaningful and verifiable
interaction does occur.
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Abstract. Can a computer evolve creative entities based on how cre-
ative they are? Taking the domain of jazz improvisation, this ongoing
work investigates how creativity can be evolved and evaluated by a com-
putational system. The aim is for the system to work with minimal hu-
man assistance, as autonomously as possible. The system employs a ge-
netic algorithm to evolve musical parameters for algorithmic jazz music
improvisation. For each set of parameters, several improvisations are gen-
erated. The fitness function of the genetic algorithm implements a set of
criteria for creativity proposed by Graeme Ritchie. The evolution of the
improvisation parameters is directed by the creativity demonstrated in
the generated improvisations. From preliminary findings, whilst Ritchie’s
criteria does guide the system towards producing more acceptably pleas-
ing and typical jazz music, the criteria (in their current form) rely too
heavily on human intervention to be practically useful for computational
evaluation of creativity. In pursuing more autonomous creativity assess-
ment, however, this system is a promising testbed for examining alterna-
tive theories about how creativity could be evaluated computationally.

1 Introduction

The motivation for this work is to move towards achieving the goal of au-
tonomous evaluation of creativity. It is initially intended as a test scenario in
which to evaluate the usefulness of existing proposals for creativity assessment
[1, 2]. Longer term, it provides a environment in which to implement and assess
theories about how best to evaluate creativity computationally.

The computational system presented in this paper is designed to develop
increasingly more creative behaviour over time. This behaviour is in the domain
of jazz improvisation: evolving jazz improvisors based on maximising the level
of creativity exhibited by the improvisor.

Ritchie [1, 2] has proposed a set of 18 formal criteria with which to evaluate
the level of creativity exhibited by a creative system, using the artefacts which
the system produces. Each criterion formally states a condition to be met by the
products of the creative system, based on ratings of (at least one of) how typical
the set of products are of the domain which the system operates in and how
valuable those products are considered to be. The criteria have been adopted by
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a number of researchers for reflective evaluation of the creativity demonstrated
by their creative systems [3, 4, 5].

This work explores the theory that Ritchie’s criteria can be adapted and
exploited for the purposes of implementing a fitness function for creativity. The
criteria are applied to a generation of jazz improvisors and used to select which
of these improvisors should be carried forward to the next generation.

There has been some interesting work on using evolutionary techniques such
as genetic algorithms (GAs) to generate music [6, 7, 8, 9, 10]. Ritchie’s criteria
require that a creative system should be able to generate artefacts in a specified
style or domain. Jazz music improvisation has been chosen for this domain as it
encompasses a wide variety of styles of music under the umbrella term of “jazz”;
from “trad jazz”, through the “bebop” style exemplified by Charlie Parker to
free improvisation. This lays the foundation for much creative opportunities, to
be exploited by evolutionary tangents taken by the system.

2 Evolving Creative Improvisation: Implementation

This system is written in Java, using the jGap1 package to implement the genetic
algorithm and the jMusic2 package for music generation.

The system evolves a population of “Improvisors” in the form of a set of
values for musical parameters. In each generation of the genetic algorithm, these
parameters are used to generate MIDI music. The parameters control the max-
imum number of notes can sound at any one time, the total number of notes in
the piece, the key of the music, the range of pitches used, note durations, tempo
markings and proportions of notes to rests, as well as the amount of variability
allowed in several of these areas. Notes used are restricted to those in the blues
scale3 for that key4. Within the constraints of the musical parameters, random
choices are used for the generation of musical improvisations.

2.1 Using Ritchie’s criteria as a fitness function

Ritchie’s criteria rely on two ratings of the improvisations produced: how valu-
able these are as jazz improvisations and how typical they are of the genre. These
ratings are made using information about the artefacts. Ritchie makes “no firm
proposals on what this information should be” (p. 75) and leaves open the ques-
tion of how the rating scheme should be implemented. In the present version of
this improvisation system, these ratings are provided by human assessment, fol-
lowing the example set in [3] (although as discussed in Section 4, if these ratings
can be automatically generated, this would speed up the evolution process).

1 http://jgap.sourceforge.net
2 http://jmusic.ci.qut.edu.au
3 The blues scale is traditionally used for jazz music. In the key of C, the scale consists

of the pitches: C, Eb, F, F#, G, Bb, C
4 Future plans for the system are to allow some chromaticism in notes used, or to

allow it to evolve the notes that should be used, as another parameter.
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For each set of parameters, a number of improvisations are generated (the
exact number is determined by one of the parameters). Two improvisations are
selected and played to the human evaluator, who rates each improvisation on its
typicality as an example of jazz and on how much they liked it.

Ratings are recorded for the two selected individual improvisations. If there
are further improvisations by that Improvisor, the mean values for the two pairs
of ratings are used as ratings for the remaining improvisations that had not been
rated. In this way, the evaluator is presented only with a selection of improvi-
sations to rate, making the process more time-efficient [10]. This is analogous
to the evaluator being given a “demo” of the Improvisor rather than having to
listen to all their productions.

At this stage, all improvisations have a value rating and typicality rating and
the 18 criteria can be applied to the products of each Improvisor. Each criterion
is specified formally in [1] such that a criterion is either true or false for a given
Improvisor, depending on whether scores derived from the typicality and value
ratings are greater than some threshold θ, by setting suitable parameters to rep-
resent high/low typicality and value ratings (α, β and γ). In [1] Ritchie chooses
not to specify what values the threshold and parameters should take, but does
highlight discussions on this [3, 5]. For simplicity, in the current implementation
θ = α = β = γ = 0.5, but experimentation with these values may be profitable.

The fitness value for an individual Improvisor is a score between 0 (no cre-
ativity) and 1 (maximally creative). Again a simple approach5 is taken:

fitness =
number of criteria satisfied

total number of criteria
(1)

After all Improvisors have been evaluated for fitness, the highest scoring
Improvisor parameters are used to generate a new set of Improvisors, to act as
the new generation of this population of Improvisors. The whole process is then
repeated once per generation, until the user wishes to halt evolution.

3 Preliminary Results

The current implementation of the evolutionary improvisation system was tested
informally, with a jazz musician (the author) providing the ratings required by
Ritchie’s criteria. Over several runs, it was able to produce jazz improvisations
which slowly evolved from what was essentially random noise, to become more
pleasing and sound more like jazz to the human evaluator’s ears.

The question of whether the system was able to evolve more creative be-
haviour is still unresolved and is the main focus of further work on this project.

Some interesting comments can be made on the implementation of Ritchie’s
criteria for creativity. Each criteria manipulates one or both of the ratings for
typicality and value of the music produced during run-time. In [1], Ritchie left

5 This approach assumes all 18 criteria contribute equally to the creativity of a system;
again though this is open to experimentation
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unresolved the issue of generating this rating information, (p. 75), concentrating
on how the ratings should then be processed once obtained. This work suggests
though that these ratings are crucial to the success of evaluation; without reli-
able, accurate rating schemes, the application of the criteria becomes less useful.

Using a human evaluator as a “rating scheme” is easy for the system imple-
mentor but causes problems at run time. Even with restrictions placed on how
many products the human must evaluate, any reliance on human intervention
introduces a fitness bottleneck [6] into the system, such that the progress of evo-
lution is significantly slowed down by having to wait for the evaluator to listen to
and rate the music samples. Levels of expertise, fatigue during system runtime,
individual bias in preferences and varying levels of concentration also affect the
reliability of using human interaction in this way. Issues with using a human as
part of a fitness function are discussed in greater depth in [10].

The system generates random improvisations using evolved parameters, with-
out making use of any examples to guide the production of improvisations. A
side effect of this is that there is no “inspiring set” of examples: as used by many
of the criteria. Therefore those criteria currently do not add any new information
to the creativity evaluation and do not contribute to the fitness function.6

Although nothing extraordinary has been generated thus far by the sys-
tem, the need for human intervention has restricted any longer-term evolution
of parameters from being attempted. It is proposed that at least some of the
information currently supplied by user interaction can be derived or estimated
automatically; then the system (and Ritchie’s criteria) can be tested over more
generations of evolution. This is discussed further in section 4.

4 Plans for Future Work

To attempt to escape the problems caused by the fitness bottleneck, automated
methods of rating the improvisations for typicality and value are being explored.

– Genre classification methods are being investigated to help judge how typical
an improvisation is of a specified genre.

– In this work, the value of an improvisation is interpreted as how pleasing
an improvisation is to listen to. Currently, a value rating function is being
implemented based on the perceptual principles described in [11].

Once the system has been extended to a degree where evolution can take
place over a reasonable time frame, it will be tested over several runs. The
results of evolution will be compared to similar tests carried out with human
participants who will be asked to rate creativity of several of the improvisations.
This will allow a fairer investigation of the appropriateness and accuracy of
Ritchie’s criteria for evaluating creativity.

On a longer term basis, this approach could also be used to test other theories
of how best to evaluate the creativity of the products of a creative system (by

6 If machine learning methods are used to automate typicality ratings, though, the
inspiring set will then consist of the examples used during the learning process.
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implementing them as a fitness function for creativity, in various domains). The
various theories can be compared and contrasted to each other and to human
judgements. We can also consider the efficacy of evaluating the creativity of a
system based solely on the artefacts it produces, in comparison to evaluative
frameworks that also take into account the creative process, or details about the
system itself or the environment it operates in (e.g. as discussed briefly in [12]).
Hence this proves a useful tool to enable us to move closer towards the goal of
discovering how best to replicate human evaluation of creativity.
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Abstract. We describe an unsupervised learning technique to facilitate 
automated creation of jazz melodic improvisation over chord sequences. 
Specifically we demonstrate training an artificial improvisation algorithm based 
on unsupervised learning using deep belief nets, a form of probabilistic neural 
network based on restricted Boltzmann machines. We present a musical 
encoding scheme and specifics of a learning and creational method. Our 
approach creates novel jazz licks, albeit not yet in real-time. The present work 
should be regarded as a feasibility study to determine whether such networks 
could be used at all. We do not claim superiority of this approach for 
pragmatically creating jazz.  

1   Introduction 

Jazz musicians strive for innovation and novelty in creating melodic lines, in the 
context of chord progressions. Because of the structural characteristics of typical 
chord progressions, it is plausible that a machine could be taught to emulate human 
jazz improvisation.   To this end, one might explicitly state the rules for jazz 
improvisation, e.g. in the form of grammars [1]-[2]. But structural rules may risk 
losing some of the flexibility and fluidity for which jazz is known. Here we try 
exploring a more organic approach: instead of teaching a machine rules for good jazz, 
we give the machine examples of the kind of melodies we want to hear stylistically, 
and let it determine for itself the features underlying those melodies, so that it can 
create similar ones. 

Our current exposition concentrates on a single approach to learning, heretofore 
not applied to music creation as far as we are aware: deep belief networks (DBNs), a 
multi-layered composition of restricted Boltzmann machines (RBMs), a specific type 
of stochastic neural network. We focus on the creation of melodies, and do not 
attempt to tackle broader issues of real-time collaborative improvisation. In other 
words, our work tries to explore the application of a specific neural net technology, as 
opposed to trying solving the general problem of creating an improvising agent by 
any means necessary. At present, our learning method is necessarily off-line due to a 
fairly slow training method, but we hope this can be improved in the future. 
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We were attracted DBNs based on recent expositions of Hinton, et al. [3]-[7]. 
Such machines learn to recognize by attempting to create examples (in the form of bit 
vectors), comparing those examples to training examples, and adjusting their 
parameters to produce examples closer to the given examples, a form of unsupervised 
learning. This seemed to us to be very similar to the way some humans learn to 
improvise melodies by emulation. Although the stochastic nature of DBNs might be 
considered a liability in some application fields, we try to leverage that nature to 
achieve novelty in our generated melodies, a characteristic of the creativity required 
for jazz improvisation. Thus our objective is different than that of Hinton; we want to 
create interesting melodies and are less concerned about their recognition. 

2   Restricted Boltzmann Machines 

A restricted Boltzmann machine (RBM) is a type of neural network introduced by 
Smolensky [8] and further developed by Hinton, et al. [3]-[7].  It consists of two 
layers of neurons: a visible layer and a hidden layer.  Each visible neuron is connected 
to each hidden neuron, and vice versa, through a series of symmetric, bi-directional 
weights. 

A single training cycle for the machine takes a binary data vector as input, 
activating its visible neurons to match the input data.  It then alternates activating its 
hidden nodes based on its visible nodes, and activating its visible nodes based on its 
hidden nodes.  Each node is activated probabilistically based on a weighted sum of all 
nodes connected to it.  Since nodes within a layer are not connected to each other, 
activation of the hidden nodes depends only on the states of the visible nodes, and 
vice versa.  After the network has stabilized, the new configuration of visible nodes 
can be viewed as output.  

 

 
Figure 1: A restricted Boltzmann machine.   
The first node B of each layer is a fixed bias node. 

 
The objective of an RBM is to learn features in sets of data sequences.  Toward 

this end, we implemented the contrastive divergence (CD) learning algorithm, as 
described by Hinton [3].  We modeled our implementation on an excellent tutorial 
supplied by Radev [9].  The CD algorithm allows for relatively inexpensive training 
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given the large number of nodes and weights in our networks.  Once trained, an RBM 
can take a random data sequence and, through a series of activations, generate a new 
sequence that emulates features from the training data.  

While a single RBM is capable of learning some patterns in the training data, 
multiple RBMs can be layered together to form a much more powerful machine 
known as a deep belief network (DBN) [4].  Multiple RBMs are combined by 
identifying the hidden layer of each RBM with the visible layer of the one below.  
The second RBM is able to learn features about the features learned by the first RBM, 
and thus, the entire layered machine should be able to learn far more intricate patterns 
than a single RBM could.  Figure 2 illustrates the structure of a DBN. 

 

 
 

Figure 2: An illustration of a 3-layer Deep Belief Network 

3 Data Representation 

In order to train DBNs on musical data, we first encode the music as bit vectors. We 
divide each beat into beat subdivisions called slots, with the number of slots 
dependent on the smallest note duration to be represented.  For our experiments, we 
chose twelve slots per beat, which allows us to represent all duplet or triplet note 
durations down to a sixteenth note triplet. 

Each slot is filled by a block of thirty bits, divided into twelve chord bits and 
eighteen melody bits. A description of the melody bits follows. Twelve bits are used 
as a one-hot encoding for the chromatic pitch classes from C to B over one octave, 
four bits are used as a second one-hot encoding to designate one of four octaves, one 
bit designates a sustained extension of the previous note, i.e. the note is not attacked 
anew, and one bit represents a rest. If a note is being attacked at a given slot, its 
corresponding pitch and octave bits are on and all other bits are off. If a note is being 
sustained, then the pitch bits are ignored but the sustain bit is on. Representing 
octaves this way rather than using a single one-hot encoding to represent a four-
octave chromatic range, gave us a significant improvement in training time, by 
reducing the number of pitch nodes in the input layer.  
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The sustained note bit is used to represent the same pitch value as the note 
previously played. Thus notes of long duration will be seen as chains of sustain bits 
being on. Figure 3 shows an example of a melody and its corresponding encoding at a 
coarser resolution of two slots per beat for brevity. 

 
  

Beat Auxiliary  Chromatic Pitch within Octave Octave 
 Sustain Rest C C# D D# E F F# G G# A A# B 1 2 3 4 

1    1             1   
& 1                   
2  1                1   
&       1             
3        1         1   
&           1      1   
4    1              1  
& 1                   

 
Figure 3: A short melodic segment with a coarse encoding (only two slots per beat) 

To improve readability, 0 values are left blank. 
 
Each chord is encoded as twelve bits representing the chromatic pitches from C 

to B. If a pitch is present in a chord, its corresponding bit is on. Melody and chord 
vectors are concatenated to form part of the input to the network corresponding to one 
slot. Thus the machine ideally learns to associate specific chords with various melodic 
features. Because the machine will be seeing more than one slot at a time, as we later 
describe, it can also learn about chord transitions. 

4   Training Data 

We initially trained on a small set of children’s melodies such as “Twinkle, Twinkle, 
Little Star” and “Frère Jacques.” These melodies were all in the same key and 
generally consisted of simple rhythms and notes that were in their respective chords. 
Once we taught a machine to learn from, and then create, similarly simple melodies, 
we moved on to teaching larger networks jazz. 

Our primary dataset was a large corpus of 4-bar jazz licks (short coherent 
melodies) cycling over the common ii-V-I-VI7 “turnaround” chord progression in a 
single key. The ii-V-I is a very common cadence in jazz; the VI7 chord is a connecting 
chord that leads one lick into the next for the same progression, VI7 being the 
dominant relative to the ii chord that follows. Most of the licks were either transcribed 
from notable jazz solos, or hand constructed, some with the help of the grammar-
based “lick generator” of the Impro-Visor software tool [10]. 
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5 Learning Method 

Part of our goal is for the machine to learn how to create melodies that transition 
between chords in a progression. To add flexibility, rather than training our machine 
on inputs of all 4 bars of a lick at once, we break our data up into smaller windows of 
1 measure each. For each 4 bar lick, we start the “window” at the beginning of the 
first bar. Then we move the window forward by one beat and look at the next 4 beats 
starting at beat 2 of the measure for the next window. We move the window forward 
by a beat at a time, taking measure-long snapshots of the window, until we reach the 
end of the 4-bar lick. In this way a single 4-bar lick is broken up into 13 overlapping 
shorter windows that are used sequentially as the inputs to the network. The scenario 
is analogous to that shown in Figure 4, except there are no question marks during 
training. 

For creating new melodies, we start the machine with a “seed” consisting of 
specified chord bits defining our desired chord progression, and random melody input 
bits. The chord bits in the first layer of the machine are clamped so that, during any 
given creation cycle, they cannot be modified by the stochastic nature of the machine.  

In creating a new melody, we use a procedure analogous to windowing during 
training. We start by generating the first few beats of a new melody and then 
clamping their corresponding bits. As each successive beat is generated, the whole 
melody and chord sequence is shifted forward to make room for the next beat. So in 
general, the machine only generates one beat at a time, but uses clamped chords and 
clamped beats of the preceding melody to influence the note choices. This process is 
illustrated in Figure 4.  

 
 

Figure 4: An illustration of the process of windowed generation.   
The RBM generates small segments of melody over a fixed chord seed.   

A newly generated segment is then fixed and used to generate the next segment of melody. 
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During the machine’s final activation of its visible layer (which constitutes the 

newly generated melody), we group certain bits together for special consideration. 
Rather than letting the machine activate every bit probabilistically, we look at each 
slot individually and activate only the pitch bit and octave bit with the highest 
probabilities of activation among their group. Thus the machine is forced to choose 
whether to sustain, rest, or start a new pitch. We found that this approach allows for 
good variety of created melodies, while still resonating well with the given chords. 

We also want to know if the machine can learn to create licks over a ii-V-I-VI7 
chord progression in an arbitrary key.  Thus, we included the option to transpose each 
input into different keys and train on the transpositions simultaneously. 

We implemented all of the functionality described thus far as a stand-alone tool 
we call “RBM-provisor” that we have made publicly available [11]. The tool is 
written in Java and supports input and output via the leadsheet format [12] used by 
Impro-Visor, so that the user can work with readable, symbolic encodings, rather than 
bit-vectors. 

6 Results 

Our initial experiments used our dataset of short segments of children’s melodies, 
training on small 2-layer machines for 100 epochs. Results were encouraging, with 
chosen notes fitting well into the simple chords and flowing together melodically. 
Figure 5 shows a children’s melody created over a simple chord progression. After 
achieving the ability to create stylistically similar melodies from a set of simple 
examples, we moved on to the more complex problem of learning jazz. 

 

 
Figure 5: An example of a created children’s melody over a specified chord progression. 

 
In attempting to produce a successful jazz creation network, we experimented 

with various aspects of networks, including number of layers, number of nodes per 
layer, number of training epochs, and many others.  We ultimately settled on a 3-layer 
network containing 1441 input nodes (4 beats x 12 slots per beat x 30 bits per slot + 1 
bias), with 750, 375 and 200 hidden nodes respectively.  A typical training involved 
250 epochs on about 100 four-measure licks, which takes about nine hours on an 
inexpensive desktop computer. 

The first stave of Figure 6 shows a sample of training data, with the second stave 
showing a typical lick created by the network. For comparison, the third stave shows 
random notes at the same resolution of 12 slots per beat. When analyzing the created 
music using Impro-Visor [10], we found the vast majority of generated notes were in 
the chord, with occasional color tones (tones not in the chord, but sonorous with it), 
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which is totally acceptable.  Foreign tones were hardly ever present.  Created 
melodies tended to avoid large interval jumps and rarely skipped octaves. 

Additionally, we found the training method was able to deal well with 
transpositions.  After training on four copies of each of our inputs, transposed up 0, 1, 
2, and 3 semitones from the original, the machine still created chord-compatible 
music regardless of the set of chords that was provided as a seed.  We have yet to test 
jazz generation on more than four transpositions due to the extensive added training 
time required for transposing inputs to all twelve keys.  Nonetheless, we are 
optimistic regarding our machine’s ability to handle any number of transpositions, 
given sufficient nodes and adequate training time. 

The reason that ability to transpose is viewed as important is that, in jazz music, 
the chord progressions often have implied abrupt key changes that are not labeled as 
such explicitly. Ideally, an improvisational algorithm would be able to respond to 
chord changes based on the chords in whatever relative transpositions they occur, 
rather relative to a fixed reference key. For example, in the standard tune “Satin 
Doll”, one finds an extended cadence Am7 D7 Abm7 Db7 C. The sub-progression 
Abm7 Db7 is the same as Am7 D7 transposed down a half-step. It would be more 
economical and modular to train a network on all transpositions of Am7 D7 that it 
would be to train it on all contexts that might surround that two-chord sequence. 

We noticed some differences between input data and generated music.  While 
half-step intervals were common in our inputs, generated licks tended to avoid them – 
skirting off-chord approach tones and opting instead for more familiar chord tones.  
The most striking difference between the two sets of music related to rhythms.  While 
our inputs contained notes of duplet and triplet rhythms, our outputs contained almost 
exclusively duplet rhythms.  This issue will be discussed in greater detail in the next 
section.  

 

 

 

 
 

Figure 6: The first stave is a sample from our training data licks. 
     The second stave is a lick that was generated by a trained deep belief network. 

The third stave shows random notes generated at the resolution of the network. 
The fourth stave shows incoherence using selection not based on maximum probability. 

In all cases, red notes represent discords. 
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Other approaches tried included selecting bits proportional to the neuron probability 
distribution, rather than always choosing the maximum probability. However, this 
produced melodies that were more disjointed and less coherent rhythmically, as in the 
bottom stave of Figure 6. We also experimented with encodings that included beat 
information, such as which beats were stronger. The results for such encodings were 
not superior to those for the chosen encoding presented here. 
 
At this juncture, using deep belief networks would not be our first choice for a lick 
generator in a jazz education tool such as Impro-Visor [10]. The quality of licks 
generated by Impro-Visor’s grammatical approach is sufficiently superior 
qualitatively to those generated by our DBN that it would be pointless to conduct a 
third-party blindfold test. The other drawback to DBNs is the large training time. On 
the other hand, DBN’s may eventually prove to be less algorithmically biased than an 
unsupervised approach such as that in [2], which relies on clustering and Markov 
chains, and it is possible that the training time issue can be alleviated. 

7 Future Work 

The successes of our initial deep-belief improvisor are encouraging, but there is still 
much potential for improvement.  Despite training on inputs containing both triplet 
and duplet rhythm patterns, our machine created mostly duplet rhythm patterns.  We 
hypothesize that this results from a predominance of duplet rhythms in our training 
set, overshadowing the examples of triplet rhythms.  Ideally, our machine should be 
able to generate triplet patterns at a lower frequency than duplet patterns, rather than 
excluding them from generation altogether. It is possible that a different note 
generation rule might yield more variety, but we have yet to find one that doesn’t also 
result in less coherence. 

Additionally, the music generated by our trained DBN tends to produce 
disproportionate numbers of repeated pitches, instances in which the same note is 
played twice in a row, compared with their relatively low frequency of occurrence in 
the training data.  Repeated notes in jazz may tend to sound static and immobile, and 
we would like to avoid them if possible.  One solution we implemented involved post-
processing our generated music to merge all repeated notes.  Ideally the machine 
should avoid producing as many of them in the first place. It is possible that a 
different encoding might resolve some of these issues. 

Finally, we believe that our work naturally lends itself to the open problem of 
chord inference.  Currently, we give our machine chords as input, and it creates a 
suitable melody.  If we instead provide a melody as input, a DBN similar to ours 
might be able to determine one or more chord progressions that fit the melody. 
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8 Related Work 

Geoffrey Hinton and his associates are responsible for much previous work related to 
restricted Boltzmann machines.  They used RBMs and DBNs for various purposes, 
including handwritten digit recognition [3], facial recognition [7], and movie 
recommendation [6].  These contrast to our use, which is generation. A particularly 
useful tutorial for implementing an RBM has been written by Rossen Radev [9].  Our 
RBM implementation was largely influenced by these sources.  

Early work on generation of music by neural networks includes Mozer [13], who 
used back propagation through time. See Todd and Loy [14] for other early examples. 
Bellgard and Tsang [15] used a different form of extended Boltzmann machine for the 
harmonization and analysis of chorales.  Eck and Lapalme [16] describe an approach 
using LSTM (Long Short-Term Memory) neural networks. Additionally, Page [17] 
utilized neural networks for musical sequence recognition. Please see Todd and 
Werner [18] for a more extensive survey. 

Various other approaches have been taken towards artificial composition. Biles 
[19] used genetic algorithms. Jazz generation using a grammar-based approach was 
demonstrated by Keller and Morrison [1], and learning by Gillick, Tang and Keller 
[3]. Please consult these papers for further references on related approaches. Please 
see Cope [20] for a broad survey of approaches to musical creativity, including neural 
networks. 

9 Summary 

The results of our experiments show that a deep belief network is capable of learning 
certain concepts about a set of jazz licks and in turn creating new melodies. The 
ability of a single machine to generate licks over a chord progression in several 
different keys demonstrates the power and flexibility of the approach and suggests 
that a machine could be taught to generate entire solos over more complex chord 
progressions given a sufficient dataset. While the licks created by our networks 
sometimes under-represented features of the training set, their novelty and choice of 
notes seem adequate to characterize them as jazz.  
 
Despite a moderately-successful proof of concept, deep belief networks would not be 
our first choice for a practical lick-generation tool at this stage of our understanding. 
Our initial objective of exploring the possibility has been achieved, and further 
exploration is anticipated. We continue to be attracted to this approach as the basis for 
an algorithmically unbiased machine learning method. 
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Abstract. We report on two experiments to study the use of a graphic
design tool for generating and selecting image filters, in which the aes-
thetic preferences that the user expresses whilst browsing filtered images
drives the filter generation process. In the first experiment, we found ev-
idence for the idea that intelligent employment of the user’s preferences
when generating filters can improve the overall quality of the designs
produced, as assessed by the users themselves. The results also suggest
some user behaviours related to the fidelity of the image filters, i.e., how
much they alter the image they are applied to. A second experiment
tested whether evolutionary techniques which manage fidelity would be
preferred by users. Our results did not support this hypothesis, which
opens up interesting questions about how user preferences can be intel-
ligently employed in browsing-based design tools.

1 Introduction

The Objet Trouvé (Found Object) movement in modern art gained notoriety by
incorporating everyday objects – often literally found discarded in the streets –
into visual art and sculpture pieces. This is a two stage process, whereby the
original object is first found, and then manipulated into a piece of art. This
process is analogous with certain practices in computer-supported graphic de-
sign. In particular, both amateur and expert designers will often find themselves
browsing through libraries of image filters; or brush shapes; or fonts; or colour
palettes; or design templates; etc. Once they have found some possibilities, these
are pursued further and manipulated into a final form. This analogy with Objet
Trouvé methods is most pronounced in the field of evolutionary art, where artis-
tic images (or more precisely the image generating processes) are evolved, e.g.,
[5]. Here, the software initially leads the user, through its choices of processes to
employ and the way in which it combines and/or mutates those processes as the
session progresses. However, as the user begins to exert their aesthetic prefer-
ences through their choices, the software should enable them to quickly turn their
found processes into a final form. We investigate here the behaviour of “amateur
creators” [2] when using such design software. Our motivation is to ultimately
build software which acts as a creative collaborator in design processes.

We present here the results from two experiments where participants were
asked to undertake graphic design tasks using a simple design tool which allows
users to browse and select image-filtered versions of a source image in an Objet
Trouvé fashion. Various techniques may be used to supply new filters on demand.
As described in section 2, our tree based image filtering method enables evolu-
tionary, database lookup and image retrieval techniques to be used in providing
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Fig. 1. Filter tree with trans-
forms in blue circles: (A)dd
colour, (C)onvolution, (I)nverse,
(M)edian and (T)hreshold; and
compositors in red squares:
(A)nd, (F)ade, (M)in and (O)r.
Image inputs are in green dia-
monds. An original image and
filtered version are shown.

a user with new filters. We incorporated six such techniques into a very pared-
down user interface which enables the user to undertake simple graphic design
tasks. As described in section 3, the first experiment was designed to test the
hypothesis that employing the user’s current choices to intelligently determine
what to show them next is more effective than a random selection method. The
data revealed that users ascribe on average a higher score to designs produced
by the intelligent methods than produced randomly. In addition, by studying
user preferences towards the six generation methods, we hypothesised certain
user behaviours, largely involving their preferences towards more conservative
image filters, i.e., ones with high fidelity which don’t radically change the origi-
nal image. Studying these behaviours enabled us to design a second experiment
involving evolutionary techniques where evolved filters are supplemented with
other filters. As described in section 4, this experiment tested the hypothesis
that choosing the supplementary filters to manage the overall average fidelity of
the filters would be more effective than choosing them randomly. The data did
not support this hypothesis, which opens up interesting questions about how
to analyse the behaviour of a user to improve the quality of the content they
are shown as their browsing session progresses. In section 5, we suggest more
intelligent methods for future Objet Trouvé design approaches.

2 Image Filtering

An image filter such as blurring, sharpening, etc. manipulates the bitmap infor-
mation of an original digital image into bitmap information for a filtered version
of the image. We represent image filters as a tree of fundamental (unary) image
transforms such as inverse, lookup, threshold, colour addition, median, etc., and
(binary) image compositors such as add, and, divide, max, min, multiply, or,
subtract, xor, etc. In the example tree of figure 1, the overall filter uses 7 trans-
form steps and 6 compositor steps, and the original image is input to the tree
7 times. Using this representation, image filters can be generated randomly, as
described in [3]. We used such random generation to produce a library of 1000
hand-chosen filters, compiled into 30 categories according to how the filtered
images look, e.g., there are categories for filters which produce images that are
blurred, grainy, monotone, etc. The time taken to apply a filter is roughly pro-
portional to the size of the input image multiplied by the size of the tree. Over
the entire library of filters, the average number of nodes in a tree is 13.62, and
the average time – on a Mac OS X machine running at 2.6Ghz – to apply a filter
to an image of 256 by 384 pixels is 410 milliseconds.
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2.1 Filter Generation Methods

As described in the experiments below, we investigate how best to supply a user
with a set of novel filters (N) given a set of filters (C) for which they have already
expressed an interest. We have implemented the following methods.
• Database methods. These two methods use the 30 hand-constructed cate-
gories from our image filter library. The Random From Category (RFC) method
supplies filters for N which are chosen randomly from the library. To do this,
firstly a category is chosen at random, and then a filter is chosen at random from
the category. Given that some of the categories have up to 100 filters in them,
we found that choosing evenly between the categories gave the user more variety
in the filters shown than simply choosing from the 1000 filters at random (which
tends to bias towards filters in the most popular few categories – which can look
fairly similar). Whenever a filter has been shown to the user, it is removed from
a category, so it will not be shown again, and if a category has been exhausted,
then a new one is chosen randomly. The More From Categories (MFC) method
takes each filter in C with an equal probability, finds the library category from
which it came and then chooses a filter from this category at random to add to
N . As before, filters which have been shown to the user are removed from the
category. Exhausted categories are re-populated, but when a filter is used from
the category, the filter is mutated (see below), to avoid repetitions.
• Image retrieval methods. An alternative way to retrieve filters from the
library is to search for filters which are closest to the user choices in terms of
colour or texture. We call these the Colour Search (CS) and Texture Search (TS)
retrieval methods. We modified standard image retrieval techniques to perform
this search, using information derived offline about how the filters alter the colour
histogram and texture of some standard images, as described in further detail
in [11]. While the search techniques work with approximate information about
filters (to perform efficiently), they are fairly accurate, i.e., in [11], we report a
93% probability of retrieving a given filter in a set of 10. Again, a record of the
library filters shown to the user is kept to avoid repetitions.
• Evolutionary methods. Representing image filters as trees enables both the
crossing over of branches into offspring from each of two parents, and the mu-
tation of trees. To perform crossover, we start with two parent trees (called the
top and bottom parent), and we choose a pair of nodes: Nt on the top parent
and Nb on the bottom parent. These are chosen randomly so that the size of the
tree above and including Nt added to the size of the tree gained from removing
the tree above and including Nb from the bottom parent is between a predefined
minimum and maximum (3 and 15 for the experiments here). After 50 failed
attempts to choose such a pair of nodes, the two trees are deemed incompatible,
and a new couple is chosen. If they are compatible, however, the tree above and
including Nt is substituted for the tree above and including Nb to produce the
offspring. An example crossover operation is shown in figure 2a. We have imple-
mented various mutation techniques, which alter the filter by different amounts,
with details given in [3]. For the experiments here, we employ a mutation method
which randomly mutates a single transform/compositor node in the filter tree
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Fig. 2. a) Example crossover operation. b) Filter Trouvé design interface screenshot.

into a different transform/compositor node. This almost guarantees that a visi-
ble change will occur, and through experience we have found that it can produce
a range of changes to the filter, from mild to fairly strong, depending on where
the mutated node is in the tree. With the Cross-Over (CO) method, we choose
pairs of filters randomly from the set of chosen filters C and perform one-point
crossover to produce new filters for N . With the Mutate (MT) method, filters
from C are chosen randomly and mutated as above to produce filters for N .
Note that filters generated by the CO or MT methods are checked to determine
if they produce single colour images or the same image as another child of the
same parents. If so, the filter is rejected and another one is generated.

2.2 The Filter Trouvé User Interface

The user interface employed for the experiments described below is portrayed
in figure 2b. In each session, the user works on a single design which involves
filtering a single image which is incorporated (possibly multiple times) into a
design, such as a magazine cover, etc. The user is shown the expression of 24
filters on the image in successive screens. They can click on a filtered image to
see it in the design (in figure 2b, a filtered version of a tree image is shown in
a magazine cover design). The user can also click a tick sign on each image to
express their preference for it. When a user has chosen the images they like from
a sheet, they click on the ‘next’ button which supplies them with another sheet
of 24 images. At the end of a session, after clicking a ‘finalise’ button, users are
shown all the designs that they ticked one by one in a random order. For each
design, they are asked to judge it by choosing one of: (1) would definitely not
use it (2) would probably not use it (3) not sure (4) would probably use it, and
(5) would definitely use it. These choices essentially provide a score between 1
and 5 for each design. When each design has been given a score, the session
ends. There has been considerable interest recently in creativity support tools
like Filter Trouvé, which allow users to quickly generate, explore and compare
multiple alternatives [9]. Our design embraces Shneiderman’s principle of “low
thresholds” for novices, but intentionally avoids the “high ceilings and wide
walls” of advanced and comprehensive functionality. Filter Trouvé is designed
for the amateur creator [2], who is not motivated to gain domain expertise, as
opposed to the novice, who intends to become an expert. However, we see no
reason why Objet Trouvé methods could not support other user groups.
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3 Experiment 1

To recap, we are interested in comparing methods for presenting users with
successive sets of image filters, so that they can drive a browsing session via
their aesthetic choices. In this experiment, we investigate whether using tech-
niques which choose new filters based on the user’s choices perform better than
techniques which choose them randomly. To do this, we compared the Random
From Category (RFC) generation technique with a hybrid technique which we
call Taster. This supplies the user with: 4 filters from MFC; 4 from CO; 4 from
MT; 3 from CS; 3 from TS and 6 from RFC. Note that we included filters re-
turned by RFC in the Taster method, as we found in initial tests that users
appreciate the variety provided by RFC. Note also that providing only 3 images
from the CS and TS methods was a mistake – while we had intended to provide
4 images for each of these methods, the mistake does not affect the conclusions
we draw. The two hypotheses we proposed were:
• The Taster method will produce better images than the RFC method, as
measured by the scores ascribed by participants to their designs.
• Taster will be quicker to use than RFC, as measured by the time to complete
tasks and number of images viewed before deciding they have finished the task.

We asked 29 participants with varying levels of graphic design experience (no
professionals) to undertake 4 design tasks using the Filter Trouvé interface. The
design tasks were: a gallery installation, where a filtered image of a cityscape
was included four times with wooden frames; a magazine cover, which involved a
filtered image of a woman’s face behind text; a Facebook profile, which involved
a filtered version of man’s face; and a book cover, where a filtered version of a
(haunted) house appears on the front and back. We instructed participants to
tick any filters they liked on a sheet and to stop when either around 10 minutes
had passed, or they felt they had enough designs they were pleased with, or they
felt the search was futile and wanted to stop. We balanced the two experimental
conditions (i.e., the Taster method and the RFC method) in such a way that
each participant had both conditions twice. This meant that there were either 14
or 15 participants in each pairing of design task and condition. The measures for
each task were the time taken to complete the task, the number of sheets viewed
by the participant, the number of ticks and expansions (viewing the filtered
image in the overall design) a participant makes, and the score for each design.

3.1 Quality and Efficiency Results

Some summary statistics about Taster and RFC are presented in table 1. The
data were analysed using SPSS v17.0. With all measures, it was noted that there
was substantial positive skew in many of the task conditions. For this reason,
non-parametric tests were used to compare the conditions. Additionally, as each
participant completes four separate tasks but not in a full-factorial design, the
measures for each task are considered separately as a between-subjects design
for the two conditions. However, to account for possible correlations between the
performance on the different tasks, we make a Bonferroni correction. Thus, for all
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Condition Mean Score Mean Ticks Mean Expands Mean Time (s) Mean Sheets

RFC 3.23 17.59 43.07 497.21 9.48
Taster 3.47 15.97 39.53 463.55 6.97

Table 1. Mean score per chosen design; average number of ticks per design task; mean
number of expansions per design task; mean time per design task; mean number of
sheets of 24 images per design task, for both RFC and Taster conditions.

Design Task RFC Taster

Gallery 536 (251) 504 (123)
Magazine 409 (92.0) 473 (242)
Facebook 373 (179) 372 (128)
BookCover 673 (298) 508 (230)

Design Task RFC Taster

Gallery 6.87 (2.48) 4.71 (2.37)
Magazine 7.73 (2.69) 6.07 (2.76)
Facebook 12.1 (5.72) 10.5 (6.29)
BookCover 11.50 (5.20) 6.33 (2.82)

Table 2. a) mean (standard deviation) of task times in seconds for each task in each
condition. b) mean (sd) of number of sheets viewed for each task in each condition.

tests, we use the Mann-Whitney test with significance level α = 0.05/4 = 0.0125,
and SPSS was used to produce exact p values. The mean and standard deviations
of the task times are given in table 2a. There are modest differences between the
means, but overall there are no significant differences: for the gallery task, U =
102, p = 0.914; for the magazine task, U = 95.5, p = 0.691; for the Facebook task,
U = 104, p = 0.974; and for the book cover task, U = 57.5, p = 0.038. Note that
the book cover task is tending towards being completed significantly quicker for
the Taster condition. For the number of filters viewed, in all tasks, participants
viewed fewer sheets in the Taster condition than in the RFC condition. The
means and standard deviations are shown in table 2b. Significant differences are
seen for Gallery (U = 49, p = 0.011) and for BookCover (U = 40, p = 0.003)
but not for Magazine (U = 63.5, p = 0.067) or Facebook (U = 86.5, p = 0.429).

Analysing scores is more complicated, as each participant was able to tick
and therefore score as many designs as they wished. The number of ticks depends
on personal strategies for using the system, hence it would be useful to see if
participants differed in the number of ticked designs in one condition over the
other. As tasks were fully counterbalanced across the two conditions, for each
participant, the number of scores produced was summed across tasks in each
condition. In the RFC condition, participants ticked a mean of 17.59 designs,
whereas in the Taster condition, the mean is lower, at 15.97. A Wilcoxon Signed
Ranks test indicates that these differences are not significant (Z = −1.14, p =
0.261). Taking instead the average (mean) of all scores for each participant over
two tasks in a single condition, the mean score in the RFC condition is 3.23
and in the Taster condition, it is higher, at 3.47. The difference in mean scores
over the two conditions is significant (Wilcoxon Z = −2.649, p = 0.007). It is
worth noting though that looking only at the number of score 5s, i.e., the images
people would definitely use, a similar analysis showed no significant difference.

In summary, users will on average be more satisfied (in terms of scores) with
designs produced by Taster. However, they will not necessarily tick more designs
nor give more designs the maximum score in a session. While users will not
necessarily finish quicker, they might be presented with fewer images in carrying
out a design task with Taster than RFC, but this is task dependent.
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Fig. 3. a) Mean sheet scores for the RFC and the Non-RFC submethods in the Taster
method. b) tick and expand probabilities per sheet for RFC and Non-RFC submethods.

3.2 User Behaviour Analysis

As Taster is a combination of six filter selection submethods, we can look at the
individual contribution each submethod makes. Splitting the submethods into
those using the participant’s choices (Non-RFC) and the RFC method, looking
at figure 3a, we see that for Non-RFC methods, the mean score for designs ticked
in sheets 1 to 5 is 3.23, whereas in sheets 6 to 10, the mean score is 3.4. The
same effect is not present in the sheets produced by the RFC method. This
suggests that users may appreciate the ability to drive the search with their tick
choices. Let us define the probability of ticking, pt(n), for sheet number n as the
number of images ticked on the n-th sheet across all sessions divided by 24 (the
number of images shown on any sheet). Plotting this in figure 3b, we see that for
both RFC and Non-RFC methods, pt(n) consistently falls as n increases from
1 to 10. Defining the probability of expanding a design similarly as pe(n), we
see that this also decreases over sheets 1 to 10. This suggests that, in general,
participants became more discerning about the images they expanded and ticked
as they progressed through the first 10 sheets. After sheet 10, the pattern is less
clear, perhaps due to the small number of sessions that lasted that long. Table
3 shows that ranking the methods by mean image score is equivalent to ranking
them by pt and (almost) by pe. This suggests a ranking by popularity, i.e., if
participants are ticking/expanding more designs during a session, they will give
a higher score on average to the designs they choose. We also note that the two
evolutionary techniques (CO and MT) perform the best in terms of the mean
score that users ascribe to the designs they produce.

To further analyse the difference between the submethods, we investigated
the fidelity of the image filters. For a given filter f , we letD(f) denote the average
Euclidean RGB-distance between pairs of pixels in the original and filtered image
at the same co-ordinate, normalised by division by the maximum RGB-distance
possible. Note that we have experimented with measures based on the HSV
colour model, but we saw little difference in the results. For a given design
session, S, we let D(S) denote the average of D(f) over all the filters f shown
to the user in the session. We let T (S) be the average of D(f) over all the filters
ticked by the user in session S. We also denote P (S) as the average Euclidean
RGB-distance between pairs of filters (f1, f2) in a session S, where f1 is a filter
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Rank Method Mean Score pt pe Mean D(S) Mean T (S) Mean P (S)

1 CO 3.92 0.20 0.34 0.33 0.25 0.32
2 MT 3.73 0.17 0.33 0.35 0.27 0.33
3 CS 3.30 0.09 0.27 0.37 0.30 0.37
4 RFC 3.13 0.07 0.20 0.47 0.35 0.51
5 MFC 3.13 0.06 0.16 0.45 0.35 0.5
6 TS 3.00 0.04 0.19 0.47 0.37 0.51

Table 3. Taster submethods ranked by mean score; probability of being ticked (pt) or
expanded (pe); mean distance from original D(S); mean distance of ticked filters from
original T (S); mean distance from the ticked filters in the previous sheet P (S).

ticked by the user in sheet n and f2 is any of the 24 filters shown to the user in
sheet n+1. Table 3 shows D(S), T (S) and P (S) for the submethods used in the
Taster sessions. We see that the mean score increases as P (S) decreases, hence
participants seem to appreciate filters more if they are more similar to those
ticked in the previous sheet. Also, the mean score decreases as D(S) increases,
which suggests that participants may have preferred more conservative image
filters, i.e., which change the original image less. This is emphasised by the
fact that in all but 3 of the 116 design sessions, T (S) was less than D(S), i.e.,
participants ticked more conservative filters on average than those presented to
them in 97% of the design sessions. The extent of this conservative nature differs
by design task: Gallery: D(S) = 0.44, T (S) = 0.34; Magazine: D(S) = 0.44,
T (S) = 0.28; Facebook: D(S) = 0.46, T (S) = 0.30; BookCover: D(S) = 0.45,
T (S) = 0.35. Participants were particularly conservative with the Magazine
and Facebook tasks, as these require the filtering of faces, which was generally
disliked (as expressed through some qualitative feedback we recorded).

4 Experiment 2

To explore the observation that scores seem to be correlated with the fidelity of
the filters, we implemented further retrieval techniques which manage the overall
fidelity of filters presented to users. In particular, we implemented another hybrid
technique, Evolution (EVO), which returns 8 filters produced by CO, 8 filters
produced by MT and 8 filters produced by RFC. This choice was motivated
by the fact that CO and MT were appreciatively the best submethods from
experiment 1. We produced two variants of EVO to test against it. Firstly, the
EVO-S method replaces the 8 filters produced by RFC with filters chosen from
the library in such a way that the average D(f) value for the filters on each
sheet remains static at 0.25. This choice was motivated by 0.27 and 0.25 being
the mean of the D(f) values over the ticked filters produced by the CO and MT
submethods respectively. The EVO-D method is the second variant. In order to
supply filters for sheet number n, this method calculates the average, A, of D(f)
over the ticked filters on sheet n − 1. Then, EVO-D chooses 8 filters from the
library to replace those produced by the RFC submethod in EVO, in such a way
that they each have a D(f) value as close to A as possible.

The aim of the second experiment was to test the hypothesis that EVO-S,
EVO-D or both would be an improvement on the plain EVO method. A similar
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Method D(f) Score Ticks Exps Time Sheets
EVO 0.28 3.45 18.9 30.6 347.1 6.3

EVO-S 0.25 3.32 22.2 32.3 392.0 6.7
EVO-D 0.27 3.15 20.1 27.8 362.2 6.4
Table 4. Statistics for exp. 2: Mean RGB dis-
tance per design (fidelity); Mean score per cho-
sen design; mean ticks per design task; mean
expansions per design task; mean time (s) per
design task; mean sheets viewed per design task.

experimental setup as before was
employed, involving 24 partici-
pants, asked to undertake 6 new
design tasks, namely: more sta-
tionery; another gallery; another
magazine cover, shown in figure 3;
a poster; a calendar; and a menu
(note that we used no faces in the
designs, to avoid any biasing as in
the first experiment). The EVO,
EVO-S and EVO-D methods were balanced around the six design tasks evenly,
so that each participant was given each method twice. The results are shown
in table 4. A statistical analysis revealed that the hypotheses that EVO-S or
EVO-D is better (in terms of eciency and mean score) are not supported by the
data. In fact, EVO has a higher mean score and lower mean time than both the
other methods. We speculate that EVO-S and EVO-D’s balancing of the average
image fidelity results in many very high fidelity filters (i.e. very low RGB dis-
tance) being introduced to achieve the balance, and that in general these filters
are less satisfying to the user than the random selection used by EVO.

5 Conclusions and Further Work

To the best of our knowledge, there has been little study of user behaviour
with browsing systems for creative tasks such as evolutionary art [7]. A notable
exception is [5], where user interaction with the NEvAr evolutionary art tool
is described. We introduce the phrase Objet Trouvé browsing to acknowledge
the push and pull between software leading the user and the user leading the
software in such systems. This raises the question of whether software could learn
from the user, or more ambitiously: take a creative lead in design projects. Such
behaviour might be appreciated by novice or amateur designers perhaps lacking
inspiration. We are taking deliberately small steps towards such creative systems
with experiments involving amateur designers to understand the nature of both
the different methods and user behaviour with respect to those methods. In
particular, we started with the straightforward hypothesis that using intelligent
techniques to deliver new image filters based on those chosen by the user would
be an improvement over supplying the filters randomly. (The truth of this is
rather taken for granted in evolutionary art and image retrieval systems).

Working with image filters enables us to compare and contrast methods from
different areas of computing: database, image retrieval and evolutionary methods
in browsing for resources (filters) in design tasks. In experiment 1, we found
that more intelligent methods will lead to greater satisfaction in the designs
produced and may lead to the completion of the design task with less effort (i.e.,
having to consider fewer possibilities). We also observed some user behaviours
such as becoming more discerning as a session progresses and appreciating the
progression afforded by the intelligent techniques. Furthermore, while there is
some correlation between filter fidelity and user satisfaction, we were unable
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to harness this for improved browsing techniques, as shown in experiment 2.
Simply giving users more of what they like, whether statically or dynamically is
not sophisticated enough, raising interesting questions about managing novelty.

We plan to study other browsing systems, e.g., [10], which employs emotional
responses to web pages, and other evolutionary image filtering systems, e.g., that
of Neufeld, Ross and Ralph (chapter 16 of [7]), which uses a fitness function based
on a Bell curve model of aesthetics. Moreover, to improve our experiments, we
will study areas of computer supported design such as: the influences of reflec-
tion and emergence [8]; the use of analogy and mutation [4]; and how serendipity
can be managed [1]. We will test different browsing mechanisms involving dif-
ferent image analysis techniques such as edge information and moments, and
measures based on novelty, such as those prescribed in [6]. Despite the failure of
the EVO-D method in experiment 2, we believe that software which dynamically
employs information about a user’s behaviour to intelligently suggest new arte-
facts can improve upon less sophisticated methods. In particular, we intend to
use the data from experiments 1 and 2 to see whether various machine learning
techniques can make sensible predictions about user preferences during image
filtering sessions. Our ultimate goal is to build and investigate software which
acts as a creative collaborator, with its own aesthetic preferences and goals, able
to work in partnership with both amateur and expert designers.
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Abstract. For centuries artists have been exploring the formal elements of art 
(lines, space, mass, light, color, sound, etc.) to express emotions. This paper 
takes this insight to explore new forms of expression for virtual humans which 
go beyond the usual bodily, facial and vocal expression channels. In particular, 
the paper focuses on how to use color to influence the perception of emotions in 
virtual humans. First, a lighting model and filters are used to manipulate color. 
Next, an evolutionary model, based on genetic algorithms, is developed to learn 
novel associations between emotions and color. An experiment is then 
conducted where non-experts evolve mappings for joy and sadness, without 
being aware that genetic algorithms are used. In a second experiment, the 
mappings are analyzed with respect to its features and how general they are. 
Results indicate that the average fitness increases with each new generation, 
thus suggesting that people are succeeding in creating novel and useful 
mappings for the emotions. Moreover, the results show consistent differences 
between the evolved images of joy and the evolved images of sadness.  

1   Motivation 

Virtual humans are embodied agents which inhabit virtual worlds and act and look 
like humans [1]. Inspiring on the human face-to-face conversation paradigm, virtual 
humans are capable of expressing themselves using verbal and non-verbal modalities 
in an integrated and synchronized fashion. In order to further increase believability, 
naturalness and efficiency of communication, virtual humans have been endowed 
with models of emotions. In particular, research on expression of emotions has tended 
to focus on the modalities people use in daily interaction: gesture, face and voice. In 
contrast, this work explores a new form of expression which capitalizes on 
accumulated knowledge from the visual arts and goes beyond the usual bodily, facial 
and vocal forms of expression.   

In fact, artists have been exploring for centuries the idea that it is possible to 
perceive emotions in line, space, mass, light, color, texture, pattern, sound and motion 
[2]. In a simpler conception, art is seen as the expression of the artist’s feelings [3, 4]. 
However, John Hospers [5] refined this view by noting that the work of art need not 
reflect the emotions of its creator but can be said to possess emotional properties in its 
own right. Thus, first, the creator manipulates the formal elements of art (line, space, 
mass, light, color, texture, pattern, sound and motion) to convey felt or imagined 
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emotions. Then, the audience relies on analogies with the internal and external 
manifestations of emotions they experienced in the past to interpret the work of art. 
This work takes this insight and explores color to manipulate the perception of 
emotions in virtual humans. 

Color has been widely manipulated by artists in the visual arts to convey emotion 
[2, 6]. Color is the result of interpretation in the brain of the perception of light in the 
human eye. Thus, the manipulation of light in the visual arts, called lighting, has 
always been a natural way of achieving specific effects with color [7, 8]. In this work, 
color is manipulated using a lighting model. Moreover, color can also be looked at as 
an abstract property of a scene and manipulated explicitly with no particular concern 
for the physics of light. This has been explored in abstract painting [2] and, more 
recently, in the visual media [9]. The work presented in this paper also explores this 
form of manipulation and uses filters to achieve such color effects. Filters do post-
processing of pixels in a rendered image according to user-defined programs [10].  

Having defined the expression modality the following question ensues: How to 
find novel mappings of emotions into color which are useful both for the individual 
and society (i.e., that generalize beyond the individual)? A first difficulty is that 
perception of emotion in color is influenced by biological, individual and cultural 
factors [2, 6]. Secondly, looking at the literature on lighting, it is possible to find 
general principles on how to convey moods or atmosphere [7, 8, 11, 12] but, these 
aren’t sufficient to differentiate between emotions and usually do not reflect the 
character’s mood but the narrative (such as the climax, for instance). The literature on 
filters is far scarcer and tends to focus on technical aspects or typical uses rather than 
on its affective properties [8, 9, 13]. Therefore, this work pursues an approach which 
is not dependent on the existent literature and tries, instead, to learn such mappings 
directly from people.  

Moreover, the interest here is in learning intuitions about expression of emotion 
through color from non-experts. This is in contrast to previous approaches which 
attempt to learn the affective properties of lighting from artists [15, 16] or the existent 
literature [17, 18]. Effectively, being able to learn from non-experts is a necessity 
when new forms of expression are being explored. As noted above, this is specially 
the case with respect to finding expertise on the affective properties of filters. 
Furthermore, this will later facilitate extending the proposed system to other elements 
of art. Therefore, the system needs to be responsible for generating the alternatives, 
which a non-expert is unlikely to be proficient in doing, and the user should only be 
responsible for evaluating them (as to how well they convey the emotion).  

An evolutionary approach, which relies on genetic algorithms, is used to learn 
mappings between emotions and color. The focus is on joy and sadness and whether 
the approach is applicable to other emotions is a topic of future work. Genetic 
algorithms [14] are appropriate for several reasons. The clear separation between 
generation and evaluation of alternatives is convenient. Alternatives can be generated 
using biologically inspired operators – mutation, crossover, etc. Evaluation, in turn, 
relies on feedback from people. Finally, the expression space defined by lighting and 
filters is very large and genetic algorithms deal well with intractable search spaces. 

The rest of the paper is organized as follows: Section 2 describes the lighting and 
filters model used to manipulate color; Section 3 describes the evolutionary model 
used to learn the mappings of emotions into color; Section 4 describes two 
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experiments which were conducted to define and understand the mappings of joy and 
sadness; finally, Section 5 discusses the results and draws conclusions.  

2   The Expression Model 

The lighting model defines local pixel-level illumination of the virtual human. Among 
the supported parameters, the following are used in this work: (a) type, defines 
whether the light source is directional, point or spotlight; (b) direction, defines the 
illumination angle; (c) ambient, diffuse and specular colors, define the light color for 
each component. Color can be defined in either RGB (red, green, blue) or HSB (hue, 
saturation, brightness) spaces; ambient, diffuse and specular intensity, define a value 
which is multiplied with the respective component color. Setting the value to 0 
disables the component. Filters are used to post-process the pixels of the illuminated 
rendered image of the virtual human. Several filters are available in the literature [19] 
and this work uses the following subset: the color filter, Fig.1-(b) and (c), sets the 
virtual human’s color to convey a stylized look such as black & white, sepia or 
inverted colors; the HSB filter, Fig.1-(d) and (e), manipulates the virtual human’s hue, 
saturation or brightness. Filters can also be concatenated to create compound effects. 
Further details about the expression model can be found elsewhere [20]. 
 

 
Fig. 1. Filters used to post-process the rendered image of the illuminated virtual human. No 
filter is applied in (a). The color filter is used to invert the colors in (b) and create the sepia look 
in (c).The HSB filter is used to reduce saturation in (d) and to increase the saturation and 
brightness in (e). Both virtual humans used in this work are shown. 

3   The Evolutionary Model 

Building on the expression model, the evolutionary model uses genetic algorithms to 
evolve, for a certain emotion, a population of hypotheses, which define specific 
configurations of lighting and filters parameters. Evolution is guided by feedback 
from the user as to how well each hypothesis conveys the intended emotion. The 
fitness function, in this case, is the subjective criteria of the user. 

At the core lies a standard implementation of the genetic algorithm [14]. The 
algorithm is characterized by the following parameters: (a) stopping criteria to end the 
algorithm, i.e., the maximum number of iterations; (b) the size of the population, p, to 
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be maintained; (c) the selection method, sm, to select probabilistically among the 
hypotheses in a population when applying the genetic operations. Two methods are 
supported: roulette wheel, which selects a hypothesis according to the ratio of its 
fitness to the sum of all hypotheses’ fitness; tournament selection, which selects with 
probability p’ the most fit among two hypotheses selected using roulette wheel; (d) 
the crossover rate, r, which defines the percentage of the population subjected to 
crossover; (e) the mutation rate, m, which defines the percentage of the population 
subjected to mutation; (f) the elitism rate, e, which defines the percentage of the 
population which propagates unchanged to the next generation. The rationale behind 
elitism is to avoid losing the best hypotheses from the previous population in the new 
population [14]. 

The algorithm begins by setting up the initial population with random hypotheses. 
Thereafter, the algorithm enters a loop, evolving populations, until the stopping 
criterion is met. In each iteration, first, (1-r)p percent of the population is selected for 
the next generation; second, r*p/2 pairs of hypotheses are selected for crossover and 
the offspring are added to the next generation; third, m percent of the population is 
randomly mutated; fourth, e percent of the hypotheses is carried over unchanged to 
the next generation. Evaluation is based on feedback from the user. 

The hypothesis is structured according to the lighting and filter parameters. 
Lighting uses the common three-point configuration [7, 8] which defines a primary 
key light and a secondary fill light. The backlight is not used in this work. Both lights 
are modeled as directional lights and are characterized by the following parameters: 
(a) direction, corresponds to a bi-dimensional floating-point vector defining angles 
about the x and y axis with respect to the camera-character direction. The angles are 
kept in the range [-75.0º, 75.0º] as these correspond to good illumination angles [5]; 
(b) diffuse color, corresponds to a RGB vector; (c) Kd, defines the diffuse color 
intensity in the range [0.0, 5.0]; (d) Ks, defines the specular color intensity in the 
range [0.0, 3.0]. The HSB and color filters are also applied to the virtual human. Thus, 
four more parameters are defined: (a) HSB.hue, HSB.saturation and HSB.brightness, 
define the HSB filter’s hue (in the range [0.0, 10.0]), saturation (in the range [0.0, 
5.0]) and brightness (in the range [0.5, 3.0]); (b) color.style, which defines whether to 
apply the black & white, sepia or inverted colors style for the color filter. Both filters 
can be applied simultaneously. Further details on the evolutionary model can be found 
in another article [21]. 

4   Results 

4.1   Learning the Mappings 

In a first experiment, non-experts evolve mappings for joy and sadness. The 
experiment is designed so that subjects are unaware that genetic algorithms are being 
used. They are asked to classify five ‘sets’ (i.e., populations) of ‘alternatives’ (i.e., 
hypotheses) for the expression of each emotion. Classification of alternatives goes 
from 0.0 (’the image does not express the emotion at all’ or low fitness) to 1.0 (’the 
image perfectly expresses the emotion’ or high fitness). The sets are presented in 
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succession, being the first generated randomly and the succeeding ones evolved by 
the genetic algorithm. The experiment is automated in software. The user can save the 
session and continue at any time. A random name is given to the session so as to 
preserve anonymity. The parameters for the genetic algorithm are: p = 30, sm = 
tournament selection, r = 0.70, m = 0.15 and e = 0.10. Two virtual humans are used: a 
male and a female. The rationale for using multiple virtual humans is to minimize 
geometry effects in the analysis of the results (e.g., the illusion of a smile under 
certain lighting conditions even though no smile is generated). Participants are evenly 
distributed among virtual humans. The virtual human assumes the anatomical position 
and Perlin noise and blinking is applied. No gesture, facial or vocal expression is used 
throughout the whole experiment. Transition between hypotheses is instantaneous. 
The camera is fixed and frames the upper body of the virtual human.  

The study was conducted in person at the University of Southern California 
campus and related institutions. Thirty subjects were recruited. Average age was 26.7 
years, 46.7% were male, mostly having superior education (93.3% college level or 
above) in diverse fields. All subjects were recruited in the United States, even though 
having diverse origins (North America: 50.0%; Asia: 20%; Europe: 20%; South 
America: 6.7%). Average survey time was around 20 minutes. 

The evolution of the average population fitness for joy and sadness is shown in 
Fig.2. Fourteen (out of possible thirty) of the highest fit hypotheses, one per subject, 
for joy and sadness are shown in Figures 3 and 4, respectively. 
  

  
Fig. 2. Average fitness per set (with standard deviations) for joy and sadness. 

4.2   Understanding the Mappings 

The goals of a second experiment are to understand: (a) what features differentiate the 
mappings evolved in the first experiment; (b) how general the mappings are. 
Regarding the first goal, features refer to characteristics in the image generated by the 
respective hypothesis. The idea, then, is to differentiate the best images for joy and 
sadness using these features. These images are the union of, for each emotion, for 
each subject in the first study, the one with the highest classification. Thus, in total, 60 
images are used: the 30 best for joy, one per subject; the 30 best for sadness, one per 
subject. Now, if the first experiment already provided a measure of value for the 
individuals, the second goal seeks to assess how valuable are the mappings beyond 
the individuals that generated them. The idea is to understand if there are common 
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patterns in the mappings evolved by each individual and how do these mappings 
relate to the existent literature. The existent literature is used here as a standard which 
represents knowledge which already has been shown to be of value to the field. 

 

 
Fig. 3. Fourteen of the highest fit hypotheses for joy. Each hypothesis is from a different 
subject.  
 

 
Fig. 4. Fourteen of the highest fit hypotheses for sadness. Each hypothesis is from a different 
subject. 
 

Three features were chosen from the literature that measure properties of the pixels 
in the images generated by the hypotheses: brightness, saturation and number of 
colors. The brightness of an image is defined, in the range [0.0, 1.0], as the average 
brightness of the pixels. The brightness of a pixel is the subjective perception of 
luminance in the pixel’s color. The saturation of an image is defined, in the range 
[0.0, 1.0], as the average saturation of the pixels. Saturation of a pixel refers to the 
intensity of the pixel’s color. Standard formulas are used to calculate brightness and 
saturation [22]. Finally, the number of colors of an image is defined to be the number 
of different colors in the pixels. However, the maximum number of colors was 
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reduced by rounding the RGB components to one decimal place. Intuitively, this 
means the feature is only interested in relatively large differences in color. 

Having calculated the feature values, the dependent t test was used to compare 
means between joy and sadness hypotheses with respect to each feature. The results 
are shown in Table 1. 

 
Table 1. Dependent t test statistics (df=29) for difference in means between the joy and sadness 
images with respect to brightness (BRIG), saturation (SAT) and number of colors (NCOL). 
  

Brightness* Saturation* Number of Colors * 
Mean Diff. 0.12 0.25 199.23 
Std. Deviation 0.15 0.29 326.14 
Std. Err. Mean 0.03 0.05 59.55 
95% CI Lower 0.06 0.14 77.45 
95% CI Upper 0.17 0.35 321.02 
t 4.26 4.70 3.35 
Sig. (2-tailed) 0.00 0.00 0.00 

* Significant difference, p<0.05 
 
The results in Table 1 show that: 

• The average brightness in joy images (M=0.36, SE=0.02) is higher than in sadness 
(M=0.24, SE=0.02, t(29)=0.00, p<0.05, r=0.62); 

• The average saturation in joy images (M=0.44, SE=0.04) is higher than in sadness 
(M=0.19, SE=0.04, t(29)=0.00, p<0.05, r=0.66); 

• The average number of colors in joy images (M=302.20, SE=374.46) is higher 
than in sadness (M=102.97, SE=29.93, t(29)=0.00, p<0.05, r=0.53). 
Finally, to assess how general the mappings are, supervised learning techniques 

were used to learn models that differentiate images of joy and sadness. In particular, 
decision trees [23] were used to classify the 60 images with respect to the three 
features. The J48 implementation of decision trees in Weka [24] was used with 
default parameters and 10-fold cross-validation. The resulting tree correctly classifies 
47 (78.3%) of the images and is shown in Fig.5. Further details on this and the 
previous experiment can be found in another paper [25]. 
 
NCOLORS <= 26: sadness (23.0/3.0) 
NCOL ORS> 26 
|   BRIGHTNESS<= 0.302 
|   |   SATURATION <= 0.413: sadness (7.0) 
|   |   SATURATION > 0.413: joy (10.0/2.0) 
|   BRIGHTNESS > 0.302: joy (20.0/1.0) 
Fig. 5. Decision tree that distinguishes joy from sadness. 
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5   Discussion 

This paper proposes to use accumulated knowledge from the arts to explore new 
forms of expression of emotions which go beyond the usual bodily, facial and vocal 
channels in virtual humans. In particular, the work focuses on how to convey emotion 
through one formal element of art: color. Color is manipulated using a sophisticated 
lighting model and filters. The paper further proposes an evolutionary approach, 
based on genetic algorithms, to learn novel and useful mappings of emotion into 
color. The model starts with a random set of hypotheses - i.e. configurations of 
lighting and filters - and, then, uses genetic algorithms to evolve new populations of 
hypotheses according to feedback provided by non-experts. 

In a first experiment, subjects are asked to evolve mappings for joy and sadness 
using the evolutionary model. Subjects successively classify five sets of hypotheses, 
for each emotion, without being informed that a genetic algorithm is being used to 
generate the sets. The results show that the average set fitness for both emotions is 
monotonically increasing with each succeeding set (Fig.2). This suggests that: (a) 
subjects are succeeding in finding a novel mapping for the expression of emotions 
through color; (b) the genetic algorithm is succeeding in providing more useful 
hypotheses with each successive generation. The fact that subjects are unaware that an 
evolutionary approach is being used allows us to exclude the possibility that they are 
classifying later hypotheses better just because that is what is expected of them in an 
evolutionary approach. Nevertheless, the results also show that the average fitness of 
the fifth and final set is well below the perfect score of 1.0. This might be explained 
for two reasons: (a) too few sets are being asked to be evolved. This, then, would have 
been an experimental constraint which existed to limited survey time and not a 
fundamental limit on the expressiveness of color; (b) no gesture, facial or vocal 
expression is used. Effectively, these channels have already been shown to play an 
important role on the expression of emotions in virtual humans [1] and this paper is 
not arguing otherwise. 

A second experiment analyzes which features characterize the mappings for joy 
and sadness. Three features were drawn from the literature: brightness, saturation, and 
number of colors. The results show consistency between the mappings evolved by 
different subjects. In particular, the results show that images of joy tend to be brighter, 
more saturated and have more colors than images of sadness (Table 1 and Fig.5). This 
suggests that the mappings also reflect values which are shared among the individuals 
and, therefore, that the mappings have the potential to generalize beyond the 
individuals that created them. Moreover, these results are in line with the lighting 
literature [7, 8, 11, 12]. This provides further support that the mappings reflect values 
which generalize beyond the individuals. Finally, the fact that it was possible to learn, 
using 10-fold cross-validation, a decision tree model which explains the data with a 
relatively high success rate, also suggests that there is the potential for generalizing 
beyond the particular examples that were used to learn the decision tree.  In summary, 
if the first experiment suggested that the proposed evolutionary approach is capable of 
producing novel mappings that are useful at least for the individual, the second 
experiment suggests that those mappings are also useful for society.  

Regarding future work, it would be interesting to explore whether the evolutionary 
approach generalizes to more emotions. From our experience and the feedback from 
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subjects, we believe this might be so for some, but not all, emotions. Finally, color is 
but one of the many elements that have been widely explored in the arts. Other 
elements include: line, space, mass, texture, shape, pattern, sound, motion, etc. It 
should, therefore, be worth exploring whether the proposed approach also generalizes 
to these other formal elements in the visual arts [2]. 
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Abstract. A generative system that creates levels for 2D platformer games is
presented. The creation process is driven by generic models of challenge-based
fun which are derived from existing theories of game design. These models are
used as fitness functions in a genetic algorithm to produce new levels that maxi-
mize the amount of player fun, and the results are compared with existing levels
from the classic video game Super Mario Bros. This technique is novel among
systems for creating video game content as it does not follow a complex rule-
based approach but instead generates output from simple and generic high-level
descriptions of player enjoyment.

1 Introduction

Existing processes for creating video game levels are time consuming and expensive,
and result in environments that are static and cannot be easily adjusted. Clearly, leverag-
ing a creative system that automatically designs levels would enable independent game
developers to generate content that would otherwise require the resources of larger com-
panies. If effective, this process would also result in environments that are not static but
are instead amenable to endless variety and modification, ideally creating more inter-
esting and enjoyable experiences for game players. Furthermore, a dynamic and unsu-
pervised method of level creation would allow a virtually limitless amount of content
which could be produced off-line and distributed to clients as expansions to the base
game, or generated on-the-fly, whereby levels could adapt to individual players as the
game is being played.

Although automated methods for creating content are occasionally seen in exist-
ing games [1–3], current approaches follow a bottom-up, rule-based approach. This
method requires a designer to embed aesthetic goals into a collection of rules, resulting
in systems just as difficult to construct as hand-designed levels [4]. Genetic algorithms
instead allow developers to specify desirable level properties in a top-down manner,
without relying on the specifics of the underlying implementation. However, any effec-
tive fitness function for automated level creation must correctly identify the levels that
are “fun.” To this end, a model of what precisely constitutes a fun level must be de-
veloped. In this paper, two such models are proposed: one based on Csikszentmihalyi’s
concept of “flow” [5] and the other on the notion of “rhythm groups,” as described by
Smith et al. [6]. These two models are evaluated by inspecting the levels they produce
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when employed as fitness functions in a genetic algorithm. These levels are then com-
pared to existing levels that are generally considered to be well-designed. In this case,
the automatically generated levels will be compared to four levels selected from the 2D
platformer game Super Mario Bros.

Generative systems exhibit creativity when they are able to construct solutions that
are not simply parameterized variations of existing solutions. Indeed, as Byrne notes,
systems that are designed for a specific domain might overlook “solutions that might
be applicable to the current problem but are obscured by context- or domain-specific
details” [7]. With this in mind, the models of fun that we propose are defined in terms
of general theories of player enjoyment instead of by specific details of 2D platformer
level design. Although we choose to evaluate the system in the context of this particular
genre, our intent is to produce a generative technique that will be applicable to a wide
variety of games.

2 Previous Work

2.1 Evolutionary Algorithms in Creative Systems

Evolutionary algorithms are a popular choice for many creative systems [8–10]. The
process of creating an initial population of potential artefacts and iteratively evaluating
and breeding new populations corresponds closely to the engagement-reflection model
of creativity [11]. Furthermore, many evolutionary approaches, such as co-evolution
and genetic programming, are not restricted to a well-defined search space but rather
re-define the search space as they operate, which is a desirable characteristic for creative
systems to have [12].

2.2 Generative Systems in Video Games

Recent attempts have been made to generate novel games without the aid of a human de-
signer. Cameron Browne’s dissertation [13] considers evolving abstract combinatorial
games which are similar to chess and go. His genetic algorithm uses a fitness function
consisting of a weighted sum of 57 separate design criteria gleaned from a wide array of
sources, including psychology, subjective aesthetics, and personal correspondence with
game designers. As the parsimony of the underlying model was clearly not a priority
of his research, it is unclear to what degree this approach could be generalized to other
contexts.

Togelius and Schmidhuber also use genetic algorithms to generate novel game de-
signs [14]. If a neural net is able to learn to play a particular game well, that design
is assigned a high fitness value since it is assumed to contain meaningful patterns that
human players would enjoy mastering. In contrast to Browne’s approach, this technique
is not necessarily bound to a specific type of game. However, this work is currently at a
very preliminary stage, and it remains to be seen whether games conducive to machine
learning indeed correspond to those enjoyable for human players.

Smith et al. generate levels for 2D platformer games based on a notion of “rhythm
groups” [15], which inspires one of the models presented here. Unlike our system,
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however, they describe a rule-based system that composes level components together
through the use of a generative grammar. This method is crafted specifically for 2D
platformer games, whereas our approach seeks greater generality.

2.3 Fun in Video Games

The notion of fun is, without a doubt, incredibly broad, and it is debatable whether the
search for a comprehensive definition could ever prove fruitful. Limiting the discussion
to the sort of fun characteristic of video games still leaves room for considerable am-
biguity. In fact, Hunicke, LeBlanc, and Zubek [16] argue that the term ‘fun’ in game
design must be discarded in favor of more precise terminology. Therefore, they present
eight distinct types of pleasure that can arise from game playing: sensation, fantasy, nar-
rative, challenge, fellowship, discovery, expression, and submission. This is not claimed
to be a complete categorization, and indeed, many other distinct forms of fun have been
identified [17–19].

Such taxonomies can provide useful terminology, but the limited structuring of their
categories and the lack of any theoretical underpinning makes it difficult to extract
general design principals from them. These categorizations typically identify what types
of fun can be observed, but they generally do not say why such things are fun, and
therefore cannot offer principled advice as to how designs can evoke a particular type
of fun.

2.4 Flow

Many theoretical treatments of fun in games underline the relevance of Csikszentmiha-
lyi’s concept of “flow” [5]. Flow refers to a particular state of intense focus, or “optimal
experience,” that can occur when certain factors are present during a task, such as a
sense of being in control, a loss of awareness of self and time, and a close match be-
tween the task’s difficulty and the individual’s skill. This concept has been adapted by
Sweetser and Wyath into a game design framework called “GameFlow” [20]. By map-
ping the factors that encourage the state of flow to the elements of game design, flow
can be used as a model for player enjoyment in video games.

Both Koster [21] and Zimmerman and Salen [22] note the relevance of flow to cer-
tain game experiences, but neither goes so far as to define fun as equivalent to the state
of flow. Certain aspects of the concept are, however, regarded as important for facili-
tating fun, particularly the requirement that game difficulty should properly correspond
to a player’s skill. In A Theory of Fun, Koster states that “fun is the act of mastering a
problem mentally” [21]. It is the process of learning to overcome the challenges inherent
in a game that makes the experience enjoyable, whether it be by developing complex
strategies to defeat certain opponents in a strategy game or by acquiring the muscle-
memory necessary to execute a series of timed button presses in a fighting game. This
learning process can be cut short if a game is too easy, as there will be enough problems
to be mastered, or if a game is too difficult, as a player will not be able to overcome the
problems at all. Similarly, Zimmerman and Salen identify challenge and frustration as
“essential to game pleasure” [22].

260



3 Contribution

Challenge-based pleasure is, therefore, both a category common to all the considered
taxonomies and an important aspect of theoretical conceptualizations of video game
pleasure. The models explored in this paper will then focus on this particular notion,
and can be considered attempts to make explicit the relationship between challenge and
fun.

As a simplifying assumption, the models will be developed and verified only within
the specific context of the 2D platformer genre, exemplified by Donkey Kong [23] and
the Super Mario Bros. [24] series. As defined by Wolf, these are “games in which the
primary objective requires movement through a series of levels, by way of running,
climbing, jumping, and other means of locomotion” [25].

This game genre is convenient for many reasons. First, it can be argued that the
essential form of pleasure drawn from such games is from being challenged; the core
game play mechanic of a platformer game is the dexterity-based challenge of navigat-
ing safely from platform to platform. Secondly, the challenges presented in such games
assume a uniquely explicit form. Whereas challenge in many games emerges from the
dynamic unfolding of an extensive rule set or from competition with an artificially in-
telligent non-player character [16], the challenge in platform games is embodied in the
physical arrangement of the platforms or the positioning of enemies that possess only
the most rudimentary artificial intelligence. This embodiment allows the nature of the
challenge in the game to be visually inspected, simplifying the analysis. The level de-
sign of a platformer game is not merely an environment or container for the game play,
but also serves as an essential element of the game play itself. In other words, to under-
stand the nature of challenge in a platformer game, one need look no further than the
physical layout of the levels.

3.1 Model Design

Following the hypothesis that challenge is fundamentally related to the pleasure of
video games, challenge will therefore serve as the models’ primary input variable. As
is the case with the notion of fun, challenge is complex and multi-faceted. However,
due to the straightforward nature of challenge in 2D platformer games, a reasonable
formal conception can be offered. Challenge will be determined entirely by the local
configuration of platforms. The challenge of a jump between platforms encountered at
time step t, c(t), is typically considered to be proportional to the number of potential
player trajectories that successfully traverse the gap [26]. The actual measure used is a
rough approximation and is described in (1), where d(p1, p2) is the Manhattan distance
between the platforms p1 and p2 minus the sum of the two “landing footprints,” fp, of
both platforms (shown in Figure 1) plus a constant.

c(t) = d(p1, p2)− (fp(p1) + fp(p2)) + 2fpmax (1)

The landing footprint is a measurement of the length of the platform, bounded to
the maximum distance a player can jump, fpmax. This measure is important, as there
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is a much larger margin of error when jumping to a wide platform than a narrow plat-
form, resulting in a less challenging maneuver. The constant 2fpmax is added simply
to ensure that this difficulty measure never produces a negative value.

fp(    )} p1 fp(    )} p2

d(    ,   )p1 p2

Fig. 1. The landing footprint, fp, is a measure of a jump’s margin of error.

To guide the development of the models, four levels from the original Super Mario
Bros. [24], shown in Figure 2, are taken to be exemplars of the 2D platformer genre.
These levels will provide the concrete, empirical data to which the models must con-
form. Essentially, these levels will constitute an implicit operational definition of the
type of fun that is of interest; in an effort to avoid the difficult task of devising an au-
thoritative definition and to remain true to the purpose of mathematical modeling, fun
will simply be thought of as a variable that is maximized under the particular config-
uration of these levels. In other words, any model of challenge-based fun must able to
account for the specific patterns of challenge evident in the four selected levels. Ulti-
mately, it is hoped that this sampling will suffice to indicate the validity of the models.

Fig. 2. The four selected Super Mario Bros. levels.

3.2 Anxiety Curves

The levels are analyzed with the described challenge metric to produce a characteristic
anxiety curve. The anxiety curve is the value of the player’s anxiety, represented by
the variable a, over time. These values are attained by integrating the level’s challenge
value over the duration of the level, with a constant decay factor, cdecay applied, as
described in (2). The resulting curve will therefore exhibit an increased slope when
there is a sequence of high-difficulty jumps in a short period of time, but will slowly
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drop during less challenging segments. The purpose of this function is to highlight the
relative dynamics of the challenge over time, as opposed to drawing attention to the
actual values of the challenge measurement itself.

da

dt
= c(t)− cdecay (2)

The placement of enemies in the Mario levels is certainly important to the chal-
lenge dynamics. Though our difficulty metric does not explicitly refer to enemies, we
are able to capture this information by internally representing each enemy as a small
gap in the level. Essentially, the enemies are considered to be as difficult as a small
jump between platforms. Since enemies must generally be avoided or defeated through
jumping, this technique serves as a rough approximation for the challenge a player faces
when encountering an enemy.

Fig. 3. Super Mario Bros. anxiety curves, charting anxiety, a, (vertical axis), over time, t, (hori-
zontal axis).

As Figure 3 demonstrates, there are recognizable similarities between the anxiety
curves of the four Super Mario Bros. levels. Although a crude challenge measurement
is used and the conceptualization of anxiety is primitive, some structure can already be
qualitatively identified: each level begins and ends with a phase of decreasing anxiety
and has a recognizable period of high anxiety directly preceding the end. Three of the
levels exhibit a lower anxiety slope during the beginning half of the level, followed by
a higher slope. Finally, all four levels exhibit a sawtooth pattern.

3.3 Flow-based Model

The first model is a naı̈ve interpretation of Csikszentmihalyi’s often-cited concept of
flow, specifically the portion most often applied to game design: the necessary match
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between game challenge and player skill. Intuitively, then, the amount of fun had by
a player must decrease as the mismatch between skill and challenge increases. This
relationship is expressed in (3).

df

dt
= −(cskill − c(t))2 (3)

Fun is represented by the variable f , and like anxiety, it accumulates over time and
is therefore considered differentiable. Skill (cskill) is assumed to remain constant over
the duration of a single level, and can be interpreted as the greatest level of challenge a
player is able to effectively overcome. It is clear that to maximize the value of f , cskill
and c(t) must be kept as close as possible, which is precisely what the state of flow
requires. Therefore, because we are concerned only with maximization of fun, the fact
that this model produces negative values is of no consequence.

3.4 Genetic Algorithm

To evaluate this model, a genetic algorithm is used to automatically create a level that
maximizes the amount of fun (as defined by the model) experienced during play. Each
individual level is encoded as a genotype consisting of a sequence of x, y coordinates.
Each coordinate pair specifies the horizontal and vertical pixel offset of a 64 by 64 pixel
platform relative to the preceding platform. The advantage of relative position encoding
is that the range of these offsets can be limited to the maximum distance a game char-
acter can jump. As no playable level will consist of a platform that is unreachable from
the previous platform, all valid levels can be represented in this manner (assuming, of
course, that levels are linear with no branching paths). As well, all unplayable levels are
eliminated from the evolutionary search space with this encoding, greatly improving
the performance of the genetic algorithm.

Mutation consists of perturbing a coordinate by a normally-distributed random value,
and individuals are combined through variable-point crossover to allow for various sizes
of genotypes. Since two levels of the same total length could consist of different num-
bers of platforms, therefore requiring different numbers of x, y pairs in the genotype,
a variable-length genotype is necessary. The fitness function is a straightforward im-
plementation of (3), which aims to maximize the amount of fun accumulated. As well,
levels are generated to be a specific total length and are heavily penalized for deviating
from this externally imposed length. This restriction is necessary to avoid the evolution-
ary search from simply evolving longer and longer levels as a means of accumulating
arbitrarily high amounts of fun. The population consists of 200 individuals that are
evolved for 10,000 generations. Although efficiency is not presently a concern, running
time was on the order of several hours on a mid-range dual-core PC.

A generated level and its corresponding anxiety curve are shown in Figure 4. This
level appears to be a chaotic scattering of platforms, and the anxiety curve seems to be
of a nearly-constant slope. While it does not correspond to the Super Mario Bros. levels,
this shape is to be expected; in accordance with the concept of flow, challenge is kept as
closely as possible to a constant value in levels with an anxiety curve of constant slope.
Therefore, in its naı̈ve application, flow likely does not serve as an effective model for
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Fig. 4. Level and anxiety curve for flow-based model.

challenge in video games. This result agrees with the findings of those who believe flow
is an inappropriate guideline for game design, such as Juul [27] and Falstein [28].

3.5 Periodic Model

Clearly, variation in a level’s challenge is desired. Indeed, this property is inherent in the
notion of “rhythm groups,” as described by Smith et al. [6] in their structural analysis
of the architecture of platform games. A rhythm group is considered a fundamental
unit in platform level design, and consists of a moment of high challenge followed by
a moment of low challenge. Rhythm groups can explain the oscillatory anxiety curves
seen in the Super Mario Bros. levels introduced in Section 3.1, and in the attempt to
encourage such rhythmic variation, a new model is described in (4).

df

dt
= m ∗ da

dt
(4)

The behavior of this model is determined by the m variable, which can take the
value +1 or −1. When positive, the player will accumulate fun at the same rate that
the anxiety increases. This state represents the pleasure gained from being challenged.
However, when the anxiety becomes too great, that is, when a > aupper where aupper
is some constant threshold, m will become negative. After this point, fun can only
be accrued as anxiety falls. When the level of anxiety becomes low enough, that is,
a < alower, m will again become positive and the player will be ready for new chal-
lenges. Whereas cskill represents, in the flow-based model, a particular degree of chal-
lenge, aupper and alower here specify levels of anxiety (essentially, challenge integrated
over time, as described in (2)). This model is likewise used as a fitness function in an
evolutionary run, and Figure 5 depicts the resulting level and its anxiety curve.

Fig. 5. Level and anxiety curve for periodic model.
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This level qualitatively appears much more desirable than the previous one, with
clearly identifiable rhythm groups. The anxiety curve likewise exhibits an oscillatory
nature. However, the observed pattern does not possess a unique high-anxiety peak
near the end of the level; rather its cyclical appearance is much more regular than what
is observed in the Super Mario Bros. levels.

4 Discussion and Future Work

The approach taken in the development and evaluation of this system prompts sev-
eral observations. First, by employing theoretical accounts of fun in video games, we
are able to identify abstract patterns in existing levels: rhythm groups, as described by
Smith et al., can be identified in the anxiety curves, and a characteristic dramatic arc
can be seen in all the levels. Secondly, we generate levels in a top-down manner by
using high-level models as fitness functions in a genetic algorithm. This technique is
a promising alternative to the time-consuming trial-and-error approach associated with
the creation of rule-based systems. Finally, the analyses of existing levels and the cor-
responding models were conducted with regard to the dynamics of challenge over time,
not in terms of specific details of 2D platformers. This generality allows for the possi-
bility of extending this generative technique to other games and other genres.

With these promising initial results, we intend to further explore the utility of this
top-down approach for level design. A clear first step would be to extend the genetic
algorithm to generate enemies and moving platforms. It would then be interesting to
develop challenge metrics for other games and compare the resulting anxiety curves,
looking for similarities and differences between game genres. As well, it might prove
useful to augment the genetic algorithm with meta-evolutionary techniques, such as
evolving the encoding of the levels or the fitness functions. These techniques could
further reduce the influence of the human designer in the construction of the content,
relegating even more creative responsibility to the underlying system.

Although this system does not yet create output comparable to the work a profes-
sional level designer, it can be considered an exploratory first step toward that goal.
Much work still needs to be done regarding the formal analysis of existing games and
the specification of exactly what variables are important when predicting player enjoy-
ment. Even if a definitive formalism is unlikely, it is hoped that the very process of
identifying simple and general models of fun will enable creative systems to enhance
the practice of game design.
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Quantifying Humorous Lexical Incongruity

Chris Venour, Graeme Ritchie, Chris Mellish
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Abstract. Traditional discussions of humorous texts often postulate a
notion of �incongruity� as being central, but there is no real formalisa-
tion of this notion. We are exploring one particular type of incongruity,
in which a clash between the style or register of lexical items leads to
humour. This paper describes our construction of a semantic space in
which the distance between words re�ects a di�erence in their style or
tone. The model was constructed by computing pro�les of words in terms
of their frequencies within various corpora, using these features as a mul-
tidimensional space into which words can be plotted and experimenting
with various distance metrics to see which measure best approximates
di�erences in tone.

1 Introduction

The study of humour using computational techniques is still at a very early
stage, and has mainly consisted of two kinds of project: the computer gener-
ation of very small humorous texts [1,2] and the use of text classi�cation to
separate humorous texts from non-humorous texts [3]. Little of this work has so
far explored what many theories of humour claim is an essential ingredient of hu-
mour: incongruity[4,5]1. On the other hand, non-computational humour research
fails to construct clear and formal de�nitions of this concept. Our work seeks to
bridge this gap, by creating and implementing a precise model of a simple kind
of humorous incongruity.

The particular type of textual humour that we are focusing on, sometimes
called register-based humour [4], is where the broader stylistic properties of words
(in terms of style, social connotation, etc.) within a text are in con�ict with each
other. We intend to model this phenomenon by �nding a semantic distance
metric between lexical items, so that the intuition of `words clashing' can be
made precise. The semantic space we envision will provide an objective and
quanti�able way of measuring a certain kind of humorous incongruity - a concept
which has proven hard to measure or even de�ne. The space we have developed
is designed to automatically identify a particular class of jokes, and we plan to
use it to generate original jokes of this type.

1 Mihalcea and Strapparava [3] suggest that one of the features used by their classi�er
- antonymy - is a form of incongruity.
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2 Incongruity theory

Incongruity theory is probably �the most widely accepted humour doctrine today
(and) was born in the seventeenth century when Blaise Pascal wrote `Nothing
produces laughter more than a surprising disproportion between that which one
expects and that which one sees� ' [6]. The idea of incongruity has been variously
de�ned in the literature - so much so that �it is not even obvious that all the
writers on this subject have exactly the same concept in mind� [5] - but few
commentaries o�er more detail than the vague description left by Pascal.

Although some detailed work has been done describing some of the mech-
anisms of humorous incongruity - see the two-stage model [7] and the forced
reinterpretation model described and extended by [5] - models such as these are
still not speci�ed enough to be implemented in a computer program. We hope to
make some progress in this regard by creating a precise model of a certain kind
of incongruity and implementing it to recognize a class of humorous text. The
kind of humorous incongruity we formally model and then test in a computer
program involves creating opposition along the dimensions of words.

3 Dimensions and Lexical Jokes

Near-synonyms, words that are close in meaning but not identical, reveal the
kinds of subtle di�erences that can occur between words � nuances of style or
semantics which make even words that share the same literal meaning slightly
di�erent from each other. For example the words `bad' and `wicked' are near-
synonyms � both mean `morally objectionable' � but di�er in intensity. Similarly
the words `think' and `cogitate' are almost synonymous but di�er in terms of
formality. These distinctions between near-synonyms � the ideas of `intensity'
and `formality' in the examples above � are what we call dimensions. We believe
that humorous incongruity can be created by forming opposition along these and
other dimensions. To illustrate this idea, consider the following humorous text,
taken from an episode of `The Simpsons' (Sunday, Cruddy Sunday) in which
Wally and Homer have been duped into buying fake Superbowl tickets:

Wally: Oh, how could I fall for fake tickets? Gee, the fellas are gonna be
crestfallen.

Instead of saying `disappointed', Wally uses an outdated, highly literary and
formal word, `crestfallen'. This choice of word smacks of a kind of e�ete intel-
lectualism, especially in the highly macho context of professional sports, and
the result is humorous. In choosing the word `crestfallen', it is suggested that
Wally mistakenly anticipates how `the fellas' will react � with sadness rather
than anger � but he has also chosen a word that is:

� noticeably more formal than the domain made salient by the scene (football)
� has an opposite score on some sort of `formality' dimension than many of

the other words in the passage (`gee', `fellas', `gonna')
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This kind of incongruity, formed by creating opposition along one or more di-
mensions, is, we believe, the crux of a subclass of humour we call lexical jokes.
Using the idea of dimensions, we aim to automatically distinguish lexical jokes
from non-humorous text, and also to generate new lexical jokes. We believe that
there is a signi�cant subset of lexical jokes in which the relevant dimensions of
opposition have something to do with formality, archaism, literariness, etc.; for
brevity, we will allude to this cluster of features as �tone�.

4 Creating a semantic space
As we do not know how the relevant dimensions are de�ned, how these dimen-
sions are related, and how they combine to create incongruity, it is not feasible
to simply extract ratings for lexical items from existing dictionaries. Instead, we
have used the distribution of words within suitable corpora as a way of de�ning
the tone of a word. For example, in Figure 1 the grey cells represent the frequen-
cies of words (rows) in various corpora (columns): the darker the cell, the higher
the frequency. The words `person', `make' and `call' display similar frequency
count patterns and so might be considered similar in tone. Whereas the pattern
for `personage' is quite di�erent, indicating that its tone may be di�erent.

More precisely, our proposed model works as follows:
� select corpora which we judge to exhibit di�erent styles or registers
� compute pro�les of words in terms of their frequencies within the corpora
� use the corpora as dimensions, and the frequencies as values, to form a

multidimensional space
� plot words from texts into the space
� try various outlier detection methods to see which one displays the outlier

and clustering patterns we anticipate.

This model assumes that word choice is a signi�cant determiner of tone.
Syntax and metaphor, for example, may also play a very important role, but
these are not considered here.

We looked for corpora which we think display di�ering degrees of formal-
ity/archaism/literariness. Besides using our intuition in this regard, we also felt
that the age of a work is a strong determiner of how formal, etc. it sounds
to modern ears, so we chose works that were written or translated in various
time periods. Thus the following corpora were chosen for the �rst set of exper-
iments: Virgil's The Aeneid (108,677 words), Jane Austen's novels (745,926),
the King James version of the bible (852,313), Shakespeare's plays (996,280),
Grimm's fairy tales (281,451), Samuel Taylor Coleridge's poetry (101,034), two
novels by Henry Fielding (148,337), a collection of common sense statements
(2,215,652), Reuter's news articles (1,614,077), a year's worth of New Scientist
articles (366,393), a collection of movie reviews (1,298,728) and the written sec-
tion of the British National Corpus (BNC World Edition) (80 million)2.
2 Frequency counts of a word in the BNC were taken from the CUVPlus dictionary,
available at the Oxford Text Archive.
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Fig. 1. Using frequency count patterns as `tonal �ngerprints'. Cells in the table repre-
sent the frequencies of words (rows) in various corpora (columns).

5 Automatically identifying an incongruous word

5.1 The development data

Twenty lexical jokes were used to develop the model. All contained exactly one
word (shown in bold in the examples below) which we judged to be incongruous
with the tone of the other words in the text3.

1. Operator, I would like to make a personage to person call please (The
Complete Cartoons of the New Yorker (CCNY), 1973, p.312).

2. Sticks and stones may break my bones but rhetoric will never hurt me
(CCNY 1970, p.624).

3. You cannot expect to wield supreme executive power just because some watery
tart threw a sword at you (Monty Python and the Holy Grail).

4. Listen serving the customer is merriment enough for me (The Simpsons,
�Twenty-Two Short Films About Spring�eld�).

Most of the jokes (15/20) are captions taken from cartoons appearing in the
New Yorker magazine. Joke #3 however is taken from a scene in Monty Python
and the Holy Grail and three of the twenty jokes are from di�erent episodes of
The Simpsons television show. Thus all the texts - except possibly one whose
exact provenance is di�cult to determine - are snippets of dialogue that were
accompanied by images in their original contexts. Although the visual compo-
nents enhance the humour of the texts, we believe the texts are self-contained
and remain humorous on their own.
3 A more formal test with volunteers other than the authors will be conducted in the
future.
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5.2 Computing scores
In the tests, stopwords were �ltered from a lexical joke, frequencies of words
were computed in the various corpora (and normalized per million words) and
were treated as features or dimensions of a word. Words were thus regarded as
vectors or points in a multi-dimensional space and the distances between them
computed. We are interested in �nding outliers in the space because if position
in the space is in fact an estimate of tone, the word furthest away from the others
is likely to be the word whose tone is incongruous.

Ranked lists of words based on their mutual distances (using di�erent dis-
tance metrics described below), were therefore computed. If the word appearing
at the top of a list matched the incongruous word according to the gold stan-
dard, a score of 2 was awarded. If the incongruous word appeared second in the
list, a score of 1 was awarded. Any results other than that received a score of 0.

The baseline is the score that results if we were to randomly rank the words
of a text. If a text has 9 content words, the expected score would be 2 * 1/9 (the
probability of the incongruous word showing up in the �rst position of the list)
plus 1 * 1/9 (the probability of it showing up second in the list), yielding a total
expected score of 0.33 for this text. This computation was performed for each
text and the sum of expected scores for the set of lexical jokes was computed to
be 9.7 out of a maximum of 40.

5.3 Computing the most distant word in a text using various
distance metrics

Di�erent methods of computing distances between words were tried to determine
which one was most successful in identifying the incongruous word in a text. Our
�rst set of experiments, performed using the corpora listed above, employed three
di�erent distance metrics:
1. Euclidean distance: this distance metric, commonly used in Information Re-

trieval [8], computes the distance D between points P = (p1, p2, . . . pn) and
Q = (q1, q2, . . . qn) in the following way:

D =

√√√√
n∑

i=i

(pi − qi)
2

A word's Euclidean distance from each of the other words in a lexical joke
was calculated and the distances added together. This sum was computed
for each word and in this way the ranked list was produced. The word at the
top of the list had the greatest total distance from the other words and was
therefore considered the one most likely to be incongruous.

2. Mahalanobis distance: This distance metric, considered by [8] as �one of the
two most commonly used distance measures in IR� (the other one being
Euclidean distance according to these same authors), is de�ned as

D2 =
p∑

r=1

p∑
s=1

(xr − µr) vrs (xs − µs)
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where x = (x1, x2, . . . , xp), µ is the population mean vector, V is the popu-
lation covariance matrix and vrsis the element in the rth row and sth column
of the inverse of V. For each word in a text, the Mahalanobis distance be-
tween it and the other words in the text is computed and the ranked list is
produced.

3. Cosine distance: Another method of estimating the di�erence in tone between
two words, regarded as vectors v and w in our vector space, is to compute
the cosine of the angle θ between them:

cosine (θ) =
v · w

‖v‖ · ‖w‖
Cosine distance is commonly used in vector space modelling and information
retrieval [9] and was used here to produce a ranked list of words in the manner
described in 1. above.

5.4 Initial results

Table 1 shows the outcomes of testing on development examples using the set
of corpora A (listed in Section 4) and various distance metrics. Predicting the
incongruous word in a text using Euclidean distances received a low score of 2 out
of a maximum of 40 and proved to be worse than the baseline score. Computing
the most outlying word in a text with the Mahalanobis metric yielded a score
of 11 which is only slightly better than random, while using cosine distances
yielded the best result with a score of 24.

Table 1. Results from �rst set of testing

Test
no.

Pre-processing Distance metric Corpora Score (out
of 40)

1 none Euclidean A 2
2 none Mahalanobis A 11
3 none cosine A 24

5.5 Experimenting with pre-processing

We experimented with two kinds of pre-processing which are familiar in infor-
mation retrieval:

1. tf-idf: In an e�ort to weight words according to their informativeness, tf-idf
[10] changes a word's frequency by multiplying it by the log of the following
ratio: (the total number of documents)/(how many documents the word
appears in). This transformation gives a higher weight to words that are rare
in a collection of documents, and so are probably more representative of the
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documents to which they belong. Our model computes frequency counts in
corpora rather than documents, however, so the ratio we use to weight words
is a variation of the one normally computed in information retrieval.

2. log entropy: When we compute the frequencies of words in the various cor-
pora, the data is stored in a frequency count matrix X where the value of
the cell in row i and column j is the normalized frequency count of word
i in corpus j. Our second method of pre-processing, which has �been found
to be very helpful in information retrieval� [11], involved computing the log
entropy of the columns of matrix X. This amounts to giving more weight
to columns (i.e. corpora) that are better at distinguishing rows (i.e. words).
Turney [11] describes how to perform this pre-processing.

Tf-idf transformations (Table 2) generated generally worse results. Log entropy
pre-processing improved all the results however, the best result emerging once
again from use of the cosine metric: its score improved from 24 to 32.

Table 2. Results from performing pre-processing

Test no. Pre-processing Distance metric Corpora Score (out of 40)
1 tf-idf Euclidean A 3
2 tf-idf Mahalanobis A *4/36
3 tf-idf cosine A 14
4 log entropy Euclidean A 13
5 log entropy Mahalanobis A 23
6 log entropy cosine A 32

*Octave, the software we are using to compute the Mahalanobis distance, was for
reasons unknown, unable to compute 2 of the test cases. Thus the score is out of 36.

5.6 Experimenting with di�erent corpora
After achieving a good score predicting incongruous words using log entropy pre-
processing and the cosine distance metric, we decided to not vary these methods
and to experiment with the set of corpora used to compute frequency counts.

In experiment #1 corpus set B was built simply by adding four more corpora
to corpus set A: archaic and formal sounding works by the authors Bul�nch,
Homer, Keats and Milton. This increased the corpora size by ∼600K words but
resulted in the score dropping from 32 to 31 out of a maximum of 40.

In experiment #2 corpus set C was built by adding another four corpora to
corpus B: Sir Walter Scott's �Ivanhoe�, a collection of academic science essays
written by university students, a corpus of informal blogs, and a corpus of doc-
uments about physics. As we see from Table 3, adding this data (∼1.5 million
words) improved the score from 31 to 35.

In corpus set C, archaic and formal sounding literature seemed to be over
represented and so in experiment #3 a new corpus set D was created by com-
bining Virgil's Aeneid with works by Homer into a single corpus as they are very
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similar in tone. Shakespeare and Coleridge's work were also merged for the same
reason, as were the works by Bul�nch and Scott. In this way, fewer columns of
the `tonal �ngerprint' consisted of corpora which are similar in tone. Also, works
by Jane Austen and by John Keats were removed because they seemed to be
relatively less extreme exemplars of formality than the others. These changes to
the set of corpora resulted in a score of 37 out of a maximum of 40.

Table 3. Results from using di�erent sets of corpora

Corpora set B C D
Score 31 35 37

The decisions made in constructing corpora set D, indeed most of the de-
cisions about which corpora to use as foils for estimating tone, are admittedly
subjective and intuitive. This seems unavoidable, however, as we are trying to
quantify obscure concepts in such an indirect manner. To the degree that our as-
sumption that frequency counts in various corpora can be an estimate of a word's
tone, the kind of experimentation and guesswork involved in constructing our
semantic space seems valid.

Thus using corpus set D, log entropy pre-processing and cosine distance as
our distance metric, produced excellent results: 37 out of a possible 40 on the
development set, according to our scoring, in identifying the incongruous word
in the set of lexical jokes. We found that we were even able to raise that score
from 37 to 39/40 (97.5%) by not eliminating stopwords from a lexical joke i.e.
by plotting them, along with content words, into the space. Incongruous words
in lexical jokes tend not to be commonplace and so including more examples of
words with `ordinary' or indistinct tone renders incongruous words more visible
and probably accounts for the small rise in the score.

6 Automatically distinguishing between lexical jokes and
regular text

The next step is to determine whether the space can be used to detect lexical
jokes within a collection of texts. One way of automating this classi�cation would
be to �nd the most outlying word and to look at how far away it is from the
other words in the text. If the distance were to be above a threshold, the program
would predict that the text is a lexical joke.

This approach was tested on a set of texts consisting of the development
set of lexical jokes together with a sample of `regular' i.e. non lexical joke texts:
newspaper texts randomly4 selected from the June 5 2009 issue of the Globe and
Mail, a Canadian national newspaper. Complete sentences from the newspaper
4 Newspaper sentences containing proper names were rejected in the selection process
because names appear haphazardly, making estimation of their tone di�cult.
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were initially much longer than the lexical joke sentences - the average number
of words in the lexical jokes set is 16.1 - so newspaper sentences were truncated
after the 17th word.

For each text, the most outlying word was determined using the cosine
method described above (with log entropy pre-processing) and the average co-
sine (λ) it forms with the other words in the text was computed. Precision is
highest when the threshold cosine value is arbitrarily set at 0.425 - i.e. when we
say that λ needs to be less than or equal to 0.425 in order for the text to be
considered a lexical joke. From Table 4 we see that 77.8% precision (in detecting
jokes from within the set of all the texts processed) and 70% recall result using
this threshold. (When pathological cases5 are excluded from the evaluation, the
program achieves 10/13 (76.9%) precision and 10/16 (62.5%) recall using this
threshold).

Table 4. precision and recall when computing averages

threshold value precision recall F score
<=0.5 19/26 (73.1%) 19/20 (95%) 82.6
<=0.425 14/18 (77.8%) 14/20 (70%) 73.7

The semantic space was developed to maximise its score when identifying
the incongruous word in a lexical joke, but it has limited success in estimating
how incongruous a word is. We believe that di�erences in tone in lexical jokes
are much larger than those in regular text but the semantic space achieves, at
best, only 77.8% precision in re�ecting the size of these discrepancies.

One reason for this might be that the set of corpora is simply not large
enough. When the threshold is set at .425, the three newspaper texts (not con-
taining a pathological word) mistakenly classi�ed as lexical jokes are:

� the tide of job losses washing across north america is showing signs of
ebbing , feeding hope that...

� yet investors and economists are looking past the grim tallies and focusing
on subtle details that suggest...

� both runs were completely sold out and he was so mobbed at the stage door
that he...

The most outlying words in these texts (shown in bold) appear only rarely in the
set of corpora: the word `ebbing' appeared in only three corpora, `tallies' in two
and `mobbed' in only one corpus. None of the other words in the newspaper texts
appear in so few corpora and perhaps these words are considered signi�cantly
incongruous, not because they are truly esoteric (and clash with more prosaic
counterparts) but because the corpus data is simply too sparse.
5 Pathological texts contain words which do not appear in any of the corpora. These
words were `moola', `tuckered', `�ummery', `eutrophication' and `contorts'.
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The problem may be more deeply rooted however. New sentences which no
one has ever seen before are constructed every day because writing is creative:
when it is interesting and not clichéd it often brings together disparate concepts
and words which may never have appeared together before. Perhaps the model
is able to identify relatively incongruous words with precision but is less able to
gauge how incongruous they are because distinguishing between innovative word
choice and incongruous word choice is currently beyond its reach.

7 Future work

Results look promising but future work will need to determine how the method
performs on unseen lexical joke data. In early experiments, Principal Compo-
nents Analysis (PCA) was performed on the frequency count data in an attempt
to reduce the feature space into a space with fewer (and orthogonal) dimensions
but initial results were disappointing. One reason for this might be that the cor-
pora are too sparse to allow for much redundancy in the features, but further
investigations into using PCA and other techniques for reducing the dimension-
ality of vector spaces (such as Latent Semantic Analysis) will be performed.
Finally, experiments into using the vector space to generate original lexical jokes
will be conducted.
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Abstract. A computational system that evaluates creativity needs guid-
ance on what creativity actually is. It is by no means straightforward to
provide a computer with a formal definition of creativity; no such defini-
tion yet exists and viewpoints in creativity literature vary as to what the
key components of creativity are considered to be. This work combines
several viewpoints for a more general consensus of how we define creativ-
ity, using a corpus linguistics approach. 30 academic papers from various
academic disciplines were analysed to extract the most frequently used
words and their frequencies in the papers. This data was statistically
compared with general word usage in written English. The results form
a list of words that are significantly more likely to appear when talk-
ing about creativity in academic texts. Such words can be considered
keywords for creativity, guiding us in uncovering key sub-components of
creativity which can be used for computational assessment of creativity.

1 Introduction

How can a computational system perform autonomous evaluation of creativity?
A seemingly simple way is to give the system a definition of creativity which it
can use to test whether creativity is present, and to what extent [1, 9, 11].

There have been many attempts to capture the nature of creativity in words
[Appendix A lists 30 such papers], but there is currently no accepted consensus
and many viewpoints exist which may prioritise different aspects of creativity
(this is discussed further in Section 2.1).

Identifying what contributes to our intuitive understanding of creativity can
guide us towards a more formal definition of the general concept of creativity. If
a word is used significantly more often than expected to discuss creativity, then
I suggest it is associated with the meaning of creativity. Many such words may
be more tightly defined than creativity itself; we can encode these definitions in
a computational test(s) and combine these tests to approximate a measurement
of creativity.

The intention of this approach is to make the goal of automated creativity
assessment more manageable by reducing creativity to a set of more tractable
sub-components, each of which is considered a key contributory factor towards
creativity, recognised across a combination of different viewpoints.
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2 Finding Keywords For Creativity

The aim of this work is to find words which are significantly more likely to be
used in discussions of creativity across several disciplines. These words can be
treated as keywords that highlight key components of creativity.

What discussions of creativity should be examined? Written text is simpler
to analyse than speech and there are many sources to choose from. The texts
should be of a reasonable length, otherwise they provide only an overview rather
than investigating more subtle points which may be significant. This study con-
centrates on the academic literature discussing creativity, in order to reduce
variability in formats, facilitate discovery of key documents for inclusion and
allow a measure of the influence of the document (the number of citations).

To find words used specifically in creativity literature, the language used in
several papers was analysed to extract the frequencies with which individual
words were used. These extracted word frequencies were statistically compared
with data on how the English language is used in general written form.

2.1 Creativity Corpus: A Selection of Papers on Creativity

The academic literature on the nature of creativity ranges over at least the
past 60 years; arguably starting from Guilford’s seminal 1950 presentation on
what creativity is and how to detect it. Many repeated themes have emerged in
the literature as important components of creativity. As an example, the word
clouds1 in Figs. 1 and 2 show that the word new is frequently used in definitions
of creativity and also in discussions of what creativity is.

Fig. 1. Most frequent words in 23 creativity definitions (excluding common-use words)

Wide variance can be found, though, in what are considered primary contrib-
utory factors of creativity. For example psychometric tests for creativity (such
as [12]) focus on problem solving and divergent thinking, rewarding the ability to
move away from standard solutions to a problem. In contrast, much recent writ-
ing in computational creativity (such as [9, 11]) places emphasis on novelty and

1 Generated using software at http://www.wordle.net
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Fig. 2. Most frequently used words in
30 academic papers on creativity (ex-
cluding common English words).

Fig. 3. With creativity and creative re-
moved (as they dominate the image)

value as key attributes. Whilst there is some crossover, the differing emphases
give a subtly different interpretation of creativity across academic fields.

This study considers 30 papers on the nature of creativity, written from a
number of different perspectives. This set of papers is referred to in this paper
as the creativity corpus2 and is detailed in Appendix A. The 30 papers were
selected using criteria such as the paper’s influence over future work (particularly
measured by number of citations), the year of publication, academic discipline
and author(s). To match the diversity of opinions in creativity literature as
closely as possible, the set of papers give viewpoints from many different authors,
from psychology to computer science backgrounds and across time, from 1950
to the current year (2009). Figure 4 shows the distribution of papers by subject,
according to journal classification in the academic database Scopus3.

Fig. 4. Distribution of subject area of papers over time

The methodology for this study placed some limitations on what papers could
be used. Papers had to be written in English4 and had to be available in a format
that plain text could be extracted from (this excluded books or book chapters).

2 A corpus is the set of all related data being analysed (plural: corpora).
3 Scopus classifies some journals under more than one subject area
4 All non-British word spellings were amended to British spellings before analysis
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2.2 Data Preparation

For each paper a plain text file was generated, containing the full text of that pa-
per. All journal headers and copyright notices were removed from each paper, as
were the author names and affiliations, list of references and acknowledgements.
All files were also checked for any non-ascii characters and anomalies that may
have arisen during the creation of the text file.

2.3 Extraction of Word Frequencies from Data

R is a statistical programming environment5that is useful for corpus linguistics
analysis. Using R, a word frequency table was constructed from the 30 text files
containing the creativity corpus. For each word6 in the text files, the frequency
table listed: how many papers that word is used in and the number of times the
word is used in the whole creativity corpus (all papers combined).

2.4 Post Processing of Results

To reduce the size of the frequency table and focus on more important words,
all hapaxes were removed (words which only appear once in the whole creativity
corpus). Any strings of numbers returned as words in the frequency table were
also removed. To filter out words that were not used by many authors, any words
which appear in less than 5 out of 30 papers were also discarded.

2.5 Analysis of Results

It is not enough to consider purely the word frequencies on their own: a distinc-
tion is often made in linguistics [3, 6, 10] between very commonly used words
(form or closed class words) and lower frequency words (content or open class
words): when used more often than usual in a text, the open class words usually
hold the most interesting or specific content [3]. So for this study the most com-
mon words overall are not necessarily the most useful; as the results in Table 1
show, the most frequent words overall are usually those expected to be prolific
in any written texts.

Removing stopwords (very commonly used English words such as “the” or
“and”) is not sufficient for the purposes of this work: this study focusses on those
words which are specifically used more often than expected when discussing
creativity, as opposed to other texts. A method for quantifying this usage is
discussed in the remainder of this section.

5 http://www.r-project.org/
6 A word is defined as a string of letters delimited by spaces or punctuation. A com-

pound term such as “problem-solving” was divided into “problem” and “solving”.
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Data on General Language Use: British National Corpus (BNC). The
BNC is a collection of texts and transcriptions of speech, from a variety of sources
of British English usage. The corpus comprises approximately 100 million words,
of which around 89 million words are from written sources and the remainder
from transcriptions of speech. This study only uses data on the written sources,
excluding all transcriptions of speech, as the creativity corpus is also solely from
written sources. The data used in this study was taken from [7]: relative word
frequency data from a sample subset of the written part of the BNC. Before
using this data, frequencies were extrapolated to estimate absolute values.

Statistical Testing of Word Frequencies. It was expected that there is a
relationship between how many times a word is used in the creativity corpus and
how many times it is used in general writing: to use statistical terminology, that
the two corpora are correlated. As the data in both corpora is ratio-scored (i.e.
the data is measured on a quantifiable scale), a Pearson correlation test can be
performed on the word frequency counts for each corpus, to test the hypothesis
that there is significant positive correlation.

If there is significant evidence of correlation, then the words which do not
follow the general trend of correlation are of most interest: specifically the words
that are used more frequently in the creativity corpus than would be expected
given the frequency with which they appear in the BNC. A common way to
measure this is to use the log likelihood ratio statistic G2[3, 6, 8, 10]7:

G2 = 2
∑

oij(ln oij − ln eij) (1)

oij = actual observed no of occurrences of a word i in corpus j

eij = expected no of occurrences of a word i in corpus j (see Eqn. 2):

eij =
(oij + oik) ∗ total(j)
(total(j) + total(k))

(2)

total(j) = total number of words in corpus j

The G2 value is a measure of how well data in one corpus fits a model
distribution based on both corpora. The higher the G2 value, the more that
word usage deviates from what is expected given this model.

G2 measures the extent to which a word deviates from the model but does
not indicate which corpus it appears more frequently than expected in. There-
fore a subset of the results was discarded: only those words which appear more
frequently than expected in the creativity corpus were retained.

7 An alternative to G2 is the chi-squared test (χ2): see [3, 5, 6, 8, 10] for discussion of
why G2 is the more appropriate option for very large corpora.
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3 Results

3.1 Raw Frequency Counts

As can be seen by Table 1 and as discussed in Section 2.5, most words which
appeared very frequently were common English words, not useful for this study.

Table 1. Most frequently used words in the creativity corpus.

Word Count in corpus Word Count in corpus Word Count in corpus

of 8052 is 2412 as 1448
and 4988 that 2372 creativity 1433
to 4420 creative 1994 are 1294
in 3939 for 1716 this 1174
a 3647 be 1561 with 1116

Figure 2 shows the results with “common English words” removed (according
to http://www.wordle.com); however as discussed in section 2.5, this study’s
focus is on how words are used in the creativity corpus compared to normal, so
removing only wordle.com’s stopwords is not sufficient for our purposes.

3.2 Using the BNC data

As expected, the creativity corpus and BNC word frequencies are significantly
positively correlated, at a 99% level of confidence (p<0.01). Pearson correlation
testing returned a value of +0.716.

The results of this study returned 781 words which are significantly more
likely to appear in creativity literature then in general for written English (at a
99% level of confidence). Table 2 shows the 100 words with the highest G2 score.

4 Discussion of Findings

This work has generated a list of words which are significantly associated with
academic discussions of what creativity is. The list is ordered by how likely these
words are to appear in creativity literature, so the higher they are on the list,
the more significantly they are associated with such discussions.

While words such as divergent and originality have appeared high on the list,
as expected, some interesting results have emerged which are more surprising
at first glance, for example openness is 6th and empirical is 21st. One notable
observation is that process, in 9th position with a G2 value of 1986.72, is a good
deal higher than product, in 409th place with a G2 value of 75.38. Although
on closer inspection, the word process has been used in more different contexts

8 Both G2 values are still well above 6.63, the critical value for significance at p<0.01
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than product, there are still surprisingly many discussions about the processes
involved in creativity. This result provides intriguing evidence for the product
vs. process debate in creativity assessment [1, 9, 11].

Table 2. Top 100 words in creativity corpus, sorted by descending signed G2

Some words appear surprisingly highly in Table 2, due to unexpectedly low
frequencies being recorded in the BNC data. Two examples are because and
found. This suggests two possibilities: either a slight weakness in the represen-
tativeness of the sample BNC data from [7] (perhaps understandable given the
sheer quantity of data in the BNC; no sample can be 100% representative of a
larger set of data), or alternatively these words may be used more in academic
writing than in everyday speech - see section 4.1 for further discussion of this.

From inspection, such words seem relatively infrequent, however, compared
to the large number of words which are recognisably associated with creativity
in at least some academic domains.

4.1 Further Exploration of Keywords

Words in Common Academic Usage. It is possible that some words feature
highly in the results solely because they are common academic words. Therefore
the results list should be compared to common academic words to see if there
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is evidence of correlation between the two sets of data. If so, this should also be
taken into account.

Two lists of common words in academic English were found: the Academic
Word List (AWL) [2] and the University Word List (UWL) [13]. Both contain
groups of words, in order of frequency of usage specifically in academic docu-
ments (group 1 holds the most frequent words). Unlike the BNC corpus, the
AWL and UWL only provides summary information on academic word usage
with no actual frequency data per word; this limits what statistical testing can
be performed. Spearman correlation testing returns a value of -0.236 correlation
between the creativity corpus and the AWL and -0.210 correlation between the
creativity corpus and the UWL. Neither correlation value is significant at p<0.01
(or p<0.05). As this indicates no significant relationship between the creativity
corpus and either academic list, no correction should be made to the keyword
results on account of either set of academic data.

Poor availability of any other data on academic word usage hinders further
investigation of this issue at present.

Context and Semantics. Although the list of keywords hold much of interest
in uncovering what is key to creativity, they rely purely on frequency of word
usage. The results are not intended to account for the different contexts in which
words are used; when analysing large corpora, exploring every word’s semantic
context would be highly time-consuming. Instead, the frequency results highlight
keywords to focus on in the texts and examine in more detail [6, 10].

Categorising the keywords by semantics is non-trivial and “labour-intensive”
[4]. Carrying this out empirically would be a significant step in itself and is
a fruitful avenue for further work. From inspection of the contexts in which
keywords are used, some key categories are suggested in Table 3.

5 Conclusions

For a computational system to be able to perform automated assessment of cre-
ativity by a computational system, it needs some point of reference on what
creativity is. There is no accepted consensus on the exact definition of creativ-
ity. This work empirically derives a set of keywords that combine a variety of
viewpoints from different perspectives, for a more universal encapsulation of
creativity.

Keywords were calculated through corpus analysis of 30 academic papers on
the nature of creativity. The likelihood measure G2 (Eqn. 1) was used to compare
word frequencies in the creativity papers against usage of those words in general
written English, as represented by the sub-corpus of the BNC containing written
texts (see Section 2.5). This analysis returned 781 words which were statistically
more common in the creativity literature sample than expected, given their
general usage in written English. Table 2 displays the top 100 results.

The list of keywords encapsulates words we commonly use to describe and
analyse creativity in academia. Given their strong association with creativity,
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Table 3. Key categories for creativity, generated through examining the keywords

Category Keywords representing this category

cognitive processes thinking, primary, conceptual, cognition, perceptual
originality innovation, originality, novelty
the creative individual personality, motivation, traits, individual, intrinsic, self
ability solving, intelligence, facilitate, fluency, knowledge, IQ
influences influences, problem, extrinsic, example, interactions, domain
divergence divergent, investigations, fluency, ideas, research, discovery
autonomy unconscious
discovery openness, awareness, search, discovery, fluency, research
dimensions dimensions, attributes, factors, criterion
association associative, correlation, related, combinations, semantic
product artefacts, artistic, elements, verbal
value motivation, artistic, solving, positive, validation, retention
study of creativity empirical, predictions, tests, hypothesis, validation, research
measuress of creativity scores, scales, empirical, ratings, criterion, measures, tests
evolution of creativity developmental, primary, evolutionary, primitive, basis
replicating creativity programs, computational, process, heuristics

they point us towards sub-components of creativity that contribute to our intu-
itive understanding of what creativity is.

Many of the keywords in the results can be tested for by a computer more
easily than testing for creativity itself. For example:

– Originality: Comparing products to other examples in that domain or to a
prototype, to measure similarity

– Ability: Depending on the domain, there are usually many standardised tests
to measure competence in that domain

– Divergence: Measuring variance of products against each other
– Autonomy: Quantifiying the assistance needed during the creative process
– Value: Again this is domain dependent and there will usually be many tests

for value measurement in a particular domain

The results presented in this paper identify key components of creativity
through a combination of several viewpoints. These rsesults will be used to guide
experiments implementing a computational system that evaluates creativity by
testing for the key categories that have been identified. The experiments enable
us to determine whether this approach to defining creativity gives a good enough
approximation for creativity evaluation, and if so, which combination of tests
most closely replicates human assessment of creativity.
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Automated Jazz Improvisation 
 

 
Robert M. Keller1  

with contributions by 
Jon Gillick2, David Morrison3, Kevin Tang4 

 
1 Harvey Mudd College, Claremont, CA, USA 

2 Wesleyan University, Middletown, CT, USA 
3 University of Illinois, Urbana-Champaign, IL, USA 

4 Cornell University, Ithaca, NY, USA 
keller@cs.hmc.edu, jrgillick@wesleyan.edu, 

drmorr0@gmail.com, kt258@cornell.edu 

Abstract. I will demonstrate the jazz improvisational capabilities of Impro-
Visor, a software tool originally intended to help jazz musicians work out solos 
prior to improvisation. As the name suggests, this tool provides various forms 
of advice regarding solo construction over chord changes. However, recent 
additions enable the tool to improvise entire choruses on its own in real-time. 
To reduce the overhead of creating grammars, and also to produce solos in 
specific styles, the tool now has a feature that enables it to learn a grammar for 
improvisation in a style from transcribed performances of solos by others. 
Samples may be found in reference [4]. 
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The Painting Fool Teaching Interface

Simon Colton

Department of Computing, Imperial College, London, UK

www.thepaintingfool.com

The Painting Fool is software that we hope will be taken seriously as a cre-
ative painter in its own right – one day. As we are not trained artists, a valid
criticism is that we are not equipped to train the software. For this reason, we
have developed a teaching interface to The Painting Fool, which enables anyone –
including artists and designers – to train the software to generate and paint novel
scenes, according to a scheme they specify. In order to specify the nature and
rendering of the scene, users must give details on some, or all, of seven screens,
some of which employ AI techniques to make the specification process simpler.
The screens provide the following functionalities: (i) Images: enables the usage
of context free design grammars to generate images. (ii) Annotations: enables
the annotation of digital images, via the labelling of user-defined regions. (iii)
Segmentations: enables the user to specify the parameters for image segmenta-
tion schemes, whereby images are turned into paint regions. (iv) Items: enables
the user to hand-draw items for usage in the scenes, and to specify how each
exemplar item can be varied for the generation of alternatives. (v) Collections:
enables the user to specify a constraint satisfaction problem (CSP) via the ma-
nipulation of rectangles. The CSP is abduced from the rectangle shapes, colours
and placements, and when solved (either by a constraint solver or evolutionary
process), generates new scenes of rectangles, satisfying the user constraints. (vi)
Scenes: enables the specification of layers of images, items, segmentations and
collections, in addition to substitution schemes. (v) Pictures: enables the spec-
ification of rendering schemes for the layers in scenes. In the demonstration, I
will describe the process of training the software via each of the seven screens.
I will use two running example picture schemes, namely the PresidENTS series
and the Fish Fingers series, exemplars of which are portrayed in figure 1.

Fig. 1. Exemplar pictures from the PresidENTS and the Fish Fingers series of pictures
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Generative Music Systems for Live Performance 

Andrew R. Brown, Toby Gifford, and Rene Wooller 
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Music improvisation continues to be an intriguing area for computational creativity. 
In this paper we will outline two software systems designed for live music 
performance, the LEMu (live electronic music) system and the JamBot (improvisatory 
accompaniment agent). Both systems undertake an analysis of human created music, 
generate complementary new music, are designed for interactive use in live 
performance, and have been tested in numerous live settings. These systems have 
some degree of creative autonomy, however, we are especially interested in the 
creative potential of the systems interacting with human performers. 

The LEMu software generates transitional material between scores provided in 
MIDI format. The LEMu software uses an evolutionary approach to generated 
materials that provide an appropriate path between musical targets [1]. This musical 
morphing process is controlled during performance by an interactive nodal graph that 
allows the performer to select the morphing source and target as well as transition 
speed and parameters. Implementations included the MorphTable [2] where users 
manipulate blocks on a large surface to control musical morphing transitions. This 
design suits social interaction and is particularly suited to use by inexperienced users. 

The JamBot [3] listens to an audio stream and plays along. It consists of rhythmic 
and harmonic analysis algorithms that build a dynamic model of the music being 
performed. This model holds multiple probable representations at one time in the 
Chimera Architecture [4] which can be interpreted in various ways by a generative 
music algorithm that adds accompaniment in real time. 

These systems have been designed using a research method we have come to call 
Generation in Context, that relies on iterations of aesthetic reflection on the generated 
outcomes to inform the processes of enquiry [5]. 
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Realtime Generation of Harmonic Progressions  
in Kinetic Engine 

Arne Eigenfeldt1 and Philippe Pasquier2 
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Simon Fraser University, Canada 
{eigenfel, pasquier}@sfu.ca 

Abstract. We present a method for generating harmonic progressions using 
case-based analysis of existing material that employs a Markov model. Using a 
unique method for specifying desired harmonic complexity, tension between 
chord transitions, and a desired bass-line, the user specifies a 3 dimensional 
vector, which the realtime generative algorithm attempts to match during chord 
sequence generation. The proposed system thus offers a balance between user-
requested material and coherence within the database. 
The presentation will demonstrate the software running in realtime, allowing 
users to generate harmonic progressions based upon a database of chord 
progressions drawn from Pat Metheny, Miles Davis, Wayne Shorter, and 
Antonio Carlos Jobim. The software is written in MaxMSP, and available at the 
first author’s website (www.sfu.ca/~eigenfel). 
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The Continuator Strikes Back: a Controllable Bebop 
Improvisation Generator 

François Pachet1 

 
1 Sony CSL-Paris, 6, rue Amyot, 75005, Paris, France 

pachet@csl.sony.fr 

Abstract. The problem of modeling improvisation has received a lot of 
attention recently, thanks to progresses in machine learning, statistical 
modeling, and to the increase in computation power of laptops. The Continuator 
(Pachet, 2003) was the first real time interactive systems to allow users to create 
musical dialogs using style learning techniques. The Continuator is based on a 
modeling of musical sequences using Markov chains, a technique that was 
shown to be well adapted to capture stylistic musical patterns, notably in the 
pitch domain. The Continuator had great success in free-form improvisational 
settings, in which the users explore freely musical language created on-the-fly, 
without additional musical constraints, and was used with Jazz musicians as 
well as with children (Addessi & Pachet, 2005). However, the Continuator, like 
most systems using Markovian approaches, is difficult, if not impossible to 
control. This limitation is intrinsic to the greedy, left-to-right nature of 
Markovian music generation algorithms. Consequently, it was so far difficult to 
use these systems in highly constrained musical contexts. We present here a 
prototype of a fully controllable improvisation generator, based on a new 
technique that allows the user to control a Markovian generator. We use a 
combination of combinatorial techniques (constraint satisfaction) with machine-
learning techniques (supervised classification as described in Pachet, 2009) in a 
novel way. We illustrate this new approach with a Bebop improvisation 
generator. Bebop was chosen as it is a particularly “constrained” style, notably 
harmonically. Our technique can generate improvisations that satisfy three 
types of constraints: 1) harmonic constraints derived from the rules of Bebop, 
2) “Side-slips” as a way to extend the boundaries of Markovian generation by 
producing locally dissonant but semantically equivalent musical material that 
smoothly comes back to the authorized tonalities, and 3) non-Markovian 
constraints deduced from the user’s gestures. 

Keywords: music interaction, virtuosity, doodling. 
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Abstract. Our multi-faceted tool called SEREBRO (Software Engineering 
Rewards for Brainstorming Online) is an embodiment of a novel framework for 
understanding how creativity in software development can be enhanced through 
technology and reinforcement. SEREBRO is a creativity support tool, available 
as a Web application that provides idea management within a social networking 
environment to capture, connect, and reward user contributions to team-based, 
software engineering problem solving tasks. To form an idea network, topics 
are created that typically correspond to artifacts needed to achieve specific 
milestones in the software development process. Team members then perform 
the activities of brainstorming (initiating) ideas, spinning ideas from current 
ones by agreeing or disagreeing, pruning threads that are non-productive, and 
finalizing emerging concepts for the next milestone. Each idea type is 
represented by a corresponding icon and color in the idea network: brainstorm 
nodes are blue circles, agree nodes are upright, green triangles, disagree nodes 
are upside down, orange triangles, and finalized nodes are yellow pentagons 
that have tags associated with contributing ideas. SEREBRO can display 
threads as a series of posts or in a graphical view of the entire tree for easy 
navigation. Team members also use SEREBRO for scheduling meetings and 
announcing progress. Special idea nodes can be used to represent meeting 
minutes. The meeting mode associates a clock with each idea type and allows 
multiple users to be credited. Rewards are propagated from leaf nodes to 
parents to correspond to idea support. They are supplemented when a node is 
tagged by finalization. These rewards are represented as badges. Reputation 
scores are accumulated by the direct scoring of ideas by team members. A 
user’s post publicly displays both reward types. The current version, SEREBRO 
2.0, is supplemented with software project management components that 
enhance both the idea network and reward scheme. These include uploading 
files for sharing, version control for changes to the product implementations, a 
Wiki to document product artifacts, a calendar tool, and a Gantt chart. The 
website with a video of SEREBRO 1.0, data collections, and link to SEREBRO 
2.0 to view various idea nets, the wiki, uploaded documents, and any resulting 
prototype development by the teams, as well as publications, including 
submissions, can be found at http://www.seat.utulsa.edu/serebro.php. Guest 
access to SEREBRO is available by email request to gamble@utulsa.edu.  
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Piano_prosthesis 

Michael Young 

 
Music Department, Goldsmiths, University of London 

New Cross, London, UK  
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Piano_prosthesis presents a would-be live algorithm, a system able to collaborate 
creatively with a human partner. In performance, the pianist's improvisation is 
analysed statistically by continuously measuring the mean and standard deviation of 
10 features, including pitch, dynamic, onset separation time and ‘sustain-ness’ within 
a rolling time period. Whenever these features constitute a 'novel' point in 10-
dimensional feature space (by exceeding an arbitrary distance threshold) this point is 
entered as a marker. This process continues as the improvisation develops, accruing 
further marker points (usually around 15 are generated in a 10 minute performance). 
The system expresses its growing knowledge, represented by these multi-dimensional 
points, in its own musical output. Every new feature point is mapped to an individual 
input node of a pre-trained neural network, which in turn drives a stochastic 
synthesizer programmed with a wide repertoire of piano samples and complex 
musical behaviours. At any given moment in the performance, the current distance 
from all existing markers is expressed as a commensurate set of outputs from the 
neural network, generating a merged set of corresponding musical behaviours of 
appropriate complexity. The identification of new points, and the choice of 
association between points and network states, is hidden from the performer and can 
only be ascertained through listening and conjecture (as may well be case in 
improvising with fellow human player). The system intermittently and covertly 
devises connections between the human music and its own musical capabilities. As 
the machine learns and ‘communicates’, the player is invited to reciprocate. Through 
this quasi-social endeavour a coherent musical structure may emerge as the 
performance develops in complexity and intimacy. This is a new system that 
substitutes on-the-fly network training (previously described in detail [1]) with 
Euclidian distance measurements, offering considerable advantages in efficiency. 
There are a number of sister projects for other instruments, with corresponding sound 
libraries (oboe, flute, cello). Further explanation and several audio examples of full 
performances are available on the author’s website [2]. 
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A Visual Language for Darwin

Penousal Machado and Henrique Nunes

CISUC, Department of Informatics Engineering, University of Coimbra, 3030
Coimbra, Portugal machado@dei.uc.pt

Abstract. The main motivation for the research that allowed the cre-
ation of the works presented here was the development of a system for the
evolution of visual languages. When applied to artistic domains the prod-
ucts of computational creativity systems tend to be individual artworks.
In our approach search takes place at a higher level of abstraction, using
a novel evolutionary engine we explore a space of context free grammars.
Each point of the search space represents a family of shapes following the
same production rules. In this exhibit we display instances of the vast
set of shapes specified by one of the evolved grammars.
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Abstract. The problem we are attempting to solve by computational
means is this: given a soprano part, add alto, tenor and bass such that
the whole is pleasing to the ear. This is not easy, as there are many rules
of harmony to be followed, which have arisen out of composers’ common
practice. Rather than providing the computer with rules, however, we
wish to investigate the process of learning such rules. The idea is to write
a program which allows the computer to learn for itself how to harmonise
in a particular style, by creating a model of harmony from a corpus of
existing music in that style. In our view, however, present techniques are
not sufficiently well developed for models to generate stylistically con-
vincing harmonisations (or even consistently competent harmony) from
both a subjective and an analytical point of view. Bearing this in mind,
our research is concerned with the development of representational and
modelling techniques employed in the construction of statistical models
of four-part harmony. Multiple viewpoint systems have been chosen to
represent both surface and underlying musical structure, and it is this
framework, along with Prediction by Partial Match (PPM), which will
be developed during this work. Two versions of the framework have so
far been implemented in Lisp. The first is the strictest possible appli-
cation of multiple viewpoints and PPM, which reduces the four musical
sequences (or parts) to a single sequence comprising compound sym-
bols. This means that, given a soprano part, the alto, tenor and bass
parts are predicted or generated in a single stage. The second version
allows the lower three parts to be predicted or generated in more than
one stage; for example, the bass can be generated first, followed by the
alto and tenor together in a second stage of generation. We shall be de-
scribing and demonstrating our software, which uses machine learning
techniques to construct statistical models of four-part harmony from a
corpus of fifty hymn-tune harmonisations. In particular, we shall demon-
strate how these models can be used to harmonise a given melody; that
is, to generate alto, tenor and bass parts given the soprano part. Out-
put files are quickly and easily converted into MIDI files by a program
written in Java, and some example MIDI files will be played.

296



User-Controlling Expressed Emotions in Music
with EDME
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Abstract. Emotion-Driven Music Engine software (EDME) expresses
user-defined emotions with music and works in two stages. The first stage
is done offline and consists in emotionally classifying standard MIDI files
in two dimensions: valence and arousal. The second stage works in real-
time and uses classified files to produce musical sequences arranged in
song patterns.
First stage starts with the segmentation of MIDI files and proceeds to
the extraction of features from the obtained segments. Classifiers for each
emotional dimension use these features to label the segments, which are
then stored in a music base.
In the second stage, EDME starts by selecting the segments with emo-
tional characteristics closer to the user-defined emotion. The software
then uses a pattern-based approach to arrange selected segments into
song-like structures. Segments are adapted, through transformations and
sequencing, in order to match the tempo and pitch characteristics of
given song patterns. Each pattern defines song structure and harmonic
relations between the parts of each structure.
The user interface of the application offers three ways to define emo-
tions: selection of discrete emotions from lists of emotions; graphical se-
lection in a valence-arousal bi-dimensional space; or direct definition of
valence-arousal values. While playing, EDME responds to input changes
by quickly adapting the music to a new user-defined emotion.
The user may also customize the music and pattern base. We intend to
explore this possibility by challenging attendees to bring their own MIDI
files and experiment the system. With this, we intend to allow a better
understanding of the potential of EDME as a composition aid tool and
get useful insights about further developments.
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Swarm Painting Atelier 
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Abstract. The design of coordination mechanisms is considered as a vital 
component for the successful deployment of multi-agent systems in general. 
The same happens in artificial collective creativity and in particular in artificial 
collective paintings where the coordination model has direct effects in agent’s 
behavior and in the collective pattern formation process. Coordination, that is, 
the way agents interact with each other and how their interactions can be 
controlled, plays an important role in the “aesthetic value” of the resulting 
paintings, in spite of its subjective nature. Direct or indirect communication, 
centralized or decentralized control, local versus global information are 
important issues regarding coordination. We have created a swarm painting tool 
to explore the territory of collective pattern formation, looking for aesthetically 
valuable behaviors and interactions forms. We adopted the bottom-up 
methodology for producing collective behavior, as it is more kin to 
fragmentation, surprise, and non-predictability—as if it was an unconscious 
collaboration of collective artists—something similar to a swarm "cadavre 
exquis", but where we have a much more numerous group of participants, 
which drop paint while they move. They do not know anything about pattern or 
style, they have just to decide where to move and which color to drop. We are 
going to show the artistic pieces made by a swarm painting tool made 
collections of decentralized painting agents using just local information, which 
are coordinated through the mediation of the environment (stigmergy). We will 
also describe other types of agent coordination based on imitation where some 
consensual attributes, like color or orientation, or position, will emerge, creating 
some order on a potential collective chaos. This consensus can die out, 
randomly or by interaction factors, and new consensual attributes can win 
resulting in heterogeneous paintings with interesting patterns, which would be 
difficult to achieve if made by human hands. We think that our main 
contribution, besides the creative exploration of new artistic spaces with 
swarm-art, will be in the sense of showing the possibilities of generating 
unpredictable and surprising patterns from the interaction of individual 
behaviors controlled by very simple rules. This interaction between the micro 
and macro levels in the artistic realm can be the source of new artistic patterns 
and also can foster imagination and creativity. The Atelier can be reached at: 
http://www.di.fc.ul.pt/~pub/swarm-atelier. 
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