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Abstract—This paper introduces new polarimetric algorithms
for generating 3-D images and estimating scattering mechanisms
from polarimetric multibaseline (MB) interferometric synthetic
aperture radar (SAR) measurements. First, an MB interferomet-
ric SAR signal model is generalized to the fully polarimetric
configuration, establishing the notion of polarimetric reflectivity.
Subsequently, polarimetric beamforming, Capon, and MUSIC
methods that determine optimal polarization combinations for
height estimation are developed. These new techniques allow for
extracting the height of reflectors, the associated scattering mech-
anisms, and the polarimetric (pseudo)reflectivities. By means of
polarimetric dual-baseline interferometric SAR observations of an
urban environment, the performance of the conceived algorithms
is examined in detail. Producing 3-D images of a building layover,
the quality of the approaches is compared in terms of refined
resolution and lowered side lobes. Furthermore, the scattering
processes occurring in urban scenes are investigated thoroughly
by analyzing the optimal reflection types. The algorithms are val-
idated using dual-baseline polarimetric SAR interferometric data
at L-band acquired by German Aerospace Center’s experimental
SAR system over Dresden city.

Index Terms—Multibaseline (MB) polarimetric synthetic aper-
ture radar (SAR) interferometry (POL-InSAR), multichannel
SAR, polarimetric array signal processing techniques, 3-D polari-
metric SAR tomography, 3-D SAR urban remote sensing.

I. INTRODUCTION

THE ANALYSIS of synthetic aperture radar (SAR) data of
urban areas (see [1]–[11] and the references therein) is a

very difficult task due to three main reasons.

1) Radar images are geometrically distorted by layover and
shadow effects. The layover yields a superposition of
different reflection components.
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2) Scattering patterns are very complex with various con-
tributions within one resolution cell. In urban scenes,
particular phenomena like single-bounce reflection from
surfaces such as building roofs and sport fields, double-
bounce scattering generated by building wall-ground, and
tree-trunk–ground interaction arise. Also higher order
reflection processes may occur.

3) SAR images are affected by the speckle effect that is
normally modeled as a multiplicative noise.

Advanced multichannel SAR concepts have been pro-
posed to resolve these problems: Whereas SAR interferometry
(InSAR) allows the extraction of the topographic height of
scatterers [12], [13], the physics of reflection processes [14]–
[16] can be examined through SAR polarimetry (POLSAR). In
polarimetric InSAR (POL-InSAR), both techniques are fused
to determine the vertical location of scattering mechanisms
[17]–[19]. In [20] and [21], polarization coherence tomography
has been introduced, which is a 3-D radar imaging technique
for vegetation by means of single- and dual-baseline polari-
metric interferometric SAR measurements. SAR tomography
constitutes an expansion of traditional 2-D SAR imaging with
the objective to reconstruct a 3-D scatterer distribution. An
airborne multibaseline (MB) interferometric SAR experiment
comprising 14 parallel tracks has been conducted [22], [23] to
generate 3-D SAR images and to study scattering patterns via
polarimetry.

Recently, array signal processing methods for analyzing
single-polarization MB InSAR measurements have been inves-
tigated exhaustively by simulations [24]–[26]. They estimate
the signal parameters like their spatial frequencies and reflectiv-
ities. Determining the spatial frequency or phase results in the
height of scatterers. Hence, spectral analysis algorithms resolve
the layover problem by retrieving the properties of multiple
reflecting sources inside the same azimuth–range resolution el-
ement [24]. The reflectivity estimates produce 3-D images [25].
Standard beamforming [27] and Capon [24], [28] belong to
nonparametric approaches to extract both phase and amplitude.
This means that no assumptions are made about the statistical
characteristics of the returned signal. MUSIC [24], [29] is a
parametric method for calculating the spatial frequency and
the pseudoreflectivity. As this algorithm disregards the speckle
effect in the InSAR case, it operates under model mismatch.
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Nevertheless, MUSIC yields generally better estimation quality
than nonparametric techniques in terms of spatial resolution
and side lobe reduction. For this reason, it has been utilized
to generate 3-D images [30], although it is not appropriate
to determine reflectivities, but retrieves pseudoreflectivities in-
stead. These techniques have been employed for producing 3-D
images by means of single-polarization dual-baseline InSAR
measurements [30], [31] and polarimetric tomographic SAR
observations [32]–[35]. The ESPRIT method [36] has been
suggested to study forested terrain using polarimetric single-
baseline InSAR data and applied to analyze urban areas
[37]. Experiments on differential SAR tomography employing
spaceborne acquisitions have been reported lately (see [38] and
[39] and the references therein).

In [40]–[42], two polarimetric spectral analysis techniques,
namely, the MUSIC algorithm and a maximum likelihood
estimator (MLE), have been presented to estimate the phases
from polarimetric MB InSAR data. In urban environments, the
ground and building height has been determined by means of
MUSIC and MLE pseudospectra.

This paper establishes a new way of generating 3-D images
and estimating scattering mechanisms from polarimetric MB
interferometric SAR measurements by generalizing beamform-
ing, Capon, and MUSIC to this case. These algorithms have
been described for the specific setup of polarization diversity
in the receive channel [29], [43]. However, in the framework
of SAR, the sensors are active. Therefore, wave polarimetry
including two polarization channels is augmented to scatter-
ing polarimetry incorporating four polarization states. First,
the single-polarization MB InSAR signal model is adapted to
the polarimetric scenario. The polarimetric MB interferometric
steering vector is a linear combination of four vectors, each of
them corresponding to one particular polarization. The coef-
ficients of this combination compose a polarimetric reflection
vector that permits the retrieval of the scatterer physical prop-
erties. Moreover, the concept of the polarimetric reflectivity is
introduced. Subsequently, polarimetric array signal processing
algorithms are conceived in a rigorous mathematical manner,
and their characteristics are described. The adaptation to the
polarimetric configuration not only increases the number of
observables but also particularly computes the optimal po-
larization combination for spatial frequency estimation. Fur-
thermore, they enable the recovery of physical features of
the scatterers by carrying out a polarimetric investigation of
the determined reflection types. In addition, the polarimetric
(pseudo)reflectivities can be calculated.

The developed spectral analysis techniques are applied to
polarimetric and repeat-pass interferometric SAR data with two
baselines at L-band to reveal their performances. The data set
was acquired by DLR’s experimental SAR (E-SAR) system
[44] over an urban scene. A building layover is scrutinized by
generating 3-D images that include polarimetric information
about the reflection processes. The qualities of beamforming,
Capon, and MUSIC are compared with one another in terms
of spectral width and leakage lowering. In particular, the per-
formance disparities of the single-polarization and fully po-
larimetric approaches are pointed out. Moreover, the scattering
mechanisms are investigated thoroughly for a complex urban
area.

The main novel contributions of this paper can be recapit-
ulated by the following points: A new data model including
the polarimetric MB interferometric steering vector and the
polarimetric reflectivity is introduced. Three array signal pro-
cessing techniques are extended to the polarimetric case to
estimate the polarimetric (pseudo)reflectivity and the reflection
mechanisms. After examining the estimation accuracy of the
single-polarization and polarimetric techniques, 3-D images are
produced, and scattering mechanisms are analyzed in complex
urban scenes.

The remainder of this paper is organized as follows: In
Section II, a standard single-polarization signal model and
the conventional beamforming, Capon, and MUSIC techniques
are described. Section III presents the expansion to the fully
polarimetric MB InSAR constellation: First, the signal model
is adapted to compass four polarization channels. Subsequently,
the polarimetric methods are devised in a rigorous mathemati-
cal way, and their properties are defined. Finally, experimental
results are displayed in Section IV. This paper finishes with
discussion and conclusion in Section V.

II. CLASSICAL ARRAY SIGNAL PROCESSING TECHNIQUES

A. MB InSAR Signal Model

An established signal model of single-polarization MB
InSAR data with p antennas [24]–[26] contains the SAR
speckle phenomenon as multiplicative noise. For extended
sources, the measurement vector y(l) is expressed as

y(l) = c(l) + n(l)

=

Ns∑
j=1

√
τjxj(l)� a(θj) + n(l) (1)

with the number of independent realizations L, l = 1, . . . , L,
and the Schur–Hadamard product � (elementwise multiplica-
tion). The term c(l) incorporates the SAR speckle effect [24]–
[26] as multiplicative noise xj(l) of source j and represents the
response of natural targets. The additive noise is denoted by
n(l), and the steering vector is denoted by a(θj). The number
of backscattering sources Ns is assumed to be known. The
reflectivity τj is unknown and considered to be a deterministic
parameter.

For single-polarization MB interferometric SAR observa-
tions, the vector a(θj) possesses the following shape: The
steering vector a(ϕ) ∈ C

p of a uniform linear array (ULA)
depends on the interferometric phase at the overall baseline ϕ,
i.e., the phase difference between the two farthest phase centers

a(ϕ) = [1, exp {jϕ/(p− 1)} , . . . , exp{jϕ}]T . (2)

The phase ϕ corresponds to the spatial frequency ω, ω ∈
[−π, π), via [24], [45], [46]

ϕ = (p− 1)ω. (3)

For an irregular track distribution, i.e., a general acquisition
geometry, the steering vector a(z) is a function of the scatterer
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Fig. 1. General MB InSAR imaging geometry.

height z and can be written as

a(z) =
[
1, exp {jκz2z} , . . . , exp

{
jκzpz

}]T
. (4)

The vertical wavenumber is given by κzi =
(4π/λ)(Bi

⊥/r
i sin θi), where λ, B⊥, r, and θ are the radar

wavelength, the orthogonal baseline, the slant range, and the
incidence angle, respectively. An MB InSAR system of a
nonuniform and nonlinear array is shown in Fig. 1.

The multiplicative noise xj(l) ∈ C
p associated with the jth

source is modeled as a stationary circular Gaussian-distributed
random variable with zero mean, unit variance, and covariance
matrix Cj = E{xj(l)x

H
j (l)}. The random processes xj(l1)

and xj(l2) are supposed to be independent and identically
distributed (locally stationary in a homogeneous area) for
different looks l1 �= l2. The sources can be assumed to be
independent when multipath scattering is ignored. The additive
noise n(l) is supposed to be independent of the signals and
to be a stationary and ergodic Gaussian random vector with
zero mean and covariance matrix σ2

nI ∈ Matp(C), where σ2
n

is the unknown noise power. Hence, the stochastic MB InSAR
returned signal y(l) is a Gaussian random vector having zero
mean and covariance matrix R that can be expressed as

R = E
{
y(l)yH(l)

}
=

Ns∑
j=1

τjCj � a(θj)a
H(θj) + σ2

nI.

(5)

The data covariance matrix must be estimated, as it is not
known a priori. Assuming a Gaussian distribution, the maxi-
mum likelihood estimate of the sample covariance matrix R̂ ∈
Matp(C) is given by

R̂ =
1

L

L∑
l=1

y(l)yH(l). (6)

The objective is to determine the heights zj (or interferometric
phases ϕj) and the reflectivities τj .

B. Conventional Beamforming

The spectrum of the beamforming algorithm is given by
[27], [46]

P̂BF(ω) =
1

p2L

L∑
l=1

∣∣aH(ω)y(l)
∣∣2 =

aH(ω)R̂a(ω)

p2
. (7)

The frequency estimates ω̂ = [ω̂1, . . . , ω̂Ns
]T are associated

with the frequencies of the Ns highest peaks of the spectrum
P̂BF . The reflectivity estimate at frequency ω̂i is determined
by τ̂i = P̂BF(ω̂i). It follows from the first equation in (7)
that beamforming does not require spatial averaging (L = 1).
Nevertheless, it is generally performed to reduce speckle
[24], [25].

C. Standard Capon

The Capon spectrum is obtained as [28]

P̂C(ω) =
1

aH(ω)R̂−1a(ω)
. (8)

The inverse matrix R̂−1 exists if the noise term has a positive
definite covariance matrix and L ≥ p [46]. The positions of the
Ns maxima of the spectrum provide the frequency estimates
ω̂ = [ω̂1, . . . , ω̂Ns

]T. The reflectivity at frequency ω̂i is esti-
mated by τ̂i = P̂C(ω̂i).

D. Classical MUSIC

Let Ns denote the assumed number of sources [24], [26]
and Ĝ ∈ Matp,p−Ns

(C) be the matrix of the eigenvectors of
the data covariance matrix that span the noise subspace. The
pseudospectrum of the single-polarization MUSIC method can
be expressed by [29], [47]

P̂MU (ω) =
1

aH(ω)ĜĜHa(ω)
. (9)

The spatial frequencies are extracted as the Ns maxima of the
pseudospectrum P̂MU . The pseudoreflectivity at frequency ω̂i

is retrieved according to τ̂i = P̂MU (ω̂i). The subspace spanned
by the noise eigenvectors has to be at least of dimension one
(p ≥ Ns + 1).

III. POLARIMETRIC ARRAY SIGNAL

PROCESSING TECHNIQUES

Array signal processing methods are extended to the polari-
metric MB interferometric SAR constellation in this section
in compliance with the following principle: In passive radar
systems, the sensors merely receive the signals in polarimetric
mode, yielding two polarization states [29], [43]. In the field of
SAR, antennas are active and both transmit the electromagnetic
waves and receive the echoes in polarization diversity, resulting
in a maximum of four polarization channels. This designates the
crossover from wave polarimetry comprising two polarization
states to scattering polarimetry containing four polarizations.
First, the signal model is adapted to the polarimetric scenario,
leading to the notion of the MB polarimetric interferometric
(MBPI) steering vector and introducing the polarimetric re-
flectivity. Subsequently, the spectral estimation techniques are
extended to process polarimetric MB InSAR measurements.
The generalization to the polarimetric configuration not only
increments the number of observables but also particularly
calculates the polarization combination for phase estimation
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TABLE I
POLARIZATION NUMBER Npol

that is optimal in terms of the particular algorithm. These
optimal reflection types permit the investigation of the scat-
terer physical features by studying their polarimetric patterns.
Hence, the polarimetric methods allow for extracting the spatial
frequencies, the related optimal scattering vectors, and the
polarimetric (pseudo)reflectivities. The nonparametric beam-
forming and Capon techniques and the model-based MUSIC al-
gorithm are generalized to the polarimetric MB interferometric
SAR case.

A. Polarimetric MB InSAR Signal Model

The polarimetric MB InSAR observations y(l) acquired by
p sensors can be modeled as

y(l) =

Ns∑
j=1

√
τjxj(l)� b(θj) + n(l) (10)

where L is the number of looks and l = 1, . . . , L. The num-
ber of backscattering sources Ns is supposed to be known.
The polarimetric reflectivity of source j is symbolized by τj ,
the multiplicative noise by xj(l), the MBPI steering vector
by b(θj), and the additive noise by n(l). The polarimetric
measurement vector y(l) is of dimension p̃, where p̃ is the
product between the polarization number Npol and the num-
ber of antennas p, p̃ = pNpol. The polarization number Npol

adopts the value Npol = 3 for fully polarimetric data with equal
cross-polarizations and Npol = 4 for quad-polarized setups.
The coefficient Npol = 2 for dual-polarized measurements,
and Npol = 1 for standard single-polarization configurations.
Table I recapitulates the values of Npol.

In comparison with the single-polarization MB InSAR signal
model (1), the major alteration is the shape of the MBPI steering
vector b(θj),b(θj) ∈ C

p̃. It is a function of the vector of
unknown parameters θj , that are assumed to be deterministic.
The properties of the MBPI steering vector are introduced in the
following in the framework of the interferometric phase ϕ for
a ULA. For the scenario of an irregular track distribution, the
phase has to be replaced by the height z. The characteristics of
the polarimetric steering vector are described in the context of
quad-polarized data, and the modifications with regard to other
polarimetric constellations are apparent. The MBPI steering
vector is linearly combined by four vectors aγi

(ϕ) ∈ C
p̃, each

of them related to one specific polarization

b(ϕ,k) = k1aγ1
(ϕ) + k2aγ2

(ϕ) + k3aγ3
(ϕ) + k4aγ4

(ϕ)

=



k1a(ϕ)
k2a(ϕ)
k3a(ϕ)
k4a(ϕ)


 . (11)

The vector a(ϕ) represents the conventional single-polarization
MB InSAR steering vector. The weighting coefficients ki ∈ C

create a vector

k = [k1, k2, k3, k4]
T (12)

that can be interpreted as a unitary reflection mechanism
kHk = 1. The matrix notation of the MBPI steering vector is

b(ϕ,k) = B(ϕ)k (13)

with the steering vector matrix B(ϕ) ∈ Matp̃,Npol
(C)

B(ϕ) =



a(ϕ) 0 0 0
0 a(ϕ) 0 0
0 0 a(ϕ) 0
0 0 0 a(ϕ)


 . (14)

The unknown parameter τj is called the polarimetric reflectivity
of the jth source. While the absolute values of the scattering
mechanism coefficients |ki| in (12) indicate the relative inten-
sities between the polarizations, the reflectivity τ specifies the
power corresponding to a radar target. This power is denoted as
SPAN and defined by

SPAN = |Shh|2 + |Shv|2 + |Svh|2 + |Svv|2 (15)

where Spq are the elements of the scattering or Sinclair matrix.
The multiplicative noise xj(l) ∈ C

p̃ associated with the jth
source is assumed to be a stationary circular Gaussian random
process with zero mean, unit variance, and covariance matrix
Cj . For different looks l1 �= l2, the random vectors xj(l1)
and xj(l2) are considered to be independent and identically
distributed. The additive white Gaussian noise n(l) ∈ C

p̃ is
supposed to have zero mean and power σ2

n. Therefore, the po-
larimetric MB InSAR observations y(l) are a circular Gaussian
random process with zero mean and covariance matrix R. It can
be written as

R=E
{
y(l)yH(l)

}
=

Ns∑
j=1

τjCj � b(θj)b
H(θj)+σ2

nI.

(16)

The sample covariance matrix R̂ ∈ Matp̃(C) is computed by

R̂ =
1

L

L∑
l=1

y(l)yH(l). (17)

The generalization of the model to hybrid systems where
the antennas capture different polarizations is evident: Let Nsp,
Ndp, Nfp, and Nqp denote the numbers of antennas in single-
polarization, dual-polarized, and fully polarimetric modes with
equal and diverse cross-polarizations, respectively. It follows
that p̃ = Nsp + 2Ndp + 3Nfp + 4Nqp. The structure of the
MBPI steering vector is clear. For example, a dual-baseline
InSAR constellation comprising one antenna that is fully polari-
metric having hh, vv, and hv polarizations, one dual-polarized
antenna with hh and hv polarization channels, and one single-
polarization antenna yields p̃ = 6.

The task is to retrieve the interferometric phases ϕj (or
the heights zj), the reflection types kj , and the polarimetric
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reflectivities τj . For this purpose, polarimetric estimation tech-
niques are elaborated next.

B. Polarimetric Beamforming

In [43], the beamforming algorithm has been adapted to
the special setup of polarization diversity in the receive an-
tennas. The polarimetric beamforming method for analyzing
polarimetric MB InSAR data is conceived paralleling the finite-
impulse-response filter design procedure. The MB POL-InSAR
steering vector b(ω,k) ∈ C

p̃ is employed instead of the single-
polarization MB InSAR steering vector a(ω) ∈ C

p. The polari-
metric beamforming optimization problem is written as

min
h

hHh subject to hHb(ω,k) = 1. (18)

Using quadratic minimization (see [46]), the polarimetric
beamforming filter can be stated as

hP
BF =

b(ω,k)

bH(ω,k)b(ω,k)
=

b(ω,k)

p
. (19)

The property of the MBPI steering vector

bH(ω,k)b(ω,k) = aH(ω)a(ω)

Npol∑
i=1

k∗iki = p‖k‖22 = p

(20)

that was utilized in the last equation of (19) is obtained from
(11). It follows that the power of the filtered signal is

E
{
|yF (l)|2

}
=E

{∣∣∣(hP
BF

)H
y(l)

∣∣∣2
}
=

bH(ω,k)Rb(ω,k)

p2
.

(21)

Maximizing it as regards the polarizations k yields

max
‖k‖2=1

bH(ω,k)Rb(ω,k)

p2
. (22)

The solution of this maximization problem through (13)
is the maximum eigenvalue of the Hermitian matrix
BH(ω)RB(ω) ∈ MatNpol

(C)

BH(ω)RB(ω)kmax = λmaxkmax. (23)

With the sample covariance matrix R̂, the spectrum of the
polarimetric beamforming is given by

P̂P
BF(ω) =

λmax

(
BH(ω)R̂B(ω)

)
p2

(24)

where λmax(·) is the maximum eigenvalue operator. For each
frequency ω, the maximum eigenvalue and associated eigen-
vector of the linear system

BH(ω)R̂B(ω)kmax = λmaxkmax (25)

have to be calculated. The dimension of the Hermitian matrix
BH(ω)R̂B(ω) ∈ MatNpol

(C) does not depend on the number
of antennas p. The unitary polarimetric scattering type kmax

permits the extraction of the physical behavior of the reflector.
The polarization combination represented by kmax is optimal
with respect to the beamforming criterion. The frequency esti-
mates ω̂ = [ω̂1, . . . , ω̂Ns

]T are given by the locations of the Ns

maxima of the spectrum P̂P
BF. The polarimetric reflectivity at

frequency ω̂i is estimated by τ̂i = P̂P
BF(ω̂i).

C. Polarimetric Capon Method

The Capon technique has been proposed for sensors possess-
ing polarization diversity on receive in [43]. The polarimetric
Capon algorithm to process polarimetric MB InSAR observa-
tions is devised in the context of designing a filter. The single-
polarization MB InSAR steering vector a(ω) is replaced by the
MBPI steering vector b(ω,k). The minimization problem of
the polarimetric Capon approach can be expressed as

min
h

hHRh subject to hHb(ω,k) = 1. (26)

The derivation of the polarimetric Capon filter employing the
quadratic minimization theorem results in

hP
C =

R−1b(ω,k)

bH(ω,k)R−1b(ω,k)
. (27)

The power of the filtered signal is given by

E
{
|yF (l)|2

}
=E

{∣∣∣(hP
C

)H
y(l)

∣∣∣2
}
=

1

bH(ω,k)R−1b(ω,k)
.

(28)

It can be maximized in terms of the polarization state k by

max
‖k‖2=1

1

bH(ω,k)R−1b(ω,k)
. (29)

This maximization problem can be solved by comput-
ing the minimum eigenvalue of the Hermitian matrix
BH(ω)R−1B(ω) ∈ MatNpol

(C)

BH(ω)R−1B(ω)kmin = λminkmin. (30)

Substituting the data covariance matrix R by the sample covari-
ance matrix R̂, the spectrum of the polarimetric Capon is

P̂P
C (ω) =

1

λmin

(
BH(ω)R̂−1B(ω)

) (31)

where λmin(·) is the minimum eigenvalue operator. This means
that, for each frequency ω, the minimal eigenvalue and its
corresponding eigenvector of the linear system

BH(ω)R̂−1B(ω)kmin = λminkmin (32)

have to be computed. If L ≥ pNpol and the noise term
has a positive definite covariance matrix, the inverse matrix
R̂−1 exists. Compared with the single-polarization Capon
method, this implies more averaging and leads to reduced
azimuth–range resolution. The dimension of the Hermitian
matrix BH(ω)R̂−1B(ω) ∈ MatNpol

(C) only depends on the
polarization number Npol and is not a function of the number of
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antennas p. The minimum eigenvector kmin, ‖kmin‖2 = 1, can
be regarded as a polarimetric reflection mechanism and allows
for determining the physical features of the target. It speci-
fies the optimum polarization combination with respect to the
polarimetric Capon algorithm. The frequency estimates ω̂ =
[ω̂1, . . . , ω̂Ns

]T correspond to the locations of the Ns highest
peaks of the spectrum P̂P

C (ω). The polarimetric reflectivity at
frequency ω̂i is extracted by τ̂i = P̂P

C (ω̂i).

D. Polarimetric MUSIC Algorithm

The MUSIC algorithm has been extended to the particular
scenario of polarization diversity in the receive channel in [29]
and [43]. Conforming to the development of the conventional
MUSIC method, the polarimetric MUSIC technique to process
polarimetric MB InSAR measurements is derived.

The MBPI steering vectors b(ωi,ki), i = 1, . . . , Ns, are as-
sumed to be linearly independent (Ns < p̃). Let λ1 ≥ · · · ≥ λp̃

be the eigenvalues of the covariance matrix R in a nonincreas-
ing order. The orthonormal eigenvectors (f1, . . . , fNs

) are as-
sociated with (λ1, . . . , λNs

), and the orthonormal eigenvectors
(g1, . . . ,gp̃−Ns

) correspond to (λNs+1, . . . , λp̃). The matrices
F = [f1, . . . , fNs

] ∈ Matp̃,Ns
(C) and G = [g1, . . . ,gp̃−Ns

] ∈
Matp̃,p̃−Ns

(C) of eigenvectors generate the signal and the
noise subspace, respectively. The fundamental assertion for
developing the polarimetric MUSIC method can be stated in
the following way.

The true frequency values {ωi}Ns

i=1 and their related reflec-
tion mechanisms {ki}Ns

i=1 are the only solutions of

bH(ω,k)GGHb(ω,k) = 0. (33)

By means of the main proposition (33), the polarimetric
spectral MUSIC technique is formulated as follows: After
calculating the sample covariance matrix R̂, its eigende-
composition provides the eigenvalues λ̂1 ≥ · · · ≥ λ̂p̃ and the
eigenvectors (f̂1, . . . , f̂Ns

) and (ĝ1, . . . , ĝp̃−Ns
) that span the

signal and noise subspace, respectively. Using the matrices
F̂ = [f̂1, . . . , f̂Ns

] ∈ Matp̃,Ns
(C) and Ĝ = [ĝ1, . . . , ĝp̃−Ns

] ∈
Matp̃,p̃−Ns

(C), the pseudospectrum of the polarimetric
MUSIC algorithm is expressed as

P̂P
MU (ω) =

1

λmin

(
BH(ω)ĜĜHB(ω)

) . (34)

The minimum eigenvalue and its eigenvector of the linear
system

BH(ω)ĜĜHB(ω)kmin = λminkmin (35)

have to be evaluated for each frequency ω.
If the linear system (35) does not have full rank, then λmin =

0, the spectrum (34) is infinite, and the spatial frequencies
cannot be retrieved. If the matrix in (35) is nonsingular, then

p̃ ≥ Ns +Npol. (36)

This implies that the dimension of the noise subspace must not
be less than Npol, rank(Ĝ) ≥ Npol. Relation (36) is a necessary

TABLE II
MAIN DUAL-BASELINE InSAR DATA ACQUISITION PARAMETERS

condition for the matrix in (35) to have full rank. It is crucial to
note that the maximum number of backscattering components
whose spatial frequencies can be estimated by the polarimetric
MUSIC method is limited by

Ns ≤ Npol(p− 1). (37)

It is clear that the single-polarization mode is included in (37)
as a special case.

The dimension of the Hermitian matrix
BH(ω)ĜĜHB(ω) ∈ MatNpol

(C) is independent of the
number of sensors p. The unitary eigenvector kmin can be
interpreted as a polarimetric scattering mechanism allowing
a polarimetric analysis to retrieve the physical properties
of the reflector. It encodes the polarization combination
that is optimal in the sense of MUSIC. The frequency
estimates ω̂ = [ω̂1, . . . , ω̂Ns

]T are related to the positions of
the Ns largest peaks of the pseudospectrum P̂P

MU (ω). The
polarimetric pseudoreflectivity at frequency ω̂i is determined
by τ̂i = P̂P

MU (ω̂i).

IV. EXPERIMENTAL RESULTS

To compare the conceived array signal processing techniques
and demonstrate their performances, they are applied to a data
set consisting of fully polarimetric and repeat-pass interfero-
metric SAR measurements including three tracks (dual base-
line) at L-band with 1.3-GHz center frequency. It was acquired
by DLR’s E-SAR system [44] over the city of Dresden in
Germany on August 1, 2000. The main data acquisition param-
eters of the dual-baseline system comprising a small baseline
(sb) of around 10 m and a large baseline (lb) of about 40 m
are summarized in Table II. It includes the incidence angles
θ, ranges to targets r, orthogonal baselines Bsb,lb

⊥ , heights
of ambiguity Hsb,lb

amb , and the vertical wavenumbers κsb,lb
z for

near and far ranges. The resolutions of the three POLSAR
images are 3.0 m in azimuth and 2.2 m in range. Hence, it
is reasonable to assume that the Gaussian data model is valid
in the examined urban area since each resolution cell contains
generally a sufficient number of reflectors [49].

A. Building Layover 3-D Imaging Using Beamforming,
Capon, and MUSIC Algorithms

First, a building layover is studied to compare the single-
polarization and fully polarimetric beamforming, Capon, and
MUSIC methods [48]. The reflection processes inside the build-
ing layover are shown in Fig 2: Going from far range in the
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Fig. 2. Schematic view of building layover with sensor on the left-hand side.
The wall–ground interaction point in far range is indicated by the number
one, the range resolution cell inside the layover that is closest to the sensor
position by the number two. At the bottom of the scheme, the (black color)
building shadow, (white box) wall–ground interaction point, and (gray colors)
layover are shown in ground range [6]. The layover can be split up into one
part including backscattering from the (dark gray) roof, ground, and wall and
another part comprising reflection from the (light gray) ground and wall, but
not from the roof. The dots represent the expected scattering inside the building
layover: The reflection at the bottom stems from the (green color) ground and
(black color) wall–ground interaction point, (blue color) in the middle from the
facade, and (red color) on top from the building roof. The scatterers labeled with
the numbers three, four, and five are within one resolution cell, those associated
with the numbers two and six within another.

Fig. 3. (Left) Pauli color-coded urban scene. The along-track direction is on
the left-hand side, i.e., far range on the right-hand side. (Right) Close-up view
of the building layover inside the red box.

direction of the SAR antenna location, i.e., from right to left,
the wall–ground interaction point is located at the topographic
height. It is represented by the number one. Miscellaneous scat-
tering phenomena emerge in the middle of layover, originating
from the ground, wall, and roof. At the pixels of the building
layover which are nearest to the sensor, i.e., on the left-hand
side at number two, reflection effects arise from the ground and
the roof inside one range resolution element.

For inspecting the layover, a building in midrange shown
in Fig. 3 is chosen, where the height of ambiguity of the
acquisition system is |Hsb

amb| ≈ 67.5 m for the small baseline
and |H lb

amb| ≈ 15 m for the large baseline. Thus, the height

Fig. 4. Optical image of building. (Left) View from the side. (Right) View
from the front (copyright G. S.).

Rayleigh resolution [30] corresponds to approximately 15 m.
Far range is located on the right and near range on the left-hand
side, i.e., the along-track direction is on the left-hand side. This
means that the edifice is parallel to the sensor trajectory. As can
be appreciated in Fig. 4, it is made up of five floors and a pitched
roof, resulting in a height of about 17 m.

Tomographic slices are calculated by the beamforming and
Capon methods using observations in vv channel and fully
polarimetric measurements. The single-polarization and fully
polarimetric MUSIC algorithms generate pseudotomograms.
The 3-D images are computed in the range [−10 m, 25 m] in
the vertical direction.1 A 5 × 5 boxcar filter is employed to
spatially average the covariance matrix. Despite the fact that
spatial filtering decreases the azimuth–range resolution, it is
generally applied for the purpose of reducing the speckle effect
[25], [30] and noise, even in urban scenarios [8]. In any case,
in current sensor systems, the number of available baselines
and, thus, the achievable vertical resolution seem to be the
limiting factors rather than the azimuth–range resolution. The
(pseudo)tomograms are extracted for the samples along the line
inside the building layover shown in Fig. 3 on the right-hand
side. The (pseudo)reflectivities are always depicted in the range
from 0.0 to 2.5 times the mean of the amplitude in the entire
image.

The tomographic slices shown in Fig. 5 are calculated by the
single-polarization and fully polarimetric beamforming algo-
rithms, respectively. On the right-hand side, the backscattering
from the wall–ground interaction at the topographic height of
approximately 0 m is visible. The main lobe is broad, and the
side lobes are rather strong, particularly for the polarimetric
beamforming. It can be noted that the reflection from the
wall–ground interaction sample is not focused in one range
element, as predicted by theoretical considerations [50]. This
can be explained by the use of the boxcar filter. In the middle
of the 3-D image, the single-polarization beamformer shows
reflectors between 10 and 15 m associated with the build-
ing wall. The high side lobes below 0 m are caused by the
irregular sampling. Compared to and due to the very bright
backscattering from the wall–ground interaction point [8], [50],
the reflectivity is weak at the left-hand side for the single-
polarization and fully polarimetric and in the middle for the
fully polarimetric beamforming method.

The 3-D imaging results of the single-polarization and fully
polarimetric Capon techniques are shown in Fig. 6. On the right
side, both algorithms detect a signal at around 0 m, originating

1As the vertical wavenumber is normalized by 1/ sin θ [see its definition
after (4)], the vertical axis of the 3-D images is related to the vertical direction
and not to the direction perpendicular to the line of sight.



SAUER et al.: IMAGING AND SCATTERING MECHANISM ESTIMATION USING InSAR OBSERVATIONS AT L-BAND 4623

Fig. 5. Three-dimensional imaging of building layover. The horizontal axis
corresponds to slant range, with far range on the right-hand side. The vertical
axis is related to the estimated height in the vertical direction going from −10
to 25 m. (WGI) Wall–ground interaction. (BT) Building top. (Top) single-
polarization and (bottom) fully polarimetric beamforming tomographic slices.

from the building base. In comparison with the beamforming
method, the Capon algorithms lead to finer resolution and
better leakage reduction. Going to the left, the elevation of the
scatterer increases to about 10 m for the single-polarization
Capon, whereas the fully polarimetric Capon separates two
contributions, the first slightly above 0 m and the second at
approximately 15 m related to the building height. To a limited
extent, the fully polarimetric Capon technique possesses suf-
ficiently narrow peaks to identify two components at different
height locations. On the account of the large dynamic range
[8] caused by the dihedral-wall–ground-corner reflector, the
backscattering is very weak on the left-hand side.

The pseudotomograms of the single-polarization and fully
polarimetric MUSIC methods with fixed model order one (MO
1) are shown in Fig. 7. Both algorithms are appropriate to
recognize one reflector at around 0 m, corresponding to the
wall–ground interaction points at the right-hand side. As for
beamforming and Capon, it is conspicuous that the dihedral-
wall–ground scatterer is not compressed in one single range
pixel but stretches over several samples due to spatial averag-
ing. Compared to the beamforming and Capon techniques, the
spectral peaks of MUSIC with MO 1 are very narrow, and the
side lobes are visibly decreased. While the height of the main
scatterer rises from around 11 to 18 m in the single-polarization
MUSIC image, the elevation of the main reflector of the fully
polarimetric MUSIC method is very stable at approximately
17 m. They are associated with the building wall and roof.
The second peaks at around −2 m (single-polarization) and
0 m (fully polarimetric) seem to be side lobes in the height of
ambiguity.

Fig. 6. (Top) single-polarization and (bottom) fully polarimetric Capon tomo-
graphic slices.

Fig. 7. (Top) single-polarization and (bottom) fully polarimetric MUSIC
pseudotomographic slices; model order fixed to one.

The pseudotomographic slices of the single-polarization and
fully polarimetric MUSIC methods (see Fig. 8), where the
model order is set to two, are quite different: The elevation of
one single reflector grows from −5 m to more than 10 m in
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Fig. 8. (Top) single-polarization and (bottom) fully polarimetric MUSIC
pseudotomographic slices; model order fixed to two.

the single-polarization MUSIC 3-D image. It has to be noted
that the classical MUSIC algorithm of model order two (MO 2)
represents a limiting case if it is applied to single-polarization
dual-baseline InSAR measurements (see Section II-D). It seems
to compute an average phase. On the right-hand side of the fully
polarimetric MUSIC pseudotomogram, one source at around
0 m related to the building base can be seen. Compared to
the polarimetric MUSIC algorithm of MO 1, the resolution is
slightly deteriorated: This degradation may be explained by
overmodeling or an object near the wall–ground interaction
points. In the middle and on the left side, two strong scatterers
that are very close to each other are distinguished: The first at
approximately 13 m is generated by targets along the building
wall, and the second is very stable at 18 m and caused by
the building roof. Side lobes are visible at about 0 m. For
the polarimetric MUSIC of model order higher than two [cf.
(37)], the imaging quality (not depicted here) worsens due to
defocusing and the introduction of additional ambiguities.

The generation of 3-D images from polarimetric dual-
baseline interferometric SAR observations can be summarized
as follows: The single-polarization and fully polarimetric beam-
forming methods produce tomographic slices with low resolu-
tion and strong side lobes. Even though the single-polarization
and fully polarimetric Capon algorithms refine the spectral
peaks and reduce the leakage problem, it is still difficult to
analyze the tomograms of the building layover. The single-
polarization MUSIC technique of MO 2 estimates an average
phase. The 3-D images computed by the single-polarization
and fully polarimetric MUSIC algorithms with model order
set to one show very high resolution and considerably dimin-
ished leakage: In far range, contributions associated with the

Fig. 9. Pseudotomographic slices of the optimal MUSIC scattering mecha-
nisms kmin: (Top) Model order fixed to one and (bottom) model order fixed
to two.

wall–ground interaction points are clearly detected. In near
range, the reflectors are related to the building wall and top.
The pseudotomographic slice of the polarimetric MUSIC tech-
nique whose model order is fixed to two exhibits one signal
at the building base in far range. Compared to the MUSIC
methods of order one, the spectral pattern is broadened due
to overmodeling or a target near the ground–wall interaction
points. For the samples closer to the antenna positions, the
polarimetric MUSIC of MO 2 is capable of identifying two
neighboring objects within one azimuth–range resolution cell:
The first scatterer is located at the building roof, and the second
is along the wall. The height separation is much lower than the
height of ambiguity of the large baseline, i.e., far beyond the
Rayleigh resolution. Single-polarization and fully polarimetric
MUSICs have been clearly identified as the algorithms having
the best estimation accuracy in terms of spatial resolution,
leakage reduction, and target separation. Thus, the following
investigations are focused on the MUSIC method.

B. Building Layover Scattering Mechanism Estimation Using
Polarimetric MUSIC Method

Next, the optimal MUSIC scattering vectors kmin are em-
ployed to form 3-D images illustrating the reflection processes
[40], [51]. Fig. 9 shows the scattering mechanisms computed
by the fully polarimetric MUSIC method with model orders
set to one and two, respectively. On the right-hand side, the
relative powers between the polarizations are alike. For the
polarimetric MUSIC algorithm with model order fixed to one,
the first component of the Pauli polarization basis associated
with surface scattering prevails on the left side at the building
top. The MUSIC method of MO 2 in Fig. 9 (bottom) reveals
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Fig. 10. Polarimetric indicator α1 of the optimal MUSIC scattering vector:
(Top) Model order fixed to one and (bottom) model order fixed to two.

surface reflection on the building roof (the bluish stripe inside
the red ellipse on the left-hand side) and an additional scattering
phenomenon very close to the building top where the polar-
ization channels have quite equal amplitudes. It is evident that
these reflection processes, which are only separated by a few
meters, exhibit very disparate polarization signatures.

In the following, scattering patterns are examined in more
details by using the polarimetric indicator α1 of the dominant
reflector inside the optimal vectors kmin. In Fig. 10 (top:
MO 1; bottom: MO 2), a mask based on a threshold of the
pseudoreflectivities is applied to set the samples to black color,
whose backscattering power is less than the mean of the imaged
area. On the right-hand side at the wall–ground interaction
points, the α1 value is rather high, suggesting double-bounce
reflection. In the middle part of the image, the polarimetric
descriptor reaches values of about π/2, linked to the double-
bounce class. At the left-hand side, α1 attains average to low
values at the roof that are related to surface reflection. Again, it
is conspicuous that the polarimetric MUSIC algorithm of MO
2 is adequate to differentiate, within one azimuth–range resolu-
tion cell, two neighboring scatterers that possess very distinct
polarimetric behavior: Whereas, at the roof, the α1 value is low
and corresponds to surface scattering, it is high for the sources
below the building top and related to double-bounce reflection.

C. Large-Scene Analysis Using Single-Polarization and Fully
Polarimetric MUSIC Methods

So far, the layover of one single building has been investi-
gated. Now, 3-D images of a large scene are generated along the

Fig. 11. Large scene containing three tall buildings and a spacious courtyard
with trees. (Left) POLSAR image with azimuth on the left-hand side. The
sample line is marked by red color. (Right) Optical image (copyright Google
Earth) of the area enclosed by the red box in the POLSAR image.

Fig. 12. Diagram of the large scene containing three tall buildings and a
spacious courtyard with trees.

Fig. 13. Optical image. (Left) Building number two. (Right) Building number
three (copyright G.S.).

sample line defined in Fig. 11 (left). The area contains three tall
buildings, as shown in Fig. 12. Building numbers one and two
on the right enclose a spacious courtyard shown in Figs. 4 and
11 (right), consisting of several trees, small barracks, hanging
bars, and a playground with a slide. Building numbers two and
three on the left are separated by a street, as can be seen in
Fig. 13. The sensor is located on the left-hand side.

The pseudotomograms are computed by the single-
polarization MUSIC (MO 1) and the fully polarimetric MUSIC
(MO 1 and MO 2) algorithms shown in Fig. 14. Going from
right to left, i.e., from far to near range, the wall–ground
interaction samples of the first building are apparent at about
0 m, followed by the strong backscattering from the roof.
In the courtyard, there is one contribution at the topographic
height and strong reflectors at approximately 10 m. Some
spurious side lobes lie beneath 0 m. In the center of the images
is the shadow of building number two, where the MUSIC
pseudoreflectivities do not vanish: This phenomenon may be
generated by an object like a tree inside the building shadow or
it may be caused by MUSIC overmodeling. At the left end of
the pseudotomographic slices, two buildings can be recovered:
First, signals at around 0 m related to the wall–ground double-
bounce reflections appear, then a component located at the roof
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Fig. 14. Large scene containing three buildings and a spacious courtyard. The following acronyms are used: WGI—wall–ground interaction, BT—building
top, and VEG—vegetation. (Top) single-polarization MUSIC pseudotomographic slice, model order fixed to one; (middle) fully polarimetric MUSIC
pseudotomographic slice, model order fixed to one; and (bottom) fully polarimetric MUSIC pseudotomographic slice, model order fixed to two.

is detected. Globally, the polarimetric MUSIC with MO 1 3-D
image can be interpreted rather easily, whereas the scattering
processes of the single-polarization MUSIC MO 1 and fully
polarimetric MUSIC with MO 2 methods are more difficult to
analyze.

The interpretation of the reflection pattern is facilitated by
the optimal MUSIC scattering vectors kmin: Fig. 15 shows
the reflection mechanisms of the fully polarimetric MUSIC
technique with model order fixed to one and two, respectively.
The wall–ground interaction points of the three buildings are
associated with the second component of the Pauli polarization
basis (hh− vv). At the roofs, the first (hh+ vv) and second
contributions are dominant for buildings one and two. Volume
reflection (hv) can be observed at the top of building three,
which may be explained by its structure or its orientation
with respect to the flight path. Inside the courtyard, the
backscattering of an object at around 10 m is related to the third
term of the Pauli basis. The rather broad peak and the high

side lobes below 0 m suggest that it represents the response
of a distributed target such as a tree canopy. The strong signal
at approximately 0 m on its right side might be caused by
backscattering from the tree trunk and ground.

V. DISCUSSION AND CONCLUSION

In this paper, new polarimetric algorithms have been con-
ceived to estimate the polarimetric reflectivities and reflection
types from MB POL-InSAR data for the purpose of 3-D imag-
ing. First, a signal model has been adapted to the polarimetric
case, leading to the concepts of the MBPI steering vector
and the polarimetric reflectivity. Subsequently, the spectral
analysis techniques have been generalized to the polarimet-
ric MB InSAR configuration. These new methods enhance
the phase estimation of scatterers not only by increasing the
dimension of the observation space but also via calculating
optimal polarization combinations. They permit the retrieval
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Fig. 15. Large scene: Pseudotomographic slice of the optimal MUSIC scattering mechanisms kmin. (Top) Model order fixed to one. (Bottom) Model order fixed
to two.

of the spatial frequencies, the associated optimal scattering
vectors, and the polarimetric (pseudo)reflectivities. The opti-
mal scattering mechanisms allow for examining the reflector
physical properties by analyzing their polarimetric behavior.
The nonparametric beamforming and Capon algorithms have
been generalized to the MB POL-InSAR scenario to extract the
spatial frequencies, the corresponding optimal reflection mech-
anisms, and the polarimetric reflectivities. The superresolution
polarimetric MUSIC approach has been conceived to determine
the spatial frequencies, the related scattering types, and the
polarimetric pseudoreflectivities. Their mathematical features
have been explained in detail.

The proposed techniques have been applied to fully po-
larimetric dual-baseline interferometric SAR measurements of
an urban scene to compare and validate their performances.
First, the layover of a single building has been thoroughly
examined by means of 3-D imaging: The single-polarization
and fully polarimetric beamforming algorithms generate 3-D
images having broad peaks and significant leakage. Although
the single-polarization and polarimetric Capon methods are
capable of narrowing the resolution and diminishing the side
lobes, they remain intricate to recognize the complex character-
istics of the building layover. The single-polarization MUSIC
technique of MO 2 detects only the height of one source.

The pseudotomographic slices calculated by the single-
polarization and fully polarimetric MUSIC algorithms of MO 1
exhibit fine resolution and noticeably reduced side lobes: For
the wall–ground interaction samples in far range, one backscat-
tering source at the building base is identified. The elevation
of one component can be determined inside one azimuth–range
resolution cell close to the sensor position, corresponding to
the roof. The 3-D image of the polarimetric MUSIC method of

MO 2 shows one target in far range at the ground. Over-
modeling or an object near the ground–wall interaction points
blurs slightly the peak in comparison with the polarimetric
MUSIC approach of MO 1. The polarimetric MUSIC MO 2
algorithm discerns two neighboring constituents within a single
azimuth–range resolution cell for samples close to the sensor
location: One reflector is positioned on the building top, and
the other is along the wall. The height separation is far beyond
the Rayleigh resolution, i.e., much lower than the height of
ambiguity of the large baseline.

The MUSIC methods, particularly the polarimetric MUSIC,
possess the best performance among the spectral estimation
techniques regarding spatial resolution, side lobe suppression,
and target identification. They are most robust to process
data acquired by a nonuniform nonlinear sensor array. These
techniques are appropriate for solving the building layover
problem, i.e., recovering two or more components within one
azimuth–range resolution cell.

Examining the optimal polarimetric MUSIC reflection types
supports the 3-D image interpretation: Double bounce prevails
at the wall–ground interaction points. The scatterers caused
by the roof are related to surface reflection. In near range,
the polarimetric MUSIC technique of MO 2 differentiates two
close sources associated with disparate polarization signatures:
Besides surface scattering from the building top, the targets
along the wall correspond to double bounce.

Finally, large heterogeneous urban areas have been an-
alyzed, including several buildings, other man-made ob-
jects, and different kinds of vegetation. The building base
and roof are conspicuous. Moreover, the heights of reflec-
tion effects induced by natural distributed targets have been
determined.
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In the future, the developed techniques shall be applied to
tomographic observations including more than two baselines.
This will lead to enhanced 3-D imaging quality with respect
to refined resolution in elevation and leakage reduction. Fur-
thermore, the performances of fully polarimetric and dual-
polarization approaches shall be compared: It is anticipated that
copolarized channels (hh+ vv and hh− vv) are most impor-
tant in urban areas, whereas copolarized and cross-polarized
measurements (e.g., vv and hv) are essential for forested
scenes. These studies can be carried out using airborne data
sets, e.g., from the E-SAR/F-SAR system of DLR, or space-
borne measurements, e.g., from TerraSAR-X and TanDEM-X.
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