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Abstract 1. chooses a broadcast seckgt (intended for the se),
2. encryptsK, usingn keysK.; - - - K¢y, and
Broadcast encryption (BE) deals with the problem of establishing a se3. transmitsn valuesEk_, (K3),1 <1i <n.

cret, shared byy = G — r privileged nodes, among a s&t nodes. The keysK.; - -- K., are chosen in such a way that none of
Specifically, a set of revokednodes are denied access to the secrgl,. nodes inG » can (using their preloaded secrets) “discover”
Many schemes to address this problem, based on key pre-distribugﬂ of the keysK.,; - - - K.n, while the remainings — r nodes

€ ens

schemes (KPS), have been proposed in the literature. Most statgpp . = Go \ Gy may be able to discoveat least oneof the
the-art methods employ tree-based techniques. Howeamdomkey secretsk.. - - - K.n, and thereby gain access to the sedfgt
pre-distribution schemes (RKPS), which have received a lot of attﬁ*gl'pically ‘the sodrce of the broadcast doeg careif the nodes

tion in the recent past (especially in the context of ad hoc and sermoLU\GO gain access t&,. For example, if the? nodes shared

network security), also cater for BE. In this paper we analyze the pgr‘secretKNO beforethe broadcast, the shared secret between

formance of BE using RKPSs. While in most tree-based methods fﬁg nodes irG, after the broadcast may b, & K, - which
source of the broadcast is assumed to be the root of the tree (“'}lﬁ?ner the explicitly revoked nodes @ or the ot?wer nodes

asymmetric cryptographic primitives can be used), BE using RKP@S\ G, can gain access to - the former do not have acce&s to
caters for BE bypeers- without the need for asymmetric cryptographyand the latter do not have accesssa,
o

Furthermore, unlike most BE schemes where the identities of the rﬁ'—he efficiency of BE schemes is usually measured in terms of:
voked nodes have to be explicitly specified, BE using RKPSs allow for '

protecting the identities of the revoked nodes, which could be a usefd- The bandwidth needed for the broadcast. More specifically,

property in application scenarios where privacy is a crucial issue. the number of encryptions needed to securely convey the
broadcast secret, and overheads, if any.

2. Resilience of the scheme to collusion of revoked nodes.

3. Storage complexity at the receivers of the broadcast.

4. Computational complexity for recovering the broadcast se-
cret for each receiver.

Computational complexity involved in choosing the keys
K1 -+ - K., by the source of the broadcast.

1 Introduction

Broadcast encryption (BE) [1] provides a means of establishing
shared secret betweerprivileged nodes, among of a set Gf '
nodes, wherg+r = G, and ther nodes which areotprovided

with the secret are usually referred to a revoked nodes. For sitEficient solutions to the problem of broadcast encryption has
ations whergy << G it may be more efficient to set-up a sharetgceived a lot of attention since the problem was defined by Fiat
secret between nodes using unicast transmissions. Howeverand Noar in Ref. [1]. Most current state of the art solutions [3] -
for scenarios where << G (or g ~ G) such an approach is[8] are tree-based, where the source of the broadcast is assumed

very inefficient. BE schemes provide a very satisfactory sol@-be the trusted authority (TA) at the root of the tree, who dis-
tion for cases where << G. tributes the secrets in the first place. However, such schemes can
In many application scenarios [2], BE may assume a S|igh99nerally be extend_ed to permit br_oadpa_sF by parties other than
different form. The universe, or the 8t consists of all nodes 1€ TA - if asymmetric cryptographic primitives are employed.
in the system. Out of U |= N nodes, there may exist a subset!n this paper we consider BE using random key pre-distribution
Gy € U of G nodes. Typically, thes nodes share a secret (§chemes (RKPS). Though RKPSs can also be deployed in a tree-
priori), privy only to the nodes in the sét,. The problem that like hierarchy, we restrict ourselves to a “flat” deployment. We
BE needs to address in this case, is the efficient disseminafié#ie that BE using RKPS schemes offers many advantages over
of a secret to all nodes i - except a subsetr € G, of r the better known tree-based BE schemes for many application
nodes. At the end, this results in a new suli$et= G, \ Gp scenarios. Specifically, the two primary advantages offered by
of g = G — r nodes, which now share a secret (not available f<PSs (over tree-based schemes) are:

nodes not inG). 1. they permitany node to perform BEwithout the use of
Typically, BE is realized using some form of key pre- asymmetric cryptographic primitives

distribution, where a set df secrets are distributed to each node2. they permit revocation of nodes withoexplicitly specify-

in the universe ofV nodes (before the system is deployed). The ing the identities of revoked nodes - which is potentially

source of the broadcast then very useful when privacy is a concern.



The rest of this paper is organized as follows. In Section 2 wient for securing such networks. This is perhaps the reason for
briefly review KPSs, with an emphasis on RKPSs. In Sectiognewed interest in KPSs in the recent past.
3 we provide a quantitative analysis of the efficiency of BE us-
ing RKPSs. Discussions, interpretations and comparisons V\Qtrl
other BE schemes, and some potential applications is the topic

of Section 4. Conclusions are offered in Section 5. KPSs based on the concept of pre-loading subsets (say of car-
dinality k) of keys in each node, from pool of P keys, has
. . been employed by various researchers, for very different cryp-
2 Key Pre-distribution tographic primitives. Perhaps the earliest example is the ma-
trix [16] key pre-distribution scheme by Gong et. al. The ap-
A KPS consists of a trusted authority (TA), andnodes with pications employing preloaded subsets range from discovery
unique IDs. The TA chooseB secretsk and two operatorg()  of shared secrets for pairwise communications [16] - [23], and
andg(). The operatoy (), is used to determine the secrétthat more general group communications [22], [24], and broadcast
are preloaded in nodd. Two nodes with IDsA and B, with 5 thentication [26], [27], [28].
preload_ed secretfg andB can dls_,cover a unique shared secre{yjje the earlier methods based on preloaded subsets favored
K 4 using apublic operatory () without further involvement of jaterministic allocation of keys to nodes [29] (most of them per-
the TA. The restrictions on the operatof) and g() in order |,,h¢ motivated by Erdos et. al's seminal work on intersections
to satisfy these requirements can be mathematically state%f:ﬁ}]ite sets [25]), Dyer et al [27] was perhaps the first to point
follows: out the advantages odindomallocation of subsets. A very ele-
S, = f(R,ID); gant framework for analysis of the security of random preloaded
‘ s subsets was also presented in [27]. Recent attempts in this di-
Kij = 9(8,1D;) = g(S;,1D;) rection too, [17] - [22] favor random [17], [18], [23] or pseudo-
= f(R,ID;,ID;) = f(R,ID;,1Dj). (1) random [19], [22], allocation of keys (in this paper we shall col-
lectively refer to them as RPS or random preloaded subsets).
As g() is public, it possible for two nodes, just by exchanging/hile all RPS based methods are essentially similar, the pri-
their IDs, to executegy() and discover a unique shared secrehary advantage of the methods which empiseudo-random
As the shared secret is a function of their IDs, their abl'lty tdlocation of subsets, is that they provide a simple and elegant
arrive at the shared secret provides mutual assurancéstw way for nodes to determine shared secrets (methods based on

B that the other node possesses the necessary sBaaetsA, purely random allocation on the other hand need a bandwidth
respectively. The secrets preloaded in each node is referred {@@ssive shared key discovery process).

the nodesey-ring We shall represent by, the size of the key  Formally, a( P, k) RPS employs a TA who chooses an indexed

fing. _ o set of P keys K --- Kp. Each node has a unique ID. The TA
The primary advantage of KPSs is their ability to cater for a@hooses public random functidfk p5 (), which when “seeded”

hoc authentication without active involvement of a trusted aply a node ID, yields the allocation of keys for the node. Thus

thority, and without employing asymmetric cryptography. HoWor a nodeA (node with unique 1DA)
ever, this advantage comes at a price. Note that in KPSs, the keys

assigned to different nodes aret independentthey are all de- Frps(A) = {A1, Ay, ..., AL},

rived from the same set (TA's) key®. Thus an attacker who has A = {Ka,... K} )

exposed keys from finite number of nodes could compromise

the entire system. For conventional key distribution schemgsere1 < A, < P,A; # A;fori # j. In other words

(KDS) (like Kerberos [10], [11] or PKI [12]) however, as theF;pg() generates @artial random permutation of1 - - - P}.

keys assigned to different nodes &rdependentthis is not the The k-length sequencéA;, As, ..., Ax} is the index of the

case. keys preloaded in nodd (or node with ID A). A is the set
However, for evolving [13] application scenarios (likef secrets preloaded iA. Note that the indexes are public (as

MANETS [14]) where extensivanutual co-operationof re- the node ID and‘zps() are public).

source constrained (battery operated) nodes is necessary for thaiile KPSs employing random preloaded subsets fall under

very functioning, compromise of a few nodes could affect thiee category ofandomKPSs, the first RKPS, LM [30], pro-

entire deployment. Thus there is a need to take proactive stegsdsed by Leighton and Micali, employs a very different idea. In

control sizes ofttacker coalitiongperhaps by improved tech-the (k, L) LM scheme, the TA chooses an indexed set -

nology for tamper resistance / read-proofing of devices [15)etsK; - - - K, a cryptographic hash functidr{), and a public

For securing such deployments, conventional KDSes may beamdom functionF,,, (). For a node4,

“overkill” (if the entire deployment is affected if a finite number

of nodes are compromised, the fact thatKi2Sis not compro- Frm(4) = {ai,ae,...,a1},1 <a; < LVi.

mised does not help much). Thus KPSs, due to their inherent A = {“"K| 2K, ... "“K}. ©)

advantages of low resource consumption (which is also neces-

sary as deployments of wireless devices forming MANETS dreother wordsFy, () generates &-sequence of uniformly dis-

expected to include resource constrained devices), may be strffiuted random integer values between 1 dndThe nodeA

Random Key Pre-distribution Schemes



is preloaded withk keys. Theit? preloaded key is nodd is  On the other hand, if' is thesourceof the broadcast (revoking
derived by repeatedly hashing TAs keya; times. The param- A andB) C could choosé K for encryptingK.
eterL is the maximum hash depth. The notatidfy; represents
the result ofrepeatedlyhashing ofK’;, 7 times, using a (public) 3.1 Analysis of Efficiency of Broadcast Encryp-
cryptographic hash functioh(). ) f

In HARPS [24], Ramkumar and Memon proposed a RKPS lon
which is a generalization of LM and RPS. (#®, k, L) HARPS, | et us first consider the case of BE by the TA. The TA has access
the TA chooses’ keys K’ - - - K p, and each node is loaded withg all secretss; - - - K (at hash depth 0). Each of theto-be-
ahashedsubset oft keys. The TA has an indexed setBfse- revoked) nodes have < P keys each. The hash depths of the
crets, a cryptographic hash functiéii) and a public random keys are uniformly distributed between 1 ahd The union of

function F'y arps(). For a node4, indexes of keys in alt nodes may stilhot contain some of the
P indexes. Obviously such keys can be used by the TA for en-

Frarps(4) = {(A1, 1), (A2, 02), .., (Ak, ar)}, crypting the broadcast secret (as none ofthedes can decrypt

A = {"Ka, ,"Ka,,...,"Ka,}. (4) them). For example if the key indéxs not present in the union

of r nodes, the broadcast secret can be encrypted safely with
The first coordinatg{ Ay, As, ..., Ay} represents the index ofL
the keys chosen to be preloaded in nqueand the second COOr- Now consider a key indexedwhich howevery of ther nodes
dinate{a, a, . .., ax}, the number of times each chosen key j$ave. et us assume that the hash depths of thdesys are
hashed (us_ing cryptographic hash functidn) before they are dy -+ dy, With dpin = min(d; - - d,,). The TA could still use
preloaded in the node. key%min—1 K, to encrypt the broadcast secret. Proceeding in this
Note that LM and RPS are actually SpeCial cases of HARR§5h|0n, the TA could now usen an averagesomen keys at
LM is HARPS with P = k, and RPS is HARPS witlh = 0 (or  each hash depth< j < L, for encrypting the broadcast secret.
keys are not hashed before pre-loading). With thesen = Zle n; keys the TA hopes to “reactévery
privileged node. Some of the transmitted keys may be useful
. . to many nodes. Most may not be useful foparticular node.
3 Broadcast Encryptlon Usmg Random Once again, while the TA can encrypt the broadcast secret with
KPSs keys K, - -- Kp (at hash depth 0), they are not useful for the
purpose of reaching the nodes - none of the nodes can decipher

As HARPS is a generalization of LM and RPS we shall onfem. Thus key indexes, where the corresponding, = 1 in

consider broadcast encryption using HARPS (the special cd§gsunion of the- nodes, cannot be used by the TA for encrypting

easily follow). For BE using HARPS, the sender employs a sufe broadcast secret.

set of all secrets not covered by the union ofithevoked nodes. However, while it is guaranteed that none of theodes (even

If we represent byR the entire set of secrets that the source hhghey pool all their secrets together) can decipher the broadcast

access to, and lfy, the secrets covered by the unionrafodes, secret, there is a possibility that some of ghe G —r privileged

each of theéndependensecrets iR \ S, can be used to encryptnodes too mayot be able to decrypany of the n encryptions.

the broadcast secréfs. We shall represent by,, the probability that an arbitrary node
among the group aof previliged nodegannotuseany of then

Indexes 1 2 3 4 5 6 7 8 keys. In such an event, on an average, privileged nodes may

A 4 2 x 1 x 3 x x not be able to decrypt the broadcast secret. As long as< 1
B x 3 1 x 3 2 x X this may not be a serious issue. !
di 3 1 00 2 1 4 4 Note that it is also possible to trade-gff for bandwidth (,
C x 3 4 1 x x 2 X the number of encryptions needed). For instance, the TA may
D 2 x x x 3 1 4 x decide to send only a subset of the encrypted secrets in order to

meet atargetp,. For thegp, nodes (on an average) that may be
missed, the TA could send the broadcast secret using the secret
he TA shares with every node (the secret shared between the TA

Consider the illustrative example above. The TA chod3es 8

keysK, --- Kg,andk = 4, L = 4. In other words, each node i
provided with a subset df = 4 keys and each key has a “has . ; i
depth” between 1 and 4 (random and uniformly distributed). nd any node can be a functionaf & keys in the node - as the

the example, nodd has keys with indexes= 1, 2,4, 6 at hash has acce_ss toall _secrets).
depths 4, 2, 1 and 3 respectively (or kéyis,2K,, 'K, and The question now is, how many secrets (on an average) does

3K ). The rowd; is the hash depths the T&anemploy for each the TA need to transmit? But prior to that, we need an estimate

1 < i < P for encryptingk, which revokesA and B. TA can the number of keyaj, 1 < j < Lthatthe TA can use. Itis easy
use keyS K, 1Ky, 2Ks, 1K, 1K+, and* K. to see that forj = L, then; keys correspond to the keys that

none of ther nodes have (aany hash depth). The probability

NodeC can use’ Ky for decrypting the secret. Nod@ can that any node has a key indexeid ¢ = %. Thus the probability

3 1 4 i 0 i
use’ s, or ' Kg or ' Ks. While the TA can us€K’; and K, it Jhatnone of the nodes have keyis (1 — ¢)". In other words
does not serve any purpose - no node can decrypt the broadcast

secret encrypted with those keys. n, =P -¢&". (5)



Now let us evaluate the expression foy for a generalj. Let wherep,, = (1 —¢1). The optimal choice of; is therefore
us assume that out of » nodes have some key indéxthe

probability that exactly: > 0 out of r nodes have thé"key is o 1
(€4 (1 =& v, 1 < u < r), with corresponding hash depths &\ 9p, 10g(poy )
dy - - - d. Under this condition, the TA can employ hash depth q log (po )
j for the keyi if dpi, = min(dy ---d,) = j + 1. As each !
d;,1 <1 < wis uniformly distributed between 1 ard resulting in an overall minimum bandwidth (number of encryp-
) ) ) tions of the broadcast secret needed for the broadcast) require-
Pr{dmin =j+1} = Pri{dmin >j} = Pr{dmin >+ 1} |ant of
L—j)—(L—j—1)
_ (L=J) L(u i—1 ©) i
* ) * / ”2
Thus the probabilityr; that the TA employs hash depghfor fle = (,;1n3> g+ 98 (po) - (13)
keyi is =
" /r (L—j)"—(L—j—1)" As HARPS is a generalization of RPS [22] and LM [30], ex-
= Z ( )f“(l — &) , (7) tension of the results above to LM and RPS are trivial. For LM,
U Lv L. .
u=1 & = 1. Which impliesny, = 0 and
and A\ ; r
nj = (L=j)=(L=j—1) (for LM scheme)  (14)
n; = P7Tj. (8) Lr

In order to decrypt a secret encrypted with key indexdepth  For RPS, all KPS keys (th® TA's secrets and thé secrets in
4, the node should have the secr@trobability¢) at depth < j €ach node) have the same hash depth. so only keys that none of
(probability £). Encryption keys that use higher hash depths dher nodes have (which occurs with probability — £)" can be
thus “more useful.” Thus for a particular encryption key at hastged - om = P(1 — £)". The probability of outage in this case
depth; (or any one of they; keys) the probability of outage isiS po = (1 — £)". Once again, not ali keys may be needed.

Po, = (1 — g%)_ Only ¢ < n keys may be chosen in order to minimize
The TA does not have to usdl n = Zle n; keys. The TA nt o= q+g(l-g), (15)

may instead only use a subset= Zf: n; keys. In the case
the probability of outage for any node (or the probability that@r
cannot decipheany of ther:q n; encryptions) is

log (glog;_(ifi)

L - )
vy =TI -elym @ mm( og1-9 " U 5))' (16)

The total number of encryption needed to convey the secret fo<tension of the analysis above to broadcast encryption by
all g = G — r nodes is therefore peersis also trivial. Note that if the source is a peer, it may

not be able to use all possiblg keys at depthyj that the TA
L can. It can use a key at depthonly if the source nodbasthe

Ne = Z nj | + gp,- (10) key (probability¢) andeven if has a key for that index, the hash
i=q depth of the key should be less than or at least equal Tdus

o ] all we need to do is to replaee; in all the equations above by
The source (TA in this case) would first try to use all keys at

depthj = L. If that does not yield a satisfactopy, the TA &5

would then try adding the keys at depth= L — 1, and so on. Mjp =577

Thus if the broadcast uses a minimum deptly @fimplies all

possible encryption keyabovedepthq will be chosen How- .
ever, it isnotgenerally necessary thall possible Keysat depth 4 Performance Evaluation

q are chosen. Out of the, possible keys only.; keys may be
chosen. Table 1 shows the performance of HARPS, RPS and LM for

broadcast encryption (both by TA and by peers) for 3 different
L , ;L = values of the group sizes (roughly a thousand, million and bil-

ij:nq_H n;, above d?Pth] ife chosen (op, = Hj:q+1(1 lion) for k = 500. For LM and HARPS,L = 64 (the largest

§1)"7), then the choice oh; < n, would result in an overall paqh depth permissible). For HARPS and RPS we assume that
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If the probability of outage isp!, after all possible keys

bandwidth of an optimal value of = % is chosen for each case ((for a given
L r and@) - the optimal value of is also indicated within paren-
Ne = Z n; | +nk+ gp), (po,)" (11) thesis for the case @¥ = 1024.
j=q+1 Some of the points worth noting are the following:



Table 1: Performance of broadcast encryption in terms of number of encryptions negessanoked nodefor various values of
r using random KPSs, for group sizés= 2!, 220 230 (roughly a thousand, million and billion), fér = 500 andL = 512. For

RPS and HARPS the corresponding optimal choicg, afre also indicated within parenthesis.
Broadcast Encryption By TA

|

|

r G =21 G=20 G = 2%
HARPS RPS LM HARPS | RPS | LM HARPS | RPS LM
2 1.456(0.994)| 1.710(0.926)| 1.457 | 2.886 3.548| 2.888 | 4.504 5.638 | 4511
4 1.456(0.867)| 1.687(0.700)| 1.485| 3.065 3.666 | 3.173 | 4.924 6.010 | 5.168
8 1.393(0.593)| 1.586(0.442)| 1.528 | 3.102 3.644| 3.605 | 5.095 6.098 | 6.247
32 | 0.139(0.189)| 1.272(0.137)| 1.645| 2.887 3.333| 5.873 | 4.951 5.825 | 21.56
64 | 0.988(0.099)| 1.096(0.073)| 1.714| 2.721 3.128 | 17.667 | 4.777 5.600 | 1.1e4
128 | 0.829(0.052)| 0.912(0.039)| 1.749 | 2.544 2.914 | 267.07 | 4.580 5.355 | 2.7e5
] Broadcast Encryption By Peers \
2 | 1.464(0.996) 1.738(0.923)] 1.469 | 2.915 | 3.625| 2.0174| 4571 | 5.910 | 4.579
4 1.521(0.862)| 1.833(0.667)| 1.558 | 3.299 4.248 | 3.455 | 5.453 7.459 | 5.865
8 | 1.596(0.667) 1.961(0.368) 1.863| 3.894 | 5.348| 5.898 | 7.017 | 11.452| 315

voking 1 to 32 nodes! This is due to the fact that a minimum
number of encryptions (145 for HARPS and 197 for RPS in this
case) have to be transmitted to achieve the desired probability
of outage - irrespective of the number of revoked nodes. The
loss in efficiency is very high especially for small However,

Table 2: Performance of HARPS and RPS designed fer64,
G = 229, for other values of. For HARPS,P = 6080,k =
500, L = 512. For RPSP = 8435, k = 500. The figure repre-
sent thetotal number of encryptions needed to revakeodes.

r 14 54 ii 121 (13;14 IS ?8 HARPS designed for somedegrades much more gracefully for
"H o o 5 5 o 5 largerr when compared to RPS.
ng | 197 | 197 | 197 | 197 | 203 | 1972 | 8.5e5

While the LM scheme does not have this problem, it does not
perform very well for large- (especially for large group sizes).

1. For small group sizes the efficiency of BE using RKPSs Ifsmight_appear at first sigh_t that revocation can always be per-
significantly better than tree-based methods (the most gfitmed in smallebatchesusing LM (where a subset of nodes is
cient of which requires about 1.25 encryptions per revokEgyoked in each batch) with small batch sizes, without any loss
node. of efficiencyt. However, this is not desirable. While the tree-

2. The same keys can be used for various group sizes viis€d schemes by Noar et al [3] and Halevy et al [4], are resis-
increasing efficiency as group size reduces. For tree-bat¥} t© coIIu“s|on of a,I’I revoked nodesen if they were revoked
schemes the number of secrets provided to each node wdigfferent “batches’ for broadcast encryption using random
depend on thenaximunpossible group size. Even thougt"ﬁpss* the system is resistant only to collusioralbhodes in a
the same secrets can be used for smaller group sizes, . _
cannot be used with greater efficiency. In the exampldhus a solution to this problem may be to use many systems

above we have used the same- 500 for all group sizes. in parallel with different values of (in practice 2 systems with

- . xi = 1 and¢ = 0.1 may be sufficient) could be used. For
However, the efficiency of BE with RKPSs depends on the Sig€ample, we could usk, — ky — ks — k4 — ks — 200, and

of r. For HARPS and RPS, for eactwe have chosen the opti—P1 — 200, P, — 400, Ps — 800, P, — 1600, Ps — 3200), or
mal value of¢ (the optimal value of also depends on the grou%ﬁectivelyk — 400 x 5 = 2000 and P = 400 -+ 800 - 1600 +

sizeG, but to a much smaller extent). For LM (by definitiog), 3200 + 6400 = 12400). Alternately a system could havekeys

is always one. As it is not practical to change the value_an‘ter K, --- K p, and the probability that keyis assigned to any node

deployment, for any deployment of RPS / HARPS (with SOme, 4 heg, — ,,7(i) wherey is appropriately chosen such that

k,£). there would be aoptimalchoice ofr. _0<puf(i) < 1andf(i) is a monotonic function of. Figure 1
For instance, consider a HARPS deployment optimized {@éft) plots the bandwidth required vs(from 1 to 200) for such

r = 64 with k = 500, P = 6080, L = 64, for a group size 3 hybrid HARPS deployment with = 200 x 5 = 1000, and

of 1 million. While the number of revocations per node is only — 900 250 + 800 + 1600 + 3200 = 6050, and = 512, for

about 2.721 encryptions per node-it= 64, in practice smaller grqyp sizes of roughly a thousand, million and a billion. There is

sizes ofr need to be catered for. In general, HARPS or RPS dgswever asoftupper bound on the size pfwhich also depends

signed for large- would perform very poorly for smalt. Table o, the group siz&). Asr increases, it may not be possible for

2 lists the number of encryptions needed for revokingodes the TA to find enough keys to use for encrypting the broadcast,
forr = 1,2,4,8,16,32,64 and 128 (in terms ofotal number

of encryptions- not number of encryptjons per revoked node). 1he resuits in Table 1 are in terms of number of encryptipersrevoked
Note that thesamenumber of encryptions are needed for rewde.




and thus will not be able to attain a low enouyghto ensure that the MACs. However, such approaches have the disadvantage

all intended nodes can be reached. of large bandwidth requirements (the number of appended au-
Figure 1 (right) is the plots for broadcast encryption by peetgentication codes; may be high).

for group sizes of a thousand and a million Broadcast encryptiohhe second class of methods, based on one-way hash chains

by peers is impractical for large group sizes andhe number [31] have been investigated by various researchers [32] - [34].

of keys a source can employ is substantially less than the numhih this approach, the source creates a one-way hash chain

of keys the TA can. and uses a value from the hash chain to calculate the message
authentication code for a message to be authenticated. Later
41 Overheads the pre-image of the value used is made public. At this point

the verifiers are assured that the source that transmitted the first
Apart from the encryptions of the secrets, for BE schemes thgssage was the one who released the pre-image (as no one else
source should also indicate the identities of the revoked nod&), in practice compute the pre-image of a disclosed value).
For revocation using random KPSs (while this can also be dorfdgwever, such methods typically need tolimotstrappedrom
itis more efficient (both in terms of bandwidth needed and compre-authenticated vaftie
putational complexity at the receiver) to instead provideithe Thus a satisfactory solution may be to use RKPSs for boot-
dexes of the keys ustat encryption (and additionally, their cor-strapping hash-chain based techniques. In other words, the more
responding hash depths in case of HARPS and LM). bandwidth expensive authentication using RKPSs could be used

The expression for the overheads can be obtained eas”yf(b’ythe first broadcast to authenticate the “commitment” key in

considering the entropies of the indexes and the hash depfitg.hash chain, and subsequent broadcasts can be authenticated
Leto; be the entropy of overheads for transmitting indexes of tR¥ releasing pre-images of the commitment.
subset of? keys that are used for encrypting the broadcast secret
(n. out of P keys are used). If we defifé(x) = —zlogy(x),

we have 4.3 Pros and Cons

Ne P—n, ) A summary of advantages and disadvantages of broadcast en-
op=7Pr {H (?) +H ( Iz ) } bits. cryption using RKPSs (as opposed to state-of-the-art tree-based
schemes in [3] and [4]) are as follows
Let O4 be the entropy of the hash depths for theencryption

keys used. Or 1. Advantages:

I (a) broadcast by peers without the use of asymmetric

on=n. > 1 (%2 ) bis cryptography |
= Te (b) higher efficiency for smaller group sizes

(c) flexible group / universe size - no hard limit on the
Typically, the overheads range between 10 to 40 bits per re- maximum size of groups or the total number of nodes.
voked node. However, more important than the reduced over- (d) ability to protect identity of revoked nodes.
head (compared to tree-based schemes) is the fact that this caters (e) lower bandwidth for overheads
for privacy -by protecting the identities of the revoked nades () the secrets used for broadcast encryption can also be
used for mutual authentication and broadcast authen-
tication.

4.2 Broadcast Authentication
2. Disadvantages:
In practice, broadcasts meant for revoking nodes need to be

authenticated. This calls for the ability to cater for broadcast (&) Limit (though soft) on the size of total number of

authentication. Various techniques for broadcast authentication nodes that can be revoked while still catering for re-
(without employing asymmetric cryptographyhave been con- sistance against collusion afl revoked nodes. _
sidered in the literature. Such techniques can be divided intotwo ~ (b) For very large group sizes (say a billion or above) it
main classes: may be impractical for the source of the broadcast to
o ) verify if all privileged nodes can decipher the broad-
1. Instantaneous authentication techniques cast. Thus

2. Authentication using delayed disclosure i. the source may have to sacrifice the bandwidth

With the first class of methods (based on key pre-distribution), efficiency (by using more keys for encrypting
broadcast authentication can be achieved by appending many the broadcast secret) and target a value of outage
key based message authentication codes (MAC) [27], [26] - [28], probabilityp, that is considerably lower than the

- one corresponding to each of tiekeys the source node it inverse of the group size{ << &), in order to

has in its key ring (all random KPSs cater for broadcast au- render the probability of such an event very low,
thentication). Any verifier may be able to verify a subset of or

2|f asymmetric cryptography is feasible, broadcast authentication can be3The first class of methods - methods based on key pre-distribution - do not
achieved using digital signatures which can be verified by any receiver. need to be bootstrapped.
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Figure 1: Performance of broadcast encryption using a hybrid HARPS scheme emplayifigc 200 = 1000, P = 200 + 250 +
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ii. the system should cater for such “accidentallyscribers by providing continuing subscribers with a new secret).
missed nodes to approach the source and receiVigh the possibility of broadcast encryption by peers, any node
the secret through alternate channels (the sé@&s the ability to become a publisher, and distribute secrets to
ond approach is perhaps more practical for larggher nodes. In pub-sub systems one very important issue is
group sizes). protection of the privacy of publisher-subscriber relationships.

Thus tree-based broadcast encryption schemes (even when they

are used with asymmetric cryptographic primitives to facilitate

broadcasts by peers) which need to explicitly specify the identi-

4.4.1 Wireless Ad Hoc Network Security ties of the revoked nodes may not be very suitable for this pur-

. . _ . pose.
Security solutions for (wireless) mobile ad hoc networks could

benefit greatly if nodes in a vicinity could establish shared se-

crets whileselectively excludingome nodes. As an example, it )

could be very useful in many ad hoc routing protocols if nod&s Conclusions

could establish a shared secret with all their 2-hop neighbors -

which are not provided to 1-hop neighbors [35], [36]. This coulfle discuss the applicability of random key pre-distribution

for instance, help nodes authenticate their messages to the§ckemes for broadcast encryption and argue that this may be a

hop neighbors and ensure that one-hop neighbors do not mogd#gful paradigm in many application scenarios. One of the main

the contents of the packet they forward. This could be easilortcoming of broadcast encryption using random KPSs is the

realized by a broadcast which “revokes” all one hop neighborigmit on the number of nodes that can be revoked. While BE can
In such scenarios, it is more important that the explicitly retill be performed in batches to overcome this “soft” limit, the

voked nodes ardeniedaccess to the secret, than ensuring thedllusion resistance holds only for nodes within each batch.

all other nodes actually receive the secret. Obviously, the sgfowever, in scenarios where privacy is an important issue, and

of excluded nodes need not be based just on hop counts - thejeit may be infeasible to employ asymmetric cryptographic

may be other reasons to choose the set of revoked nodes. grifiitives, BE using random KPSs can be a very useful tool -

instance, in scenarios where nodes maintain a “neighborhegglecially since the same secrets used for BE can also be used

watch” [37] and rate the trust-worthiness of each node, nodgsmutual authentication and broadcast authentication.
may need to exchange information, while shielding it from the

node (or nodes) with “questionable morals”.

4.4 Potential Applications
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