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Abstract

We construct a delegation scheme for all polynomial time computations. Our scheme is
publicly verifiable and completely non-interactive in the common reference string (CRS) model.

Our scheme is based on an efficiently falsifiable decisional assumption on groups with bilin-
ear maps. Prior to this work, publicly verifiable non-interactive delegation schemes were only
known under knowledge assumptions (or in the Random Oracle model) or under non-standard
assumptions related to obfuscation or multilinear maps.

We obtain our result in two steps. First, we construct a scheme with a long CRS (polynomial
in the running time of the computation) by following the blueprint of Paneth and Rothblum
(TCC 2017). Then we bootstrap this scheme to obtain a short CRS. Our bootstrapping theorem
exploits the fact that our scheme can securely delegate certain non-deterministic computations.
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1 Introduction

The theory of computation has been shaped by the study of proof systems that allow a powerful, yet un-
trusted prover, to convince a weak verifier of the validity of a computational statement. Examples include
NP proofs [CooTll, [Kar72], single-prover and multi-prover interactive proofs [GMRSS, BGKWS88|, probabilis-
tically checkable proofs [FGL™91l [BELS9T] [AS92] IALM™98|, and zero-knowledge proofs [GMRSS].

In this work we focus on the following setting motivated by the problem of securely outsourcing com-
putation. A verifier wishes to evaluate a program M (represented, for example, as a Turing machine) on
an input x but it is either not capable or not willing to spend the computational resources required to
evaluate M (z). Instead, the verifier delegates this computation to an untrusted prover that provides the
verifier with the output y = M (x) together with a proof II convincing the verifier that the output is indeed
correct. Importantly, verifying this proof should be much easier than evaluating M (x). Additionally, the
resources required to generate the proof should not be much greater than the resources required to perform
the computation. In the literature, such systems are often referred to as doubly-efficient proofs or proofs for
delegating computation.

Classic results on interactive proofs give rise to interactive proof systems with very efficient verification
[Sha92 IDFK™92, [GKR08|, [Kil92]. However, in many settings, it is crucial that proofs are non-interactive
and consist of a single message from the prover to the verifier. It is known that, under standard complexity
theoretic assumptions, non-interactive delegation schemes require both computational assumptions and a
common reference string [Sha92l [GH98]. The common reference string (CRS) is generated once and can
subsequently be used to generate and verify proofs. While for every CRS, there exist accepting proofs for
false statements, it should be computationally infeasible to find such proofs for an honestly generated CRS.

Another key property we often require is public verifiability: anyone should be able to verify the proof,
and no secret information, such as a trapdoor on the CRS, is needed for verification. Delegation schemes that
are both non-interactive and publicly verifiable are particularly useful in applications: they let us compute
short certificates of correctness for complex computations that can be easily verified by anyone at anytime.

In the literature, many delegation schemes have been proposed offering different tradeoffs between secu-
rity and functionality. These schemes can be roughly divided into three groups:

Schemes from non-standard assumptions. Extensive work, starting from the seminal work of Micali
[Mic94], and continuing with [Grol0} [Lip12, [DFHI2, [GGPRI3, BCI™13, BCCTI3, BCC*14], con-
structed publicly verifiable non-interactive delegation schemes that can prove even non-deterministic
computations. However, the soundness of these schemes is proven either in the Random Oracle
model [BR93] or based on non-standard hardness assumptions known as “knowledge assumptions”ﬂ
Such assumptions have been criticized for being non-falsifiable (as in [Nao03]) and for yielding non-
explicit security reductions. We mention that some of these works form the basis of several efficient
implementations which are used in practice.

Other schemes (for deterministic computations) are known based on non-standard assumptions related
to obfuscation [CHJV15, [KLWT5, BGL ™15, [CH16, IACC™16,/CCC™16] or to multilinear maps [PR17].

Designated verifier schemes. A line of works starting from [KRR13| [ KRR14] and continuing with [KP16,
BHKIT, BKK™ 18] designed delegation schemes based on standard assumptions (such as computational
private-information retrieval). These schemes, however, are not publicly verifiable. The CRS is gen-
erated together with a secret verification key required to verify the proof. Moreover, the CRS is not
reusable: an adversary that is able to learn whether its proofs are accepted or not can eventually break
soundness.

Interactive schemes. In the interactive setting, we can achieve publicly verifiable schemes under standard
assumptions, and even unconditionally. For example, [GKR15] and [RRR16] give interactive delegation
schemes for bounded depth and bounded space computations with unconditional soundness. The work

'For example, the Knowledge-of-Exponent assumption [Dam92] asserts that any efficient adversary that is given
two random generators (g, h) and outputs (¢g*, h*) must also “know” the exponent z.



of [Kil92] gives a four message protocol from collision-resistant hashing, and [PRV12] uses attribute-
based encryption to delegate low-depth circuits using two messages in addition to a (hard to compute)
CRS.

We therefore ask:

Do publicly verifiable non-interactive delegation schemes exist under standard assumptions?

1.1 Our Result

We construct a publicly verifiable non-interactive delegation scheme for all polynomial time deterministic
computations. Security is proven under a new decisional assumption on groups with bilinear pairings. This
assumption is efficiently falsifiable and holds in the generic group model. Our assumption is over a group G
of prime order p equipped with a bilinear map:

Assumption 1.1. For every a(x) = O(log k), given the following 3-by-oc matrixz of group elements:

sY st s*
sTtt _ gsot gs t gs“t
9" )ico = 9 g g :
F€[0,a] gsot2 gslt o gsatz

for random g € G and s € Z,,, it is computationally hard to distinguish between the case where t = s**T!

and the case where t is a random independent element in Z,.

Under this assumption we construct a publicly verifiable delegation scheme for all polynomial time
deterministic computations. The soundness of this scheme is adaptive: it holds even when the adversary can
choose the computation as a function of the CRS.

Theorem 1.2 (Informal). For every constant ¢ > 0 and polynomial T = T(k) there exists a publicly
verifiable non-interactive delegation scheme with adaptive soundness for any time-T Turing machine under
Assumption , The CRS and proof are of length T, the prover runs in time poly(T, k), and the verification
run time is n - T where n s the input length.

We emphasize that Theorem only relies on a polynomial hardness assumption. We note, however,
that in the soundness proof we reduce any attack on the delegation scheme with security parameter s to an
attack on Assumption with a much smaller (but still polynomially related) parameter x° for a constant
0 that depends only on €. More generally, we prove the following theorem.

Theorem 1.3 (Informal). For security parameter x and every function T = T (k) there exists a publicly
verifiable non-interactive delegation scheme with adaptive soundness for any time-T Turing machine under
the T-hardness of Assumption . The CRS and proof are of length L = TO0/10g2108.T) “the prover’s run
time is poly (T, k), and the verifier’s run time is O(L) + n - poly(k) where n is the input length.

By T-hardness of Assumption we mean that the any adversary running in time 7°(") has distinguish-
ing advantage T~ and o = O(log T). We derive Theorem from Theorem by setting x = T° for
a sufficiently small constant §. By setting k = polylog(T') we get a protocol with CRS and proof of length
Tt/ 1eglog T from sub-exponential hardness of Assumption

Delegating non-deterministic computations. Beyond deterministic computation, previous work
show how to delegate several sub-classes of NP in the designated-verifier setting under standard assumptions.
The work of [BKK™18]| give delegation for non-deterministic bounded-space computations, where the proof
length grows with the space, from sub-exponential private information retrieval (PIR). Priorly, the works of
[BHK1T7, BK18] give non-adaptive delegation for conjunctions and monotone formulas over NP statements,
where the proof length grows with the length of a single witness, from polynomially secure PIR.

We construct publicly verifiable non-interactive delegation scheme for the same sub-classes under As-
sumption [1.1] instead of PIR. Unlike in our scheme for deterministic computation, here we use a long CRS
(polynomial in the running time of the computation).



A note on earlier versions. An earlier version of this work [KPYT§| constructed a publicly verifiable
non-interactive delegation scheme with a long CRS for bounded depth computations, under a constant-size
search assumption over groups with bilinear maps. The current version strengthens the previous one in two
ways: first we show how to delegate arbitrary deterministic computations (as well as some non-deterministic
ones), and second, our delegation scheme uses a short CRS. We rely on a decisional assumption over groups
with bilinear maps.

Concurrent work. In a recent work, Canetti et al. [CCH™18|] show a publicly verifiable non-interactive
delegation scheme for log-space uniform NC computations, based on fully homomorphic encryption with
very strong security, that they call optimal security. In contrast, our scheme supports all polynomial-time
computation and security is based on a polynomial hardness assumption. One advantage of their scheme is
that the CRS is just a random string, while in our scheme the CRS has more structure.

2 Technical Overview

Our delegation construction follows a template known as bootstrapping [Val08, BCCTI13]. The idea is to
first construct a delegation scheme where the length of the CRS is polynomial in the running time of the
computation but verification is efficient (requiring only a small part of the CRS). This scheme is then
bootstrapped to obtain a delegation scheme with a short CRS.

The work of [BCCT13] introduced a bootstrapping technique for strong proof systems known as SNARKs.
A SNARK is a publicly verifiable succinct non-interactive argument of knowledge for proving NP statements.
Succinctness means that the proof length and verification time are much smaller than the NP witness.
SNARKSs are only known under so-called knowledge assumptions and constructing them under falsifiable
assumptions is subject to black-box impossibility results [GWTI]. In contrast, our focus in this work is
on constructing delegation schemes that only argue about computations in P, from falsifiable assumptions.
Therefore, we follow a different route from the one in [BCCT13].

Our construction relies on a relaxation of SNARKSs that we call quasi-arguments. Instead of the standard
argument of knowledge requirement, our quasi-arguments only satisfy a weak soundness requirement. Using
this notion, we prove Theorem in two steps:

1. We construct a publicly verifiable succinct non-interactive quasi-argument for NP with a long CRS
under Assumption 1.1

2. We show how to bootstrap any such quasi-argument into a publicly verifiable delegation scheme for
P with full soundness and a short CRS.

We start by describing the notion of quasi-arguments in Section In Section we give more details on
the bootstrapping step, and in Section we overview the quasi-argument construction.

2.1 Quasi-arguments.

Relaxing the notion of arguments of knowledge, in quasi-arguments the standard knowledge extraction
requirement is replaced by a weaker requirement that we call no-signaling extraction. This notion was
implicit in the work of [KRRI4] and was formalized by [PR17] under the name local soundness.

The notion of no-signaling extraction is somewhat technical and it is designed to capture the soundness
properties we are able to achieve under falsifiable assumptions. We therefore view this notion, not as a goal,
but as a stepping stone towards full soundness. We start by recalling the motivation behind this relaxation.
For simplicity, we focus first on the non-adaptive setting, and then discuss the adaptive definition.

A proof system for NP is an argument of knowledge if for every computationally bounded (possibly
cheating) prover, there exists a computationally bounded extractor E such that if the prover convinces the
verifier to accept a statement x with noticeable probability, then E extracts a witness w for the validity of x.
In a succinct non-interactive argument, however, extracting a witness is extremely challenging. Intuitively,



since the prover’s message is much shorter than the witness, we cannot hope to extract a witness from a
single proof. The extractor may try to feed the prover with multiple CRS’s, and reconstruct a witness from
the prover’s responses. However, the prover may compute each proof using a different Witnessﬂ Another
approach is to extract a witness directly from the code of the prover. In all existing solutions, such non-
black-box extraction is enabled by non-falsifiable knowledge assumptions.

In the weaker notion of no-signaling extraction we only require that there exists a local extractor L that,
roughly speaking, extracts small parts of a witness. In more detail, the local extractor L takes as input a
set S C [Jw|] of size at most K, and outputs a partial witness wg : S — {0, 1} mapping every position in S
to a bit. The bound K on the size of S is called the locality parameter and it is typically set to be smaller
than the proof length. We allow L to be probabilistic and produce different partial witnesses in different
executions. Importantly, these partial witnesses need not be consistent with each other. We continue to
describe the properties the extractor L must satisfy.

Local consistency. It is natural to require that L(S) always outputs a partial witness wg that is con-
sistent with some global witness. That is, there exists a valid witness w such that ws = w|s. However,
this turns out to be a very strong requirement that we will not be able to satisfy. Instead we require that,
intuitively, the partial witness wg satisfies all the local constraints defined by the statement x. To make this
concrete we first need to fix a particular NP-complete language. We use the language defined by a 3CNF
formula ¢ (or rather an ensemble of formulas, one for each input length) such that an instance x is in the
language if and only if the formula ¢, = ¢(z,-) is satisfiable. Note that in a succinct quasi-argument for ¢,
the verification time is proportional to |z| but much smaller than |¢|.

Given a subset S of the variables of ¢, the local extractor L(S) outputs a partial witness wg for z which
is a partial assignment to the variables in S. We require that a partial assignment wg sampled by L(5)
locally satisfies @, with all but negligible probability. That is, for every clause in @,, if S contains all three
variables of the clause, then the assignment to these variables satisfies the clause.

No-signaling. A partial witness wg may locally satisfy ¢, but still be inconsistent with any full witness.
In fact, if the locality parameter K is significantly smaller than ||, it may be easy to locally satisfy any subset
of at most K variables, even when the formula ¢, is unsatisfiable. As a remedy, we put an additional no-
signaling requirement on the local extractorﬂ Let U and V be disjoint sets of variables such that S =UUV
is of size at most K and let wg be a partial witness sampled from L(S). The values wg assigns to variables
in U may depend on the entire input set S (including on the variables in V') as well as on L’s random coins.
However, no-signaling requires that the values wg assigns to the variables of U give almost no information
about the input set V. That is, the partial assignment wg restricted to variables in U is computationally
indistinguishable from a partial assignment wy sampled from L(U).

Adaptive no-signaling extraction. We also consider the adaptive setting where the prover can
choose the instance z adaptively based on the CRS. In this setting we let the no-signaling extractor L
output, in addition to a local witness, the instance . We require that if the prover convinces the verifier to
accept with non-negligible probability, then, for any set S, the statement sampled by L(S) is computationally
indistinguishable from the statement sampled by the prover, conditioned on it producing an accepting proof.

The no-signaling condition must also be modified accordingly: for every disjoint sets U,V such that
S =UUYV is of size at most K, and for an instance z and a partial assignment wg sampled from L(.5),
we require that the instance z and the values wg assigned to the variables of U together give almost no
information about the set V.

%In the adaptive setting, the prover may even choose a different statement for each CRS.

3No-signaling strategies were first studied in physics in the context of Bell inequalities by Khalfin and Tsirelson
[KTS85] and Rastall [Ras85]. More recently, they were extensively studied in the context of multi-prover interactive
proofs (see [KRRI4] and references therein). Similarly to the work of [BHKI17] the no-signaling notion used in this
work is a computational one.



From no-signaling extraction to soundness. It is easy to see that any argument of knowledge
is also a quasi-argument. In the converse direction, however, a no-signaling extractor with locality K <<
|o] is unlikely to imply the standard notion of extraction or even soundness for a general formula ¢ (see
discussion in [KRR14]). Still, it turns out that for some formulas such an implication does hold. For
example, [KRRI4, [PR17, BHK17] show that for every deterministic time-T' Turing machine M, there exists
a formula ¢ of size poly(T') such that M accepts z if and only if ¢, is satisfiable, and moreover, @, is
satisfiable if and only if there exists a no-signaling extractor L for ¢, with locality K = polylog(T"). The
work of [KRR14, BHKIT] used this fact to turn a succinct non-interactive quasi-argument for NP into a
designated-verifier delegation for P with adaptive soundness. Beyond deterministic computations, quasi-
arguments were used to construct designated-verifier delegation schemes for interesting sub-classes of NP
[KP15, BHKIT, BKK™18, [BKIg|. Following the same blueprint, the work of [PRI7] constructs a publicly
verifiable quasi-argument for NP from multilinear maps and turns it into a publicly verifiable delegation
scheme.

Outline. We prove our main result given by Theorem in two steps. First we construct publicly
verifiable succinct non-interactive adaptive quasi-argument for NP with a long CRS.

Theorem 2.1 (Informal). For security parameter k, SCNF formula ¢ of polynomial size T = T(k) and
locality parameter K = K (k) < T(k) there exists a publicly verifiable succinct non-interactive quasi-argument
for ¢ with adaptive no-signaling extraction under Assumption . The CRS is of length poly(k, K,T) and
the proof is of length L = poly(k, K). The verification time is O(L) +n - poly(k) where n is the input length.

In combination with previous work [KPT5, BHKT7, BKK™18, [BK18], Theorem (or, in some case, a
sub-exponential version of it) already gives delegation for deterministic Turing machines, RAM machines and
several sub-classes of NP computations. This is done by replacing the designated-verifier quasi-argument
used in these previous work with our publicly verifiable one.

Going beyond a long CRS, our second step shows how to bootstrap any such quasi-argument to a publicly
verifiable non-interactive delegation scheme for P with a short CRS.

Theorem 2.2 (Informal). Assuming a collision-resistant hash family and a quasi-argument for NP with a
long CRS as in Theorem [2.]], there exists a delegation scheme for P with a short CRS as in Theorem [I.3

Since Assumption already implies collision-resistant hashing, Theorem follows from these two
theorems. We elaborate on the proofs of Theorems [2.1] and [2.2] in Sections [2.3] and [2.2] respectively.

2.2 The Bootstrapping Theorem.

To explain our bootstrapping technique, in this section we focus on a simplified version of Theorem [2:2] that
only gives delegation for low-space computations. We say that a Turing machine is low-space if the size
of its input n, and the size of its work tapes are bounded by poly (k) where k is the security parameter of
the delegation scheme. In particular, in such a delegation scheme, the verification time exceeds the space.
In Section we explain how to extend this construction to support arbitrary computations based on
techniques for delegating RAM computations [KP16, BHKI17].

In what follows, we give an overview of the proof of Theorem 2.2 for polynomial-time low-space compu-
tations. The proof is by induction. In the base of the induction we construct a delegation scheme with a
long CRS. In the inductive step we turn a delegation scheme into a new delegation scheme with a shorter
CRS. Both steps rely on the quasi-argument for NP given in Theorem

Theorem 2.3 (Base case, informal). Assuming a quasi-argument for NP with a long CRS as in Theorem|2.1
there exists a publicly verifiable non-interactive delegation scheme for time-T low-space Turing machines with
adaptive soundness, CRS of length poly(x,T), and verification time poly(k).

We give an overview of the proof of Theorem [2.3]in Section In the inductive step, roughly speaking,
we can shrink the CRS by a factor B of our choice, collecting only an additive poly(B) term. Each step also
increases the size of the proof polynomially.



Theorem 2.4 (Inductive step, informal). Assume there exists a quasi-argument for NP with a long CRS
as in Theorem [2-1], and a publicly verifiable non-interactive delegation scheme for time-T low-space Turing
machines with adaptive soundness, CRS of length L1(k,T), and verification time La(k). Then for every
polynomial B = B(k) there exists a publicly verifiable non-interactive delegation scheme for time-T low-
space Turing machines with adaptive soundness, CRS of length L (k,T), and verification time Ly(k) for:

Ly(k,T) = Li(k, T/B) + poly(B, Lz(r)) , Lj(k) = poly(L2(x)) -

For any d, starting with the base delegation scheme in Theorem after d applications of Theorem
with B = T4 we get a publicly verifiable non-interactive delegation scheme for time-7' Turing machine with
adaptive soundness, CRS of length 7°(1/4) . /<;20(d>, and verification time 12" . Setting d that balances the
CRS and proof lengths we get a delegation scheme with parameters as in the statement of Theorem (for a

polynomial-time low-space computations). We give an overview of the proof of Theorem in Section m

2.2.1 The base case.

We start with the base of the induction given in Theorem This step follows techniques introduced in
previous works [KRR14, [PR17, BHK17]. We describe these techniques in detail since we use them also in
the inductive step.

We construct a publicly verifiable non-interactive delegation scheme for a time-7" low-space Turing ma-
chine M with adaptive soundness, CRS of length poly(x,T), and verification time poly (k). The construction
relies on a quasi-argument for NP with a long CRS as in Theorem The first step is to translate M into
a 3CNF formula ¢ of size poly(T") such that:

1. If M accepts an input = € {0,1}" then ¢, = ¢(z,-) has a satisfying assignment that can be computed
from z in time poly (7).

2. For any computationally bounded adaptive no-signaling extractor L for ¢ with locality parameter
K = O(k) and any set S of at most K variables, the probability that L(S) samples a rejecting input «
is negligible.

We defer the description of the formula ¢ with the above two required properties to later, and first show
how such ¢ is used to construct a delegation scheme for M.

The delegation scheme. Our delegation scheme for M simply invokes the quasi-argument for . In
more detail, we generate a CRS for the quasi-argument of length poly(k, K, |¢|) = poly(x,T). The prover,
given an input z of length poly(k), computes a satisfying assignment for ¢,, follows the strategy of the quasi-
argument’s prover and outputs a proof of length poly(k, K) = poly(x). The verifier follows the strategy of
the quasi-argument’s verifier running in time poly(x).

For soundness, consider a computationally bounded adaptive prover for the delegation scheme that
convinces the verifier to accept with non-negligible probability. The quasi-argument guarantees a computa-
tionally bounded adaptive no-signaling extractor L such that for every set S of at most K variables, L(S)
samples an input x that is computationally indistinguishable from the prover’s input, conditioned on the
prover producing an accepting proof. By Property [2[ of ¢, the probability L(S) samples a rejecting input
is negligible. Since we can decide if x is accepting or rejecting efficiently (in time poly (7)), it follows that
the prover can only produce an accepting proof for a rejecting = with negligible probability.

The formula ¢. The construction of ¢ follows the standard Cook-Levin reduction. For every i € [T, ¢
contains a set S; of variables that encode the state of M and all its tapes after exactly i steps. The formula
 is satisfied if and only if:

1. The initial state and tapes encoded by S are consistent with the input z.

2. The state and tapes encoded by S; are consistent with these encoded by S;41.



3. The final state encoded by St is accepting.

It is easy to verify that ¢ is of size poly(T') and if M accepts x we can compute from z in time poly(T)
a satisfying assignment w, for ¢,. We refer to w, as the correct assignment. Note that even for rejecting
inputs we can naturally define the correct assignment w, that satisfies all the clauses of ¢, except for the
clauses checking that the final state encoded by St is accepting.

It remains to show that ¢ satisfies Property [2} for any adaptive no-signaling extractor L for ¢ with a
sufficiently large locality parameter K = poly(x) and any set S, the probability that L(S) samples a rejecting
input is negligible. Very roughly, the high-level proof strategy is as follows. For every 4, use L to sample an
input « and a partial assignment w; to the variables in S; U S;11. Then argue that for each ¢, the partial
assignment w; must be consistent with the correct assignment w, (with all but negligible probability). This
is proved by induction on ¢. For i = 1 this follows directly from the local consistency property of L. For
i > 1, local consistency implies that if the partial assignment w; is correct on S; then it must also be correct
on S;11. Then, using the no-signaling property of L, one can argue that the partial assignment w;;; must
also be correct on S;;1. Finally, if the last partial assignment to the last set Sp is correct then the input
x must be accepting. Throughout this argument, when invoking no-signaling, we crucially rely on the fact
that given z and a partial assignment wg, one can efficiently decide if wg is correct. This holds because ¢
encodes a deterministic computation and, therefore, the correct assignment w, is efficiently computable.

Arguing Property 2|in detail. For the sake of completeness, we give a detailed overview of the proof
that ¢ satisfies Property 2] sketched above. To skip these details the reader can move directly to Section [2.2.2

Fix an adaptive no-signaling extractor L for ¢ with locality parameter K = poly(x) such that K >
|S; U S;y1] for all i. For every set S of at most K variables we need to show that L(S) samples a rejecting
input x with negligible probability. First, we observe that by no-signaling, for any two sets S and S’ the
inputs sampled by L(S) and by L(S’) are computationally indistinguishable (they are both indistinguishable
from the input sampled by L(f)). Therefore, since we can efficiently decide if an input x is accepting or
rejecting, it is sufficient to show that for some set S, L(S) samples a rejecting input only with negligible
probability.

For every i € [T] consider an input x; and a partial assignment w; : S; — {0, 1} sampled by L(S;). We
say that the partial assignment wj; is correct if it encodes the same state and tapes as the correct assignment
wy, on S;. We will argue that for every ¢ € [T], w; is correct with all but negligible probability. Before
proving this fact we use it to conclude the argument.

By definition, the final state encoded by the correct assignment w,, on St is accepting if and only if z7
is accepting. Additionally, if the partial assignment wr locally satisfies ¢,,. then it must encode an accepting
final state. Therefore, if wr is both correct and locally satisfies ¢,.,. then x7 must be accepting. By the local
consistency of L, wy must locally satisfy ¢, with all but negligible probability. Therefore, if L(St) samples
wrp that is correct with all but negligible probability then it can only sample a rejecting xp with negligible
probability.

It remains to show that w; is correct with all but negligible probability. We argue this inductively. For
1 = 1, L(S1) outputs a partial assignment w; that locally satisfies ¢,, with all but negligible probability.
Since ., checks consistency of the initial state and z;, it follows that w, is also correct with the same
probabilityﬁ For ¢« < T, assuming w; is correct with all but negligible probability, we need to show that
the same holds for w; ;. Consider an input x and a partial assignment w : S; U S;1; — {0,1} sampled by
L(S;USi41). For j € {i,i+ 1} we say that w is j-correct if the partial assignment w restricted to S; encodes
the correct state and tapes as the correct assignment w, on S;. First, we argue that the probability that
w is j-correct and the probability that w; is correct are negligibly close. This follows from the no-signaling
property of L and from the fact that given an input 2’ € {x,z;} we can efficiently compute the correct
assignment w,/ and decide if a given partial assignment to S; encodes the same state and tapes. It remains

“Here we assume that the clauses checking the consistency of the initial state only involve variables in Si. In what
follows we make similar assumptions on ¢’s structure.



to argue that if w is i-correct then it is also (i + 1)-correct with all but negligible probability. This holds
since w locally satisfies ¢, with all but negligible probability and since ¢, checks consistency of S; and S;1.

2.2.2 The inductive step.

We continue to describe the inductive step given in Theorem In the inductive step we compose the
quasi-argument for NP with a delegation scheme to get a new delegation scheme with a shorter CRS.

We are given a publicly verifiable non-interactive delegation scheme for any time-T low-space Turing
machine with adaptive soundness, CRS of length L;(x,T), and verification time Lo(x). We refer to this
delegation scheme as the original delegation scheme. We transform this original scheme into a new delegation
scheme with CRS of length L (k,T") and verification time Lj(x), where:

Ly(k,T) = L1(k, T/B) + poly(B, La(x)) , L5(k) = poly(La(k)) ,

for a parameter B of our choice. This construction again relies on a quasi-argument for NP with a long
CRS as in Theorem Rl

The main idea is as follows. Recall that in the base case, we constructed a delegation scheme for a
time-T" low-space machine M by applying a quasi-argument to the formula . The variables of ¢ encode all
the intermediate configurations of M (each configuration contains the machine’s state and tapes) and the
formula checks that every two consecutive configurations are consistent (as well as the validity of the first
and last configurations). The CRS grows with the size of ¢ which is poly(T'). The verification time grows
with the locality parameter K of the quasi-argument. To get soundness we need to set K proportional to
the computation space, and therefore the the verification is poly(k).

To construct the new delegation scheme with a shorter CRS, we consider a new formula ¢. The variables
of ¢ only encode B of M’s configurations at steps ¢ - T/B for i € [B]. Naively checking the consistency of
two configuration that are T/B steps apart would require time poly(7'/B) and result in a formula ¢ that
is again of size poly(T). Instead, for each i € [B], ¢ also contains variables encoding a proof, under the
original delegation scheme, asserting that M indeed transitions between the configurations at steps i - T'/B
and (i + 1) - T/B. The formula simply checks that all the proofs are accepting. To this end, the CRS of the
new scheme includes a CRS of the original scheme for (7'/B)-time computations and we hardwire into ¢ the
part of this CRS required for verification.

Overall, the size of the formula ¢ is O(B - La(k)). Our new CRS contains both the CRS of the quasi-
argument which is of length poly(|¢|) = poly(B - L2(x)) and the CRS of the original delegation scheme
for (T'/B)-time computations which is of length Li(k,T/B). To get soundness we need to set the locality
parameter K to be O(Lz(k)) so it is higher than the number of variables required to encode two configurations
of M as well as the original delegation proof that connects them. This results in a proof of length poly(Lz(k)).

Soundness of the new scheme. The soundness proof for the new delegation scheme is very similar to
the proof in the base case. The only modification is in proving that ¢ satisfies Property 2} Recall that in the
proof of the base case we used the no-signaling extractor L to sample an input = and partial assignment w
to variables describing two consecutive configurations. Since ¢ checks the consistency of the configurations,
it follows that if w locally satisfies ¢, and the value assigned to the first configuration is correct, then the
the value assignment to the next configuration must also be correct.

In the analysis of the new construction we consider a partial assignment w to the variables describing
the two configurations in steps i-T/B and (i +1)-T/B as well as the original delegation proof asserting that
M indeed transitions between these two configurations. Since ¢ checks that the proof is accepting, it follows
that if w locally satisfies ¢ then it must contain an accepting proof. Note that since the original delegation
scheme is only computationally sound, the value assigned to the first configuration may be correct while
the value assignment to the next configuration is incorrect, and yet the proof is accepting. However, if this
happens with non-negligible probability, we can turn the computationally bounded no-signaling extractor L
into a prover breaking the adaptive soundness of the original delegation scheme.



2.2.3 Beyond low-space computations.

To delegate computations with arbitrary large space we rely on techniques from [KP16, BHK17] introduced
for delegating RAM computations. The basic idea is to emulate a high-space machine M via a RAM machine
R that has a small internal memory, and access to a large but untrusted external memory. To ensure the
integrity of the external memory we use the classic notion of online memory checking based on hash trees
IBEG™94]. Roughly, at every step, the external memory holds a hash tree of M’s tapes, and its internal
memory R saves M’s state (including the positions of its heads) as well as the hash tree root, which is of size
O(k). When M reads or writes, R accesses the external memory and obtains the values read, the updated
root after writes, and a proof of size poly (k) authenticating these values against the current root.

Based on this idea, we strengthen Theorem and Theorem and get delegation for RAM compu-
tations instead of low-space computations. This immediately implies delegation for any large-space Turing
machine as well. In a delegation scheme for RAM computations, the prover can convince the verifier that a
RAM machine R transitions from configuration z (including R’s state and external memory) to configuration
y in T steps. The verifier only needs to hold a short hash or a digest of each configuration (h, h,).

It is natural to define adaptive soundness by requiring that a computationally bounded prover given
the CRS cannot produce an accepting proof for a false statement (hg,h,) with non-negligible probability.
However, this notion is meaningless since the digests h,, hy may correspond to exponentially many different
configurations. Instead we require that such a prover cannot produce a configuration z, a digest h, and a
proof such that with non-negligible probability:

e The verifier accepts the proof for the statement (h,,h) where h, is the digest of x.
e However, h is not the digest of the correct configuration y that R reaches from x within T steps.

Next we explain how to modify the proof of Theorem 2.3 (the induction’s base) to get a delegation scheme
for RAM computations with a long CRS. The proof of Theorem is modified similarly. We consider a
different formula ¢ whose variables encode the digests of R’s intermediate configurations. Now, ¢ cannot
directly check that two consecutive digests are consistent. Therefore, we add to ¢ variables encoding a
hash-tree based proof authenticating the new digest under the old one. This is similar to the formula ¢ we
used in the inductive step, except that here we use a hash-tree proof instead of a delegation proof to verify
the consistency between each two consecutive steps.

We also need to augment the soundness proof as follows. Recall that in order to prove that ¢ satisfies
Property [2] we crucially relied on the fact that we can efficiently compute the correct assignment for ¢ given
only the input . Now, the input consists only of the digests (h,,h,) and cannot be used to compute the
correct assignment. To overcome this, we rely on the fact that in order to break soundness a cheating prover
must produce, in addition to the digests (h,h,), also the full initial configuration z. To make use of this
fact, we extend our notion of quasi-argument to account for auxiliary input: if the adaptive prover produces
an input (hg, h,) together with some auxiliary input = (in our case the full initial configuration), then the
no-signaling extractor samples both the input and auxiliary input (our quasi-argument satisfies this notion).
In the proof, we can use the auxiliary input x to efficiently compute the correct assignment for .

On previous notions of RAM delegation. We note that our definition of RAM delegation is
incomparable to that in [KP16, BHK17]. Previous works considered a weaker notion of adaptivity, but
achieved a stronger notion of soundness for malicious digests. In more detail, in previous works, to break
soundness, the cheating prover could produce an arbitrary initial digest h without producing the actual
initial configuration x (a configuration with digest h may not even exist). The cheating prover only needs
to produce accepting proofs for two statement (h,h’) and (h,h”) where h’ # h”. In contrast, in our notion
of soundness for RAM delegation, the prover must output the initial configuration x. Since we use RAM
delegation to get delegation for high-space computations, the adaptive cheating prover we consider anyways
produces the computations’s input = used as the initial configuration of the RAM computation.

As for adaptivity, in previous works, the initial digest must be fixed independently of the CRS, while we
consider fully adaptive cheating provers. We note that we crucially rely on full adaptivity in the proof of
Theorem 2.4



2.3 The Quasi-argument Construction.

In this section we overview the proof of Theorem 2.1 constructing a publicly verifiable succinct non-interactive
quasi-argument for NP with adaptive soundness and a long CRS under Assumption Our construction
follows the blueprint introduced in the work of Paneth and Rothblum (PR) [PR17] which gives a publicly
verifiable quasi-argument with a short CRS based on multilinear maps. We show how to instantiate their
blueprint based only on bilinear maps. The rest of this section is organized as follows. In Section [2.3.1] we
describe the high-level idea of replacing multilinear with bilinear maps without going into the details of the
PR quasi-argument. In Section [2:3:2] we describe the PR quasi-argument in detail and in Section [2.3:3] we
provide more details on our quasi-argument from bilinear maps.

2.3.1 Replacing multilinear with bilinear maps.

The quasi-argument of PR is based on multilinear maps. Without going into the details of their construction,
we explain how multilinear maps are used in their construction and give the high level idea of replacing them
with bilinear maps at the price a longer CRS.

Very roughly, a degree-0 multilinear map lets us encode elements from a large field F such that we can
homomorphically evaluate any polynomial of degree at most § over these encodings, and test if the result
encodes zero or not. However, we assume that evaluating computations of degree higher than § is hard. We
can think of bilinear maps as multilinear maps with degree 2. In the PR quasi-argument the CRS and the
proof consists of elements encoded via a degree-0 multilinear map for § > 2. We denote the field elements
encoded in the CRS and in the proof by {c;} and {3;} respectively. The prover homomorphically computes
each §; as a polynomial in the a’s and the verifier evaluates polynomials in the o’s and §’s together. Finally,
the verifier tests if the result encodes zero or not.

Our idea is to replace the multilinear encodings with bilinear encodings. To allow for degree-d homomor-
phic computations we add to the CRS the bilinear encodings of all possible monomials in the a’s of degree
at most 6. Similarly, we add to the proof the bilinear encoding of all possible monomials in the 3’s of degree
at most . Now, the prover can evaluate any degree-§ polynomial in the a’s by evaluating a linear function
over the monomials encoded in the CRS. To evaluate a degree-0 polynomial in the a’s and (’s together,
the verifier uses to bilinear map to evaluate a quadratic function over the a-monomials in CRS and the
[-monomials in the proof.

We note that if we were to follow this approach naively, then the CRS and proof length in our quasi-
argument would become super-polynomial. Instead, we carefully analyze the PR quasi-argument and only
add the monomials that the prover and verifier actually use. This leads to a quasi-argument with CRS and
proof length as in Theorem In terms of security, we augment the analysis of PR and show how to reduce
the security of our quasi-argument to Assumption The analysis of the CRS and proof length of our
quasi-argument, as well as the reduction to Assumption [L.1], are outlined in Section [2.3.3] However, we must
first describe the PR quasi-argument in more detail.

2.3.2 The PR quasi-argument.

In this section we give a detailed overview of the quasi-argument constructed in PR. We start by describing
works in the designated-verifier setting that led up to this quasi-argument.

Designated-verifier quasi-arguments. Implicit in the work of Kalai, Raz and Rothblum [KRRI3]
is a construction of a designated-verifier quasi-argument. This construction can be based on any computa-
tional private information retrieval scheme, however, for simplicity, we describe it using fully homomorphic
encryption (FHE).

We start with the following naive attempt: for a 3CNF formula ¢ and locality parameter K, the CRS
contains a random set of K variables of ¢, where each variable name is encrypted under the FHE using a
different key. Given an input x and a satisfying assignment w to ., the prover homomorphically evaluates
for every encrypted variable, the bit w assigns to it, and sends the encrypted bits to the verifier. Using the
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verifier’s secret state that contains all of the secret keys, it decrypts and obtains a partial assignment to the
K variables encrypted in the CRS. The verifier accepts if this partial assignment locally satisfies <sz|

We attempt to demonstrate a no-signaling extractor L for this protocol (for simplicity, we focus on the
non-adaptive setting). Given a set S of at most K variables, L generates a CRS by encrypting the variables
in S, runs the prover with the CRS, obtains an encrypted partial assignment, and outputs the decrypted
assignment. The fact that L satisfies the no-signaling condition follows, almost by definition, from the
semantic security of the FHE. Intuitively, this is because the assignment to a variable encrypted under one
key cannot signal information about the variable encrypted under another key. However, L may not satisfy
local consistency. By definition, any accepted proof decrypts to a partial assignment that locally satisfies ¢,
However, even if the prover convinces the verifier to accept with high probability for a completely random
CRS, it may not do so for a CRS encrypting a specific set S. For example, if the prover starts from a
satisfying assignment and flips the value of one variable, it will only produce rejecting proofs for CRS’s that
encrypt the flipped variable.

One proposal to fix this naive protocol is based on an idea from [BMW99]. Roughly speaking, the idea
is to encode ¢ with a probabilistically checkable proof (PCP) and encrypt random PCP queries in the CRS.
Given a set S, the extractor L generates a CRS by encrypting random queries from which a local assignment
to S can be locally decoded. The intuition is that, since each query is encrypted under a different key, the
prover must answer each query independently. Then, using the soundness of the PCP, deduce that if the
prover’s answers to random queries are accepting, then L should decode a locally satisfying assignment for
any set S. While this intuition turns out to be misleading [DLNT04], the work of [KRR13] demonstrated a
particular PCP for which the resulting protocol is in fact a quasi-argument.

Publicly verifiable quasi-arguments. The work of PR proposed another approach to constructing
quasi-arguments in the publicly verifiable setting. Consider the naive protocol described above (without the
PCP) and suppose there was a public verification procedure, that decides if to accept the prover’s answer
without using the secret keys. That is, suppose we could efficiently test if the prover’s encrypted partial
assignment locally satisfies ¢, or not. Yet, at the same time, semantic security of the CRS ciphertexts
still holds. PR observe that if such a public verification procedure exists, then we can prove that the naive
protocol is in fact a quasi-argument even without using PCP encoding of .

The idea is to use the public verification procedure to construct a no-signaling extractor L by modifying
the flawed extractor described above. Given a set S of at most K variables, L samples a CRS by encrypting
the variables in .S, runs the prover with the CRS, and obtains an encrypted partial assignment. Now, instead
of decrypting, the extractor uses the public verification procedure to check prover’s answer. If the proof is
rejected, L repeats the above steps with fresh randomness until an accepting proof is found. Only then L
decrypts and outputs the partial assignment.

To show that L is indeed a no-signaling extractor, consider a prover that convinces the verifier to accept
with non-negligible probability for an honestly generated CRS. Since verification is public, it follows from
semantic security that the same holds for a CRS encrypting any set S. Therefore, L outputs a partial
assignment that locally satisfies ¢, in expected polynomial time. Moreover, since the added verification step
does not use the secret keys, the no-signaling property of L follows directly from the semantic security of the
encryption.

To get public verification, PR modify the naive protocol and rely on a stronger notion of zero-testable
homomorphic encryption (ZTHE) which they construct from multilinear maps. In what follows, we describe
their approach.

Towards public verification. - Given a proof that consists of an encrypted partial assignment w, our
goal is to publicly test if w locally satisfies ¢, without the secret keys. The main idea is to rely on the strong
features of the ZTHE, to verify the proof in two steps:

SHere, we assume for simplicity that the verifier holds an implicit representation of ¢ that allows it to efficiently
check if @, is locally satisfied. Our full protocol does not rely on this assumption and supports general formulas.
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1. Test if w locally satisfies ¢, homomorphically, under the encryption.
2. Given the encrypted result, recover the result in the clear.

The first task requires a multi-key homomorphic encryption. Recall that every bit of w in the prover’s
answer is encrypted under a different secret key. Therefore, in order to homomorphically test if w locally
satisfies ¢, we must compute on ciphertexts encrypted under different keys. Since ¢ is a 3CNF, it is sufficient
to verify that w restricted to any three of its variables locally satisfies .. Therefore, we only need a multi-key
homomorphic encryption for three keys.

For the second task, we need a procedure that given the encrypted result (but not the secret key) tests if it
encrypts zero or not. Since, in general, such a zero-test would render the encryption completely insecure, we
compromise for a weak zero-test that can only recognize a particular subset of “trivial” ciphertexts encrypting
zero. In more detail, the weak zero-test should satisfy the following completeness and soundness properties.
Soundness says that the test fails on any ciphertext that does not decrypt to zero, even if the ciphertext is
not generated honestly. Completeness says that the test passes on any trivial zero chipertext. A ciphertext
is said to be trivial zero if it is computed from an honestly generated ciphertext ¢ by homomorphically
evaluating a circuit A that computes the all-zero function as an arithmetic circuit over Z . We emphasize
that the test can either pass or fail on ciphertexts that decrypt to zero but are not a trivial zero ciphertext.
Note that such a weak zero test does not contradict semantic security since, intuitively, the test outcome
only depends on the evaluated computation A and not on what is encrypted in c.

We note that in defining trivial zeros, we let A be identically zero over Z and not, for instance, over
the binary field. Otherwise, we could use the ZTHE to efficiently decide satisfiability, as follows: given a
boolean circuit A : {0,1}" — {0, 1}, generate a ciphertext ¢ encrypting 0, homomorphically evaluate A on
¢ and zero-test the result. If A is not satisfiable, that is, if A computes the all zero function over the binary
field, then the zero test is guaranteed to pass. Otherwise, there exists x such that A(z) # 0. If ¢ was an
encryption of z, by the soundness property, the zero-test would have failed. Therefore, the test must also
fail when c is encrypting 0", since otherwise we could have used this test to break semantic security.

Quasi-arguments from ZTHE. Putting the pieces together, we describe the publicly verifiable quasi-
argument of PR based on a 3-key homomorphic encryption scheme with a weak zero test. We start with a
oversimplified version. Given a 3CNF formula ¢ over 2™ variables, we index its variables by m-bit strings.
For locality parameter K, the CRS contains K variables z1,...,zx € {0,1}", each encrypted under the
ZTHE using a different key. Given an input z and an assignment w : {0,1}" — {0, 1} satisfying ¢, the
prover homomorphically evaluates the value b; = w(z;) assigned to each z;, under the encryption, and sends
the encrypted bits to the verifier. For every three variables z;, z;, 2k, the verifier homomorphically evaluates
the consistency test V. (2, 25, 2k, bi, bj, b)) that outputs zero if and only if assigning the variables z;, 2;, 2
with the values b;,b;, by, locally satisfies ¢,. The verifier obtains the evaluated ciphertext c; ;i encrypting
the output of V,, and zero-tests it. If the zero test passes for every triplet of CRS variables, then the verifier
accepts.

The fact that every accepted proof encrypts a partial assignment that locally satisfies ¢, follows directly
from the soundness of the zero-test. As explained above, this fact together with the encryption’s semantic
security implies a no-signaling extractor. However, there are still two issues with the proposed construction.
First, is does not satisfy completeness. The issue is that, when interacting with the honest prover, the verifier
obtains ciphertexts c; ; , that decrypt to zero, but are not trivial zeros and therefore they may not pass the
zero test. The second issue is the efficiency of the verifier. To check the proof, the verifier homomorphically
evaluates the consistency test V... For a general formula ¢ this may require time poly(|¢|). Next we explain
how to overcome these two issues.

Completeness via sum-check. We first explain why the ciphertext ¢; ;; is not a trivial zero. Recall
that when the prover is honest, the ciphertext c; ; 1, is obtained from the CRS ciphertexts encrypting z;, z;, 2
by first evaluating the assignment w on each encrypted variable, and then evaluating the consistency test
V., on the encrypted variables and their assigned values. Let Ag be the circuit that takes as input three
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variables uy, ug,uz € {0,1}" and outputs the value V (u1,uz,us, w(ui), w(uz),w(uz)). First, observe that
if the assignment w indeed satisfies ., then Ay, as a boolean circuit, indeed computes the all-zero function.
However, as an arithmetic circuit over Z, Ay may not be identically zero and, therefore, the evaluated
ciphertext ¢; ;  may not pass the zero test.

To achieve completeness, the idea in PR is to help the verifier check that c; ; ; indeed decrypts to zero by
providing it with a proof of that fact. Very roughly, this proof will alow the verifier to compute a sequence
of ciphertexts and zero-tests them. If ¢; ;1 decrypts to zero and the proof is computed honestly, all the
ciphertexts will be trivial zeros. However, if ¢; ;1 does not decrypt to zero, then the ciphertexts computed
from the proof will not all decrypt to zero. PR demonstrate such a proof based on the sum-check component
of the classic PCP of Babai et al. [BFLS91]. We describe the details next.

Let £ = 3m, let z = (u1, us,u3) € {0, 1}£ be a triplet of variables encrypted in the CRS, and let ¢y be the
ciphertext obtained from homomorphically evaluating Ay on the encryption of z. Our goal is to convince
the verifier that ¢y indeed decrypts to zero. To prove that, we rely on the fact that Ag(y) = 0 for every
y € {0, 1}Z (however, Ay may not be all-zero over Z) and on the fact that the polynomial computed by Ag
(viewed as an arithmetic circuit) is of low individual degree ¢ (the length of the proof will grow with ¢).
Later in this section we show that in fact § = 2.

The proof that ¢y decrypts to zero is computed as follows. For every i € [¢] let A; : Z* — Z be the
polynomial:

Ai(y17"'7y€)E Z ID(yi7v)'Aifl(yla"'7yi71avayi+1a"'7yf) ’ (1)
ve{0,1}

where ID is the multilinear bivariate polynomial that computes the equality predicate on {0, 1}2. It is easy
to verify that A;(y) = 0 for every y € {0, l}é. Since the polynomial Ay is multilinear and A, (y) = 0 for every
y €0, 1}4, A, must be the all-zero polynomial (over Z).

The proof contains the ciphertext ¢; encrypting A;(z) for every i € [£]. Now the verifier can zero-test ¢,
and, since A; = 0, the test passes. Therefore, to convince the verifier that ¢y decrypts to zero, it is sufficient
to convince it that for every i < ¢, ¢; and ¢; 41 decrypt to the same value.The high-level idea is to use the
fact that holds over Z. To implement this idea we add more ciphertexts to the proof. In more detail, for
every i € [(] let A? | : Z — Z be the univariate polynomial:

W) =Aia(z, . 2im1,0, Zig, -5 20) (2)

Since Ay is of individual degree d, the degree of A7_; is also d. For every i € [¢], the prover homomorphically
evaluates the § + 1 coefficients of the polynomial A? ; and sends them to the verifier (in addition to the
ciphertext cg, ..., c¢). Given these encrypted polynomials, the verifier homomorphically evaluates the value

? 1(z). The verifier then checks that this is indeed the value encrypted in ¢;_; by subtracting the two
ciphertexts and zero-testing the result. If ¢;_; and A7 ; are computed honestly then, by , the zero-test
is guaranteed to pass. Next the verifier homomorphically evaluates the value }°, . 13 ID(2,0) - A7 (v).
The verifier then checks that this is indeed the value encrypted in ¢; by subtracting the two ciphertexts and
zero-testing the result. If ¢; and A7 | are computed honestly then, by and , the zero-test is again
guaranteed to pass.

For soundness, consider an adversarially chosen ciphertext ¢y encrypting a value &g, and a proof that con-
tains the ciphertexts ¢q, ..., ¢¢ encrypting values &y, ..., &y, as well as encrypted polynomials [15, ey flg_l.
We argue that if all of the verifier’s zero-tests pass then ag = 0. First, if ¢, passes then &y = 0. Next, for
every i € [f], if the verifier’s zero-tests pass then:

diog=A7 () , a= Y ID(z,0)- A7 (v) .

ve{0,1}

Since z; € {0, 1} it follows that &;_1 = &;. Overall we have that Gy = --- = a, = 0.
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The consistency test V.. We complete the description of the PR quasi-argument by explaining how
the verifier can evaluate the consistency test V. efficiently. Recall that the test V, is given the names of
three variable uy, us,us € {0,1}"™ of ¢ and three bits by, be, b3 € {0,1} and it outputs zero if and only if the
partial assignment mapping u; to b; locally satisfies .

Previous works [KRR13l [KRR14, [PR17], gave quasi-arguments only for log-space uniform formulas .
For such formulas the test V, can be implemented by a small circuit of size |z| - poly(m) and, therefore, the
verifier can evaluate V,, on its own. In contrast, in this work we construct quasi-arguments for arbitrary
formulas where V,, may be as large as the formula ¢ itself.

Our main idea is to add to the CRS values that help the verifier evaluate V, on all the required inputs.
Since the input = in not fixed at the time the CRS is generated, the CRS should help the verifier evaluate
V. for every possible input z. In more detail, we first show how to write the function V, as a sum V, =
V+Viz +- -+ Va0, where, roughly speaking, the function V' checks consistency with the formula <pE| (but
not with ), and V; checks that the assignments to the ¢-th input bit is b. We then modify the CRS as
follows. For every three variables z;, z;, 2z encrypted in the CRS, and for every three bits by, bg, by € {0, 1},
we homomorphically evaluate V (z;, z;, 2, b1, b2, b3) and add the resulting ciphertext to the CRS. The circuits
{Vep} are simple and the verifier can evaluate them on its own.

On the degree of Aj. Next we argue that the circuit Ag is of individual degree § = 2. Recall that
the quasi-argument proof length grows with d. Looking ahead, the individual degree of Ag also plays a role
in basing the security of our quasi-argument on bilinear maps satisfying Assumption (1.1l Recall that Ay
takes as input three variables uj,us,u3 € {0,1}" and outputs the value V, (u1, uz, ug, w(ui),w(usz),w(us))
where w is the provers assignment and V, =V +V; o, +--- 4V, . is the consistency test. We observe that
the functions V and {V;;} can be computed by a multilinear arithmetic circuit. The size of the multilinear
circuit for V' may be exponential in the input size, however, since the input size is O(m), the evaluation time
is only poly(]¢|). Since V is not evaluated by the verifier (but only during the CRS generation) this does
not compromise efficiency. Similarly, the assignment w : {0,1}"" — {0,1} evaluated by the prover can be
computed by a multilinear arithmetic circuit. Therefore, Ag is of individual degree 2.

The PR encryption scheme. As described above, PR base their quasi-argument on a 3-key homo-
morphic encryption with a weak zero-test. Next we describe their ZTHE construction from multilinear maps.
Very roughly, we think of degree-§ multilinear maps as letting us encode elements from a large field F, and
allowing us to homomorphically evaluate any polynomial of degree at most § over these encodings, and test
if the result encodes zero or not. However, we assume that evaluating computations of degree higher than §
is hard. We can think of bilinear maps as degree 2 multilinear maps.

The PR encryption scheme supports homomorphic computations of bounded degree §. The secret key
is a random field element s € F. To encrypt a message p € {0,1}, sample a random degree-6 polynomial
C :F — T such that C(s) = p. Then, encode each of the § + 1 coefficients of C' with a degree-d multilinear
map. The ciphertext consists of this encoding of C' that we denote by [C]. To decrypt, homomorphically
evaluate [C'(s)] (this is a linear function since s is in the clear) and test if the result encodes zero or notm

Given ciphertexts [C1],[C2] encrypting messages 1, o respectively, an encryption of pq o pg (where
o is either addition or multiplication over F) is given by the encoded polynomial [Cy o C3]. The encoded
coefficients of C; o C5 are computed homomorphically from the coefficients of C; and C3. Therefore, the
encryption supports homomorphic computations of degree at most 4. As for multi-key homomorphism, if
[C1] encrypts p; under s; and [Cs] encrypts po under so, then an encryption of py o po under both sp
and sy is given by the encoded bivariate polynomial C(z,y) = Ci(z) o Ca(y). Note that the number of
coefficients in the ciphertext grows exponentially with the number of secret keys. Since we only require
3-key homomorphism this is not an issue.

Given a ciphertext [C], the weak zero-test simply tests that all the encoded coefficients of C' are zero. For
soundness, if [C] passes the zero test then C' must decrypt to zero. To get soundness for maliciously generated

5We need to make minor changes to the formula ¢ as discussed in Section
"This scheme can encrypt messages in F, however, we only have efficient decryption for messages in {0,1}.
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ciphertexts PR rely on so-called “clean” multilinear maps. To argue completeness, consider an arithmetic
circuit A : Z* — Z computing the all-zero function over Z. Evaluating A on ciphertexts [C], ..., [Cy] results
in the encoded polynomial [A(CY,...,Cy) = 0] that passes the zero test.

In PR the semantic security of this scheme is shown under an appropriate hardness assumption on the
multilinear map. Note that for security it is crucial that the degree of the ciphertext polynomial C is at
least the degree § of the multilinear map. Otherwise, given d encoded polynomials of degree, say, § — 1
encrypting either 0° or a random message, we can distinguish the two cases by homomorphically computing
the determinant of the d-by-0 coefficient matrix, and testing if it is zero.

2.3.3 Quasi-arguments from bilinear maps.

In this section we complete the description of our publicly verifiable succinct non-interactive quasi-argument
for NP with adaptive soundness and a long CRS. As explained in Section [2.3.1] starting from the PR quasi-
argument, our high-level idea is to replace the multilinear encoding of the elements in the CRS and proof
with bilinear encodings of monomials in these elements. In this section, we explain in more detail how we
change the PR protocol. In particular, we analyze the size of our CRS and proof and explain how to base
security on Assumption [[.1]

Since in the PR construction multilinear maps are only used to instantiate the ZTHE, it is natural to try
and construct ZTHE directly from bilinear maps. This would allow us to abstract the use of bilinear maps
and present our protocol in a way that closely follows the PR blueprint. Unfortunately, we do not know
how to use the idea of encoding monomials to construct ZTHE from bilinear maps. The issue is that to
compute homomorphically on multiple ZTHE ciphertexts, we need encoding of monomials that depend on
all the ciphertexts together. However, since each ciphertext is encrypted independently, we cannot provide
such encoded monomials as part of the ciphertext. Nonetheless, we define a limited version of ZTHE that is
sufficient for quasi-argument, and instantiated from bilinear maps.

The main limitation of our encryption scheme is that it only supports arity-one homomorphic operations.
That is, given a ciphertext encrypting a long message, it is possible to compute homomorphically on the
bits of the message, but it is not possible to compute over multiple messages encrypted independently. Very
roughly, the construction is as follows. Recall that in the ZTHE of PR we encrypt a message u € {0, 1}e
under secret key s by sampling polynomials C1, ..., Cy such that C;(s) = p; and encoding their coefficients
with a multilinear map. In our scheme, we compute products of the polynomials C,...,C,, and encode
the coefficients of the resulting polynomials with a bilinear map. To prevent the ciphertext from growing
too much, we only compute the products that are used by the quasi-argument. We note that our arity-one
encryption must support multi-key homomorphic operations. To this end, we define multi-key ciphertexts:
a single multi-key ciphertext encrypts multiple messages under multiple secret keys. In the rest of this
overview we assume, for simplicity, that all ciphertext are under a single key.

Next we explain how to use such arity-one homomorphic encryption to get a quasi-argument with the
required efficiency: for security parameter x, formula ¢ of size T, and locality parameter K, the CRS should
be of length poly(k, K,T) and the proof should be of length poly(x, K). Recall that in the PR quasi-
argument the CRS contains encryptions of K of ¢’s variables. Each variable is represented by m = O(log T")
bits and the CRS contains ZTHE encryption of each bit. For every three of the K variables in the CRS, the
prover homomorphically evaluates polynomials over the 3m encrypted bits describing these variables. The
proof contains, for every three variables, O(m) ciphertexts, each encrypting O(1) elements. Therefore, in
our protocol, the CRS includes, for every three variables, one ciphertext encrypting 3m bits and the prover
homomorphically computes over one CRS ciphertext at a time. Therefore, it remains to show that each
ciphertext in the CRS is of length poly(x,T") and each ciphertext in the proof is of length poly (k).

Recall that in the PR quasi-argument, for every three variables the CRS contains 3m encrypted bits
and the prover and verifier homomorphically evaluate polynomials of constant individual degree § over
these bits. Therefore, in our protocol, the CRS ciphertext encrypting these 3m bits consist of the encoded
polynomials Cfi,...,Cs,, as well as encoding of every product HCE" where 01,...,03, € [0,6]. As in
the PR encryption, to get semantic security, the polynomials Ci,...,Cs,, must be of degree poly(m) (we
elaborate on this next when discussing the security of our encryption). Overall each CRS ciphertext contains
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§3™ . poly(m) = poly(T) bilinear encodings. Since each ciphertext in the proof encrypts O(1) elements, a

similar argument shows that each proof ciphertext contains poly(m) bilinear encodings.

Semantic security. We prove the semantic security of our arity-one ZTHE under Assumption[L.1] Next,
we provide some intuition for this reduction. Recall that to encrypt a message u € {0, 1}1g under secret key s,
we sample polynomials C1, ..., Cy such that C;(s) = u;, compute some products of these polynomials, and
encode the coefficients of these products with a bilinear map. Similarly to the scheme of PR, to get semantic
security and support homomorphic evaluation of total degree &, each polynomial C; must be of degree at
least 4.

For simplicity, we start by arguing that the § + 1 encoded coefficient of the polynomial C; alone (without
the rest of the ciphertext) hides the bit u;. We argue this based on the following weak version of Assump-
tion given bilinear encodings [s] and [t] it is hard to distinguish between the case where ¢t = s° and the
case where t € F is a random and independent. First observe that given [s] we can sample an encoding of
a random degree-¢ polynomial C such that C(s) = 0 as follows: sample a random polynomial R € F[X]
of degree § — 1 and homomorphically compute an encoding of the polynomial [C = R- X — s R]. Now, by
subtracting 1 from the coefficient of X? and adding ¢ + p; to the free coefficient we get either an encoding of
a polynomial distributed like C; if t = 5%, or an encoding of a completely random polynomial if ¢ is random.
To prove semantic security we must be able to sample the entire ciphertext and not just [C;]. We do so in a
similar manner using the additional encodings given in Assumption [1.1

2.4 Organization.

The rest of the paper is organized as follows. In Section [3| we define delegation schemes for Turing machines
and RAM machines. In Section ] we formalize our limited notion of ZTHE and construct it from bilinear
maps. In Section [5| we construct a quasi-argument from our ZTHE. Our bootstrapping theorem going from
quasi-arguments to delegation is described in Section [6]

3 Delegation

In this section we define the notion of a publicly verifiable non-interactive delegation scheme for deterministic
Turing machines and RAM machines. We show that delegation for RAM machines implies delegation for
Turing machines (see Theorem . In the subsequent sections we state our results only for the notion of
RAM delegation.

3.1 Turing Machine Delegation

We define delegation for a Turing machine M. For example, M can be the universal Turing machine. A
publicly verifiable non-interactive delegation scheme for M consists of algorithms (Del.S, Del.P, Del.V) with
the following syntax:

Setup: The randomized setup algorithm Del.S takes as input a security parameter £ € N, a time bound T'
and an input length n, and outputs a pair of public keys: a prover key pk and a verifier key vk.

Prover: The deterministic prover algorithm Del.P takes as input a prover key pk and an input z € {0,1}".
It outputs a proof II.

Verifier: The deterministic verifier algorithm Del.V takes as input a verifier key vk, an input = € {0,1}"
and a proof II. It outputs a bit indicating if it accepts or rejects.

In the following definition, Uy denotes the language such that (z,T) € U4 if and only if M accepts z
within at most T steps.

Definition 3.1. A publicly verifiable non-interactive delegation scheme (Del.S,Del.P,Del.V) for M with
setup time Ts = Ts(k, T) and proof length Ly = Lu(k, T) satisfies the following requirements.
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Completeness. For every r,T,n € N such thatn <T < 2%, and x € {0,1}" such that (x,T) € Upq:

(pk, vk) <= Del.S(x,T,n)

Pr|Del.V(vk, 2, ) = 1| 7" Del.P(pk, z)

=1.

Efficiency. In the completeness experiment above:

o The setup algorithm rTuns in time Ts.
e The prover runs in time poly(k,T), and outputs a proof of length Lyy.
o The verifier runs in time O(L) + n - poly(k).

Soundness. For every PPT adversary Adv and pair of polynomials T = T(k) and n = n(k) there exists a
negligible function p such that for every k € N:

Del.V(vk,z,II) =1 | (pk,vk) < Del.S(x,T,n)
< .

Pr| @ T) ¢ Ung (, TT) « Adv(pk, vk) < ulr)

Remark 3.2 (Prover specific running time). In the above definition the prover’s running time grows with T'

even if the running time of M on z is much lower. We can avoid this overhead by generating several key

pairs for running time 2* for every ¢« < logT and choose which pair to use depending on the running time of

the specific computation.

Remark 3.3 (Linear verification time). The above definition requires that the verifier’s running time is linear
in the input length n and proof length Ly. While our constructions do achieve such optimal verification
time, we note that any verification time that is less than the running time of M is non-trivial.

3.2 RAM Delegation

A RAM machine R with a word size of ¢ is modeled as a deterministic machine with random access to
memory of size 2¢ bits and a local state of size O(£). At every step, the machine reads or writes a single
memory bit and updates its state. We refer to the machine’s memory and state at a given timestep as its
configuration cf. For simplicity, we think of the machine as having no input or output other than its memory
and state. Also, we always use the security parameter k as the word size.

A publicly verifiable non-interactive delegation scheme for R consists of algorithms
(RDel.S,RDel.D, RDel.P,RDel.V) with the following syntax:

Setup: The randomized setup algorithm RDel.S takes as input a security parameter £ € N, a time bound T
and outputs a triplet of public keys: a prover key pk, a verifier key vk, and a digest key dk.

Digest: The deterministic digest algorithm RDel.D takes as input the digest key dk and a configuration
cf € {0,1}" and outputs a digest h.

Prover: The deterministic prover algorithm RDel.P takes as input a prover key pk, and a pair of source and
destination configurations cf, cf’. It outputs a proof II.

Verifier: The deterministic verifier algorithm RDel.V takes as input a verifier key vk, a pair of digests h, h’
and a proof II. It outputs a bit indicating if it accepts or rejects.

In the following definition, Ur denotes the language such that (¢,cf,cf’,T) € Ug if and only if the
machine R with word size ¢ starting from configuration cf transitions to configuration cf’ in T steps.

Definition 3.4. A publicly verifiable non-interactive delegation scheme (RDel.S, RDel.D, RDel.P, RDel.V) for
R with setup time Ts = Ts(k,T) and proof length Ly = Li(k,T) satisfies the following requirements.
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Completeness. For every k, T € N such that T < 2%, and cf,cf’ € {0,1}" such that (x,cf,cf',T) € Ug:

(pk, vk, dk) <~ RDel.S(x,T)
h + RDel.D(dk, cf)

h’ < RDel.D(dk, cf’)

I < RDel.P(pk, cf, cf’)

Pr |RDel.V(vk, h, W, II) = 1

Efficiency. In the completeness experiment above:

e The setup algorithm runs in time Ts.

o The digest algorithm on cf runs in time |cf| - poly(k) and outputs a digest of length k.
e The prover runs in time poly(k, T, |cf|) and it outputs a proof of length Liy.

o The verifier runs in time O(Ly) + poly(k).

Collision resistance. For every PPT adversary Adv and polynomial T = T'(k) there exists a negligible
function p such that for every xk € N:

P cf # cf’ (pk, vk, dk) <— RDel.S(x,T) (x)
" | RDel.D(dk, cf) = RDel.D(dk, cf') | (cf,cf’) < Adv(pk,vk,dk) | ="~
Soundness. For every PPT adversary Adv and polynomial T = T(k) there exists a negligible function u
such that for every k € N:

RDel.V(vk, h, ', TI) = 1

(k,cf,cf,T) € Ur (pk, vk, dk) <~ RDel.S(k,T) <

h = RDel.D(dk, cf) (cf,cf' b, 0", TT) < Adv(pk,vk,dk) | = ") -
h’ # RDel.D(dk, cf’)

Pr

Remark 3.5 (Collision resistance). We note that the collision resistance of the digest does not follow from
our soundness requirement and, therefore, we explicitly require collision resistance. For example, by using a
constant function as the digest we can trivially satisfy soundness.

Remark 3.6 (RAM delegation in previous work). Our focus in this work is on constructing delegation
for Turing machines. However, as explained in the introduction, we rely on the stronger notion of RAM
delegation to prove our bootstrapping theorem. As a result, our definition of RAM delegation differs from
that in previous work [KP16, BHK17] regarding both prover’s efficiency and soundness.

e Previous work explicitly requires that the running time of the prover (modeled as a RAM machine)
is polynomial 7' (the running time of R) and does not grow with the configuration size. However, for
simplicity, our definition allows the prover’s running time to grow with the configuration. We note
that our construction satisfies the stronger notion of prover efficiency considered in previous work.

e The soundness definition in previous work only requires that the adversary produces accepting proofs
for two different statements (h,h’) and (h, h”) with the same initial digest. In our definition, however,
the adversary must explicitly output the full configurations cf,cf’. We choose this weaker definition
since it allows us to achieve adaptive soundness which is required for our bootstrapping theorem. In
contrast, to achieve the prior definition, previous work restricted the adversary to choose h indepen-
dently of pk. We emphasize that our soundness definition suffices for delegating Turing machines.

Next we argue that RAM delegation implies delegation for Turing machines (Definition .

Theorem 3.7. Suppose that for any RAM machine there exists a publicly verifiable non-interactive delega-
tion scheme with setup time T¢ and proof length L. Then for any Turing machine there exists a publicly ver-
ifiable non-interactive delegation scheme with setup time Ts and proof length L where Ts(k,T) = T¢(k,T"),
Lu(k,T) = Liy(k,T") forT' = O(T).
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Proof. Fix any deterministic Turing machine M. Consider the RAM machine R, that given initial memory
that includes the input x, emulates the Turing machine M on input z. If M reaches an accepting state,
‘R moves to a special accepting configuration cf* and remains in it. Therefore, for every T' € N there exists
T’ = O(T) such that (z,T) € U if and only if (k,cf,,cf*, T") € Ur where cf, is the initial configuration of
R with memory z.

Let (RDel.S, RDel.D, RDel.P, RDel.V) be a publicly verifiable non-interactive delegation scheme for R with
setup time Ts and proof length Ly;. We construct a publicly verifiable non-interactive delegation scheme
(Del.S, Del.P, Del.V) for M as follows.

e The setup algorithm Del.S on input (k,T,n) emulates RDel.S(x,T") and obtains the keys (pk, vk, dk).
It outputs pk’ = pk and vk’ = (vk, dk).

e The prover algorithm Del.P on input (pk,z) emulates RDel.P(pk,cf,,cf), obtains the proof II and
outputs it.

e The verification algorithm Del.V on input (vk’ = (vk,dk), z, IT) computes the digests h, = RDel.D(dk, cf)
and h* = RDel.D(dk, cf*), emulates RDel.V(vk, h,, h* TI) and accepts if and only if RDel.D accepts.

The completeness and efficiency guarantees follow directly from those of the RAM delegation scheme.
For soundness, assume there exists a PPT adversary Adv breaking the soundness of the scheme. We construct
a PPT adversary Adv’ breaking the soundness of the RAM delegation scheme. Given keys (pk, vk, dk), Adv’
emulates Adv(pk, (vk,dk)) and obtains an input = and a proof II. Adv’ computes in time O(T) the unique
configuration cf’, such that (k, cf,,cf’,T’) € Ur. It also computes the digests h,, h’, h* of the configurations
cfz, cfl, cf* respectively. If h). = h*, Adv’ output (cf,,, cf*). Otherwise, it output (cf, cf’, h,, h* II).

If (x,T) ¢ Upnq then (k,cfy,cf*,T') ¢ Ur and, in particular, cf* # cfl,. If Del.V((vk,dk),z,II) accepts,
then RDel.V(vk, h,, h* II) accepts. Therefore, Adv’ breaks either the soundness or the collision resistance of
the RAM delegation scheme. O

4 Zero-Testable Homomorphic Encryption

Our quasi-argument is based on a limited version of the zero-testable homomorphic encryption defined in
the work of [PRI7]. We start by defining our notion of encryption in Section [4.1] In Section [4.2] we construct
such an encryption based on bilinear maps. The analysis is given in Section [£:3] See Section [2.3.3] for an
overview, and Section for a discussion on the original notion from [PR17].

4.1 Definition

We introduce our limited zero-testable homomorphic encryption in three steps. In Section [4.1.1] we define
a simple somewhat homomorphic encryption. In Section we introduce the zero-test procedure. In
Section we add support for multi-key homomorphic operations.

4.1.1 Simple homomorphic encryption.

In this section we define a simple somewhat homomorphic encryption scheme. We first describe the syntax
and then highlight some important differences between this notion and standard formulations in the litera-
ture. Our homomorphic encryption scheme is parameterized by a bound § € N on the individual degree of
homomorphic computations. The scheme is given by the algorithms (ParamGen, KeyGen, Enc, Eval, Dec, Val)
with the following syntax:

Parameter generation: the probabilistic parameter generation algorithm ParamGen takes as input the
security parameter £ € N and a bound ¢ € N on the length of messages. It outputs public parameters
pp. The public parameters include a description of the field F that defines the plaintext space. The

running time of ParamGen is poly(k, log¥).
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Key generation: the PPT key generation algorithm KeyGen takes as input the public parameters pp and
outputs a secret key sk.

Encryption: the probabilistic encryption algorithm Enc takes an input a secret key sk, a message m €
{0, 1}§e and randomness r € {0,1}" (in what follows, it will be convenient to refer to the encryption
randomness as an explicit input). It outputs a ciphertext ¢. The running time of Enc is poly(, 5"”‘).

Homomorphic evaluation: the deterministic polynomial-time homomorphic evaluation algorithm Eval
takes as input the public parameters pp, a ciphertext ¢ (encrypting a message in F¢) and a polynomial
P : 7' — 7 of individual degree § < § represented by a list of (possibly non-distinct) monomials with
coefficients in {1, —1}. It outputs an evaluated ciphertext e. The length of e is poly(x) - £- 4.

Decryption: the deterministic polynomial-time decryption algorithm Dec takes as input a secret key sk
and an evaluated ciphertext e. It either outputs a bit or a special symbol L if the encrypted value is
not in {0,1}.

Inefficient value recovery. the deterministic value recovery algorithm Val takes as input a secret key sk
and an evaluated ciphertext e. It either outputs an element in I or a special symbol L if the ciphertext
is malformed. The value recovery algorithm is computationally unbounded.

We note some important differences between our notion and the standard formulations in the literature:

o We only support “arity-one” homomorphic evaluation. That is, the homomorphic evaluation algorithm
can only operate on a single ciphertext at a time.

e The ciphertext size can grow exponentially with the message length.

e Evaluation is “one-hop”. That is, we cannot continue to compute homomorphically over evaluated
ciphertexts.

e While fresh ciphertexts can encrypt long messages, an evaluated ciphertext only encrypts a single
element.

e The homomorphically evaluated polynomial P is represented by a list of monomials with coefficients
in {1,—1}. This representation is convenient since it is well defined over any field. Note that we can
also represent P, for example, as an arithmetic circuit that might be exponentially shorter than the
list representation. However, the running time of the homomorphic evaluation algorithm we construct
will be polynomial in the list representation size.

e While the homomorphic computations are evaluated over a field F, encryption and decryption only
support binary messages. Ciphertexts encrypting arbitrary values in F can be decrypted inefficiently
via the value recovery algorithm. This algorithm is only used to define the encryption’s correctness
and is not used in constructions or in security reductions.

We proceed to define the correctness and security of the encryption scheme. We separate the correctness
requirement into two properties: one for homomorphic evaluation and one for decryption of evaluated cipher-
texts. In both definitions, we use the inefficient value recovery algorithm Val to recover the value encrypted
by a ciphertext.

Definition 4.1 (Correctness of Evaluation). For every Kk, 0 € N, message m € {0, 1}2 such that £ < 0 and
polynomial P : 7X — 7. of individual degree at most 6:

pp + ParamGen(k, /)
sk « KeyGen(pp)
r+ {0,1}"

¢ « Enc(sk, m,r)

e < Eval(pp, ¢, P)

v < Val(sk, e)

Pr |v = P(m)

In the experiment above, the polynomial P is evaluated over F defined by pp.
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The correctness of the decrypted value holds for arbitrary evaluated ciphertexts.

Definition 4.2 (Correctness of Decryption). For every k,f € N and evaluated ciphertext e:

pp « ParamGen(k, ¢)
v €{0,1} = v=0v" | sk« KeyGen(pp)
v €{0,1} = v=_1 | v+ Dec(sk,e)

v’ + Val(sk, e)

Pr

We also require one-time semantic security. The definition is restricted to the range of parameters
supported by our construction.

Definition 4.3 (Semantic Security). For every function £(x) = O(logk) and PPT adversary Adv, there
exists a negligible function u such that for every k € N and messages mg, my € {0, 1}6 such that £ < 0(k):

b+ {0,1}

pp < ParamGen(, {(x))
sk < KeyGen(pp)
Pr|b=b| r+{0,1}" <
¢o < Enc(sk,mq, )
¢1 < Enc(sk,mq,7)
b+ Adv(pp, c)

4.1.2 Quadratic zero-test.

In addition to the requirements above, our homomorphic encryption must support a zero-test operation. We
start by discussing this notion.

The zero-test takes as input an evaluated ciphertext e and indicates whether or not it decrypts to zero.
We carefully define the zero-test such that it does not contradict semantic security: the test should never
pass if e does not decrypt to zero. However, even if e does decrypt to zero, the test may still fail. The zero
test is only required to pass if there exists an honestly generated ciphertext ¢ encrypting a message in F*
and a polynomial P : Z¢ — Z such that P = 0 over Z and e is obtained by homomorphically evaluating P
on c.

Two-hop homomorphism. So far, our notion of zero-testable homomorphic encryption only supports
one-hop evaluation. However, to construct our quasi-argument, we require at least two hops of homomorphic
evaluation before using the zero-test (one prover evaluation followed by one verifier evaluation). Using
bilinear maps, we are able to construct a scheme with a limited version of two-hop homomorphism: given
evaluated ciphertexts ey, ..., e, (resulting from applying the homomorphic evaluation algorithm Eval on
fresh ciphertexts) we can further evaluate a polynomial @ : Z™ — Z of total degree at most two over
€1,...,en. The resulting ciphertext can be decrypted or zero-tested, but we can no longer compute on it
homomorphically. We note that, unlike the first-hop homomorphic evaluation algorithm Eval that supports
degree § evaluations but can only operate on a single ciphertext, the second-hop evaluation can operate on
multiple ciphertexts but only supports degree two evaluations.

Lohighlthe differences here: we can perform ight oking ahead, in our quasi-argument the proof will
consist of evaluated ciphertexts (resulting from Eval) and the verifier will perform a second-hop evaluation
and zero-test the resulting ciphertext. For simplicity, since the resulting ciphertext is never decrypted,
we combine the second-hop evaluation and the zero-test into a single algorithm. This quadratic zero-test
takes as input a vector of evaluated ciphertexts (eq,...,e,) and a polynomial Q : Z™ — Z of total degree
two. If the quadratic zero-test passes, then each ciphertext must decrypt to a message m; € F such that
Q(m1,...,my,) = 0. In the other direction, the quadratic zero-test is only guaranteed to pass if there exists
an honestly generated ciphertext ¢ encrypting a message in F¢ and polynomials P, ..., P, : Z! — 7Z such
that Q(P1,...,P,) =0 over Z and e; is obtained by homomorphically evaluating P; on c.

Formally, we add to our encryption scheme an algorithm ZT with the following syntax:
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Quadratic zero-test: the deterministic polynomial-time quadratic zero-test algorithm ZT takes as input
the public parameters pp, a degree-2 polynomial @ : Z™ — Z represented by a list of (possibly non-
distinct) monomials with coefficients in {1, —1}, and evaluated ciphertexts e = (e, ..., e,). It outputs
a bit indicating if the test passes or fails.

The zero test satisfies the following completeness and soundness requirements.

Definition 4.4 (Weak Completeness of Zero-Test). For every x,{ € N, message m € {0, 1}é such that £ < 0,
polynomials Py, ..., P, such that P; : Z'* — 7 is of individual degree at most 6, and degree-2 polynomial
Q :Z™ — Z such that Q(Py,...,P,) =0 over Z:

pp + ParamGen(k, /)

sk < KeyGen(pp)

r+ {0,1}"

¢ « Enc(sk,m,r)

e = (e; « Eval(pp,c, P;) : i € [n])
b« ZT(pp,Q,e)

Prib=1

Definition 4.5 (Soundness of Zero-Test). For every set of parameters k,f € N, degree-2 polynomial Q :
Z"™ — 7, and vector of evaluated ciphertexts e = (eq,...,ep):

pp « ParamGen(k, ¢)
Yien]: m#L1 sk < KeyGen(pp)
Q(m,...,my) =0 | Vi€ [n]: m;« Val(sk,e;)
b+« ZT(pp,Q,e)

Prib=1 = =1.

In the experiment above, the polynomial Q is evaluated over F defined by pp.

4.1.3 Multi-key ciphertexts.

As our final step, we extend our zero-testable homomorphic encryption to support homomorphic operations
over ciphertexts encrypted under different keys. Since we only support arity-one homomorphic evaluation
(Eval operates on a single ciphertext), we first introduce the notion of a multi-key ciphertext: a single
ciphertext that encrypts multiple messages under multiple secret keys. For simplicity, we only consider
ciphertexts encrypting exactly three equal length messages under three different keys.

We also define algorithms that translate between single-key and multi-key ciphertexts. First we define a
ciphertext extension algorithm that turns a ciphertext ¢ encrypted under a single secret key into a multi-key
ciphertext that contains c as well as two additional messages encrypted under two additional secret keys.
Importantly, to extend ¢ we do not need its secret key, however, we must know the two additional secret
keys.

We also define a ciphertext restriction algorithm that can turn a multi-key ciphertext into a ciphertext
encrypted under a single key. Since, in general, such restriction would contradict semantic security, we only re-
quire the restriction algorithm to operate correctly on certain evaluated ciphertexts. In more detail, consider
the following scenario: starting with a multi-key ciphertext I" encrypting three messages mq, ms, ms € {0, 1}4
under three secret keys ski, ska, sk, we homomorphically evaluate a polynomial P : Z3¢ — Z on I to obtain
an evaluated ciphertext e. The value encrypted in e may depend on all three messages. Therefore, by
semantic security, we should not be able to decrypt it without knowing all three secret keys. However, if
the polynomial P depends only on its first £ input variables, then we require that it is possible to decrypt e
given only ski. That is, if there exists a polynomial P’ : Z¢ — Z such that P'(z1) = P(z1, 22, 23), then we
can restrict e to an evaluated ciphertext e’ that encrypts P’(m;) under sk; alone.

Formally, we add to our encryption scheme algorithms (MEnc, Extend, Restrict) with the following syntax:

22



Multi-key encryption: the probabilistic multi-key encryption algorithm MEnc takes as input a triplet
(71,72,73). For every i € [3], ~; is a tuple (sk;, m;,7;) including a secret key sk;, a message m; € {0, 1}6
for ¢ < ¢, and randomness r; € {0,1}". It outputs a multi-key ciphertext I'. The running time of
MEnc is poly(x, §%).

Ciphertext extension: the PPT ciphertext extension algorithm Extend takes as input a triplet (y1, 72, v3)-
For every i € [3], v; is either a ciphertext ¢; or a tuple (sk;, m;, r;) including a secret key sk;, a message
m; € {0, 1}6 for ¢ < 7, and randomness r; € {0,1}". We require that exactly one ~; is a ciphertext
and the other two are tuples. It outputs a multi-key ciphertext I'.

Ciphertext restriction: the deterministic polynomial-time ciphertext restriction algorithm Restrict takes
as input an evaluated ciphertext e and an index j € [3]. It outputs a restricted ciphertext e;.

Next we define correctness of evaluation and the completeness and soundness of the zero-test for multi-
key ciphertexts (since in our quasi-argument we never decrypt multi-key ciphertexts, we need not define
correctness of decryption). The definitions are analogous to the definitions for single-key ciphertexts (Defi-
nitions and . Then we define the correctness of the extension and restriction algorithms.

Definition 4.6 (Correctness of Evaluation for Multi-key Ciphertexts). For every s, € N, messages
my,mg, mg € {0, 1}2 such that £ < £, and polynomial P : Z3* — 7. of individual degree at most 0:

pp < ParamGen(x, {) T
Vi€ [3] :
T {0, 1}H
sk; + KeyGen(pp)
Yi 4= (ski, mi, 1)
I' <= MEnc(v1,72,73)
e < Eval(pp, T, P)
v < Val((sky,ska,sks),e) |

Pr |v = P(mq, ma, ms)

Definition 4.7 (Weak Completeness of Zero-Test for Multi-key Ciphertexts). For every x,f € N, messages
mi,mg, m3 € {0, 1}é such that £ < £, polynomials Py, ..., P, such that P;: 73t — 7 is of individual degree
at most ¢, and degree-2 polynomial Q : Z™ — Z such that Q(Py, ..., P,) =0 over Z:

pp + ParamGen(k, ¢)
Vi e [3]:
T < {07 ].}N
sk; + KeyGen(pp)
Yi < (Ski, m;, Ti)
'+ MEnc(”yl,'yg,vg)
e = (¢;  Eval(pp, T, P}) : j € [n])
b+ ZT(pp,Q,e)

Definition 4.8 (Soundness of Zero-Test for Multi-key Ciphertexts). For every k,f € N, degree-2 polynomial
Q :Z™ — Z, and vector of evaluated ciphertexts e = (eq,...,ep):

pp < ParamGen(k, {)
Vien]: m;#L Vi € [3] : sk; < KeyGen(pp)
Q(mi,...,my)=0 Vi € [n]: m; < Val((ski,sks,sks), e;)
b+« ZT(pp,Q,e)

Prib=1 = =1.

We require that the multi-key ciphertext generated by first encrypting a message using Enc, and then
extending the resulting ciphertext using Extend, is identical to the multi-key ciphertext generated by MEnc.
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Definition 4.9 (Correctness of Extension). For every r,f € N, messages my, ma, ms € {0, 1}Z such that
¢ <l and index j € [3]:
pp < ParamGen(x, £)
Vi € [3] :
T < {07 1}M
sk; + KeyGen(pp)
Yi < (ski, mg, ;)
I« MEnc(’yl, Y2, ’73)
Vie[3],i#7:
Vi < v
’y; — Enc(skj7 mj, Tj)
IV < Extend(v1,75,73) |

We require that Restrict satisfies the following correctness property.

Definition 4.10 (Correctness of Restriction). For every x,f € N, £ < £, and index j € [3], messages
my,mg, m3 € {0, 1}6, and polynomials P : 73 — Z and P’ : 7Z* — 7 of individual degree at most & such that
V21, 22,23 € Z8 0 P(21, 29,23) = P'(z):

pp + ParamGen(k, /)
Vi e [3] :

T {0, 1},i

sk; < KeyGen(pp)

Yi 4= (ski, mi, 1)
¢; < Enc(sk;, m;, ;)
e; < Eval(pp,¢;, P’)
' « MEnc(y1,72,73)
e < Eval(pp,T, P)
e’; < Restrict(e, j)

Putting together our three steps, we get the following definition.

Definition 4.11 (Limited Zero-testable Homomorphic Encryption). A limited zero-testable homomorphic
encryption scheme (ParamGen, KeyGen, Enc, Eval, Dec, Val, ZT, MEnc, Extend, Restrict) with degree bound § €

N satisfies all the requirements in Definitions[{.1] to [{.10

4.2 Construction

In this section we construct a limited zero-testable homomorphic encryption from bilinear maps. We begin
with notation.

Notation. For a vector of polynomials C = (Cy,...,C}) € (F[x])* and a vector § = (61, ...,8¢) € [0,0],
we denote by C?® the polynomial Hie[@] Cf".

For every security parameter k € N, fix a group G = G,; of prime order p = p(x) with a non-degenerate
bilinear map e : G x G — G and let F = Z,,.

For any t € F and g € G, we refer to the element g* as the encoding of ¢t under g and denote it by (t) e

For any n-variate polynomial P(x) =} 5c0.5n @5 -x% € F[x] of individual degree &, the encoding of P under

g consists of the encodings of its coefficients (<a5> g) and we denote it by (P), . Observe that given

6€[0,0]™
the encoding (P) 9 and elements t € F™ we can homomorphically evaluate P on t. That is, we can compute

the encoding:
<P<t>>g=< > aa-t5> = 11 (taas),)’

5€[0,6]™ 8€(0,0]™
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Similarly, we can compute (P(t)), given P in the clear and the encodings <<t5>g>5 o’
e s n

Next, we describe the algorithms of our encryption scheme with degree bound 6.

The parameter generation algorithm ParamGen. Given as input the security parameter x and
a bound £ on the message length, the parameter generation algorithm samples a random group generator
g < G and outputs the public parameters pp = (17,4, g). In what follows, let d = ¢ -6 and d' = 2d + 1.

The key generation algorithm KeyGen. Given as input the public parameters pp, the key generation
algorithm samples a random element s < F and outputs the secret key sk = (pp, s).

The encryption algorithm Enc. Given as input the secret key sk = (pp, s), a message m = (my, ..., my)
and randomness r, the encryption algorithm samples a vector of polynomials C = (Cy,...,Cy) such that
C; € Flz] is a random polynomial of degree d’ satisfying C;(s) = m;. It outputs the ciphertext:

€= (<C§>9)56[0,5]Z

The multi-key encryption algorithm MEnc. Given as input a triplet (y1,72,73) where every ~;
is a tuple containing a secret key sk; = (pp,s;), a message m; = (m;1,...,m;¢) and randomness r;, for
every ¢ € [3], the multi-key encryption algorithm uses the randomness r; to sample a vector of polynomials
Ci=(Ci1,...,Ciy) such that C; ; € F[xz;] is a random polynomial of degree d’ satisfying C; ;(s;) = m; ;. It
outputs the multi-key ciphertext:

I'= <<(C1 ,Cy, Cy)l € F[x1,172,$3]>g)5€[07g]32

The homomorphic evaluation algorithm Eval. The homomorphic evaluation algorithm operates
either on single-key or on multi-key ciphertexts. Let £/ = £ in the single key case, and ¢/ = 3¢ in the multi-key
case. It is given as input:

e The public parameters pp.

A (single-k Iti-key) ciphertext ((C?),) .
e A (single-key or multi-key) ciphertext (( >g o
e An /'-variate polynomial P of individual degree § < § represented by a list of monomials with coeffi-

cients in {1, —1}.

It computes the coefficients a5 € F such that P(x) = Z&e[o s Qs x%. Tt computes and outputs the

evaluated ciphertext:
e=(P(C)), = < > a,;-c<5>

e’
4€0,] g

The decryption algorithm Dec. Given as input the secret key sk = (pp, s) and an evaluated ciphertext
e = (R) 9 the decryption algorithm first verifies that e encodes a univariate polynomial R of degree at most

¢-6-d and outputs | otherwise. Next, it computes the encoding (R(s)), It (R(s)), = (b), for b€ {0,1} it
outputs b. Otherwise, it outputs L.
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The inefficient value recovery algorithm Val. The inefficient value recovery algorithm operates
either on single-key or on multi-key evaluated ciphertexts. In the single-key case it is given as input the
secret key sk = (pp, s) and an evaluated ciphertext e = (R) g+ In the multi-key case it is given as input the
secret keys (ski, ska, sk3) where sk; = (pp, s;) and an evaluated ciphertext e = (R) . Let s = (s) in the single
key case and s = (s1, $2, $3) in the multi-key case. The inefficient value recovery algorithm first verifies that
e encodes a polynomial R of degree at most £-0 - d’ that is univariate in the single-key case and trivariate in
the multi-key case, and outputs L otherwise. Next, it computes the encoding (R(s)) g It inefficiently finds
v € F such that (R(s)), = (v), and outputs v.

The quadratic zero-test algorithm ZT. The quadratic zero-test algorithm is given as input:
e The public parameters pp.
e An n-variate degree-2 polynomial ) represented by a list of monomials with coefficients in {1, —1}.

e A vector of evaluated ciphertexts e = (e1,..., e,) where e; = (R;),.

It first verifies that every e; encodes a polynomial R; of degree at most £-§-d’ that is univariate in the single-
key case and trivariate in the multi-key case, and outputs L otherwise. Next, it computes the coefficients

a;; € F such that Q(z1,...,2z,) = Zi,je[o,n] o j - ¢;xj. Using the bilinear map it computes the encoded
polynomial:
(Q(R1,-- s Ra))eggg) = < > iy 'Rz‘Rg‘> ;
3€(0n] e(9.9)

and outputs 1if (Q(R1, ..., Rn)).(y4) = (0)c(y,q (that is, if all the encoded coefficients are zero). Otherwise,
it outputs 0.

The ciphertext extension algorithm Extend. Given as input a triplet (y1,72,73), where one ~;
is a ciphertext ¢; = (<C?>g)5 0.3 and for ¢ # j, v; is a tuple containing a secret key sk; = (pp, $;), a
€[0,5)

message m; = (M;1,...,m;¢) and randomness r;, for every i # j, the ciphertext extension algorithm uses
the randomness r; to sample a vector of polynomials C; = (C; 1,...,C;¢) such that C; , € Flz;] is a random
polynomial of degree d’ satisfying C; 1 (s;) = m; . It computes and outputs the multi-key ciphertext:

_ 5
I'= <<(Cl , G2, C3)° € IF[CL’l,ilCQ,353]>g)6€[0’5]3/Z

Note that this encoded polynomial can indeed be computed given c; since C; for ¢ # j are not encoded.

The ciphertext restriction algorithm Restrict. Given as input an evaluated ciphertext
e = (R € Flz1, 22, 23]),, and an index j € [3], the ciphertext restriction algorithm computes and outputs the
restricted ciphertext: e; = (R;), where R; € F[z;] is the restriction of R to ; = 0 for every i # j.

4.3 Analysis

We prove that the construction given in Section with degree bound ¢ is a limited zero-testable homo-
morphic encryption scheme (De_ﬁnition 4.11)) under the following hardness assumption parameterized by .
For our quasi-argument we set § = 2.

Assumption 4.12. There exists an ensemble of groups {Gx} of prime order p = p, with a non-degenerate
bilinear map such that for every d(k) = O(log k) and PPT adversary Adv, there exists a negligible function
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u such that for every k € N:

b+ {0,1}
g+ G
5 Ly
Pr|b =0b| toZp
t1<—82d+1

b — Adv <<<si ~ti> > )
9/ i€l0,d],j€[0,6] ) |

Theorem 4.13. For everyd € N, the scheme (ParamGen, KeyGen, Enc, Eval, Dec, Val, ZT, MEnc, Extend, Restrict)
given in Sectz’on is a limited zero-testable homomorphic encryption scheme with degree bound 6 (Defini-

tion under Assumption with parameter §.

In the remainder of this section we prove Theorem We focus on proving semantic security (Defini-
tion 4.3). The rest of the requirements in Definition follow directly from the construction.
Assume towards contradiction that there exists a function £(x) = O(log k) and PPT adversary Adv such

that for infinitely many & € N, there exists £ < £(x) and m®, m! € {0, 1}€ such that:

IN
N —

b+ {0,1}

pp < ParamGen(k, {(x))
sk «+ KeyGen(pp)

Pr |t =b| r« {0,1}" >
co < Enc(sk,m°, )
c1 <+ Enc(sk,m!, )
b+ Adv(pp,cp)

1 n 1
2 poly(k)

Fix such &, £ and m®, m*. For i € [0,/], let m’ € {0,1}" be the message such that m’; = mj for j <iand

m’ = m) for j > i. Therefore, there exists i* € [{] such that:

b+ {0,1}

pp < ParamGen(k, {(x))
sk «+ KeyGen(pp)

Pr |t =b| r<+ {0,1}" >
co < Enc(sk,m* 1, r)
c1 + Enc(sk,m’" )
b« Adv(pp, )

Fix such i* € [f]. Next, we construct an adversary breaking Assumption with parameter ¢ and
d =6 -0. To this end, we first construct an adversary Adv/,, for any m € {0,1}" such that:

g« G pp < ParamGen(x, {(x))
55 deﬂ sk < KeyGen(pp)
Pr|b=1| t<s =Pr|b=1| r+{0,1}" . (4)
_ Enc(sk,m,r)
b Adv, [ ((s-9) ), € s
<(< >9);§[%:‘§> b < Adv(pp, ¢)
Additionally:
Pr |1=Adv._ .- < (s" %) )ic >] = Pr_ [1=AdV . < (s"-t7) ), >] . (5)
mi i€[0,d] miT—1 i€[0,d]
%S ( 9)j€[075] %S ( g>je[076]
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Then by , for some m € {mi* , mi**l}, Adv/,, breaks Assumption
Given as input the encodings (s’ ~tj>g for every i € [0,d] and j € [0, 0], the adversary Adv/, proceeds as
follows:

1. Let pp = (1%,4,g) and d’ = 2d + 1.
2. For every i € [{] sample a random polynomial C} € F[z] of degree d’' — 1.

3. Forie [\ {i*} let C; =z - Cl — s-Cl 4+ m;. Observe that C; is distributed like a random degree-d’
polynomial subject to C;(s) = m;. Note that the adversary cannot compute the polynomial C; since
it is not given s in the clear.

4. Let Cpr = 2 - Cla — s - Cla +my» + (xd/ —t). Observe that if t = 5% then C; is distributed like a
random degree-d’ polynomial subject to C;(s) = m;«. If ¢ is random and independent of s then C; is
distributed like a random degree-d’ polynomial.

5. Use the encodings (s ~tj>g for i € [0,d] and j € [0, 0] to compute the ciphertext:

c = (((01, ce Of)ts>g)<se[0,5]’Z

Observe that for every i € [{], every coefficient of C; depends linearly on s. Moreover, the free
coefficient of Cj« depends linearly on t. Therefore, every encoded polynomial in ¢ can indeed be
computed from the input.

6. Output the bit returned by Adv(pp,c).

By construction, if ¢t = 5% then the ciphertext ¢ generated by Adv/, is distributed exactly like an encryption
of m, and hence follows. If ¢ is random and independent of s then the output of Adv/, is independent of
mg+. Since m! ~! and m* only differ in location i*, follows.

5 Quasi-argument

This section includes our publicly verifiable non-interactive quasi-argument. We start by defining the notion
of quasi-arguments. In Section [5.1] we construct a quasi-argument from the encryption scheme in Section [4]
The analysis is given in Sections and See also Section for a detailed discussion of the notion, and
Section for an the overview of the construction.

Syntactically, quasi-arguments are similar to the standard notion of succinct non-interactive arguments.
In a quasi-argument for a 3CNF formula ¢, the prover and verifier share an input . Using a witness w
such that ¢(z,w) = 1 the prover produces an accepting proof. In contrast to standard arguments, quasi-
arguments only satisfy a relaxed notion of soundness, called no-signaling extraction. Loosely speaking, in
the no-signaling extraction requirement we consider an adaptive adversary acting as the prover that given
honestly generated keys, produces an input x for ¢ as well as some arbitrary auxiliary input y together
with a proof. For a quasi-argument with locality parameter K we require that there exists a no-signaling
extractor E, that takes as input the formula ¢ along with a subset S of ¢’s variables of size at most K and
samples inputs x, y, together with a partial assignment to the variable in S.

We make the following requirements of the extractor E. First, for every formula ¢ and set S, the
distribution of inputs z,y sampled by E must be indistinguishable from the distribution samples by the
adversary, conditioned on it producing an accepting proof. More formally, we consider an experiment where
the adversary produces inputs x,y together with a proof, and if the proof is rejecting we replace x and y
with 1. We require that this is indistinguishable from z,y sampled by E. Second, we require that for every
formula ¢ and set S, whenever E samples x # 1, the partial assignment sampled by E is consistent with x
and it satisfies all of ¢’s clauses that are over the variables in S. Finally, the output distribution of E must
satisfy the no-signaling requirement.

Formally, a quasi-argument consists of algorithms (QA.S, QA.P, QA.V) with the following syntax.
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Setup: The randomized setup algorithm QA.S takes as input a security parameter x, an M-variate 3CNF
formula ¢, an input length n and a locality parameter K. It outputs a prover key pk and a verifier
key vk.

Prover: The deterministic prover algorithm QA.P takes as input a prover key pk and an assignment o :
[M] — {0,1}. It outputs a proof II.

Verifier: The deterministic verifier algorithm QA.V takes as input a verifier key vk, an input =z € {0,1}"
and a proof II. It outputs a bit indicating if it accepts or rejects.

Remark 5.1 (Formula structure). For technical reasons, we require that every clause of ¢ contains 3 distinct
variables. This is WLOG, as we explain in Section In what follows, we always assume that ¢ satisfies
this property even if we do not require so explicitly.

The definition of quasi-arguments relies on the following notion of locally satisfying assignments. In
what follows, we denote the M variables of the formula ¢ by z1,..., zp and assume WLOG that for i € [n],
the i-th input variable is z;.

Definition 5.2 (Locally Satisfying Assignment). For an M-variate 3CNF formula ¢, and a set S C [M]
we say that a partial assignment o : S — {0,1} locally satisfies ¢ if every clause in ¢ that only contains
variables in S is satisfied by 0. We denote by ¢(o) the bit indicating whether or not o locally satisfies ¢.

Definition 5.3 (Quasi-arguments). A publicly verifiable non-interactive quasi-argument (QA.S, QA.P, QA.V)
satisfies the following requirements.

Completeness. For every k, K,n,M € N such that K,n < M < 2% every M-variate SCNF formula o,
assignment o : [M] — {0,1} satisfying ¢, and for v € {0,1}" such that Vi € [n] : o(i) = z;:

(pk,vk) + QA.S(k, ¢, n, K)

Pr|QAV(vk,2,TT) = 1| 7" QA.P(pk, o)

=1.

Efficiency. In the completeness experiment above:

o The setup algorithm runs in time poly(k, |¢|) and outputs a verifier key vk of length n-poly(k, K).
e The prover runs in polynomial time and it outputs a proof I of length poly(k, K).

o The verifier runs in time n - poly(k, K).

No-signaling extraction. For every polynomials M,n, K in the security parameter, there exists a PPT
oracle machine E, called the no-signaling extractor, such that for any M -variate formula p = v, and
poly-size adversary Adv the following requirements are satisfied:

Correct distribution: For every PPT distinguisher D there exists a negligible function p such that
for every k € N:

(pk,vk) + QA.S(k, o, n, K)
_ (x,y,II) «+ Adv(pk, vk) B B
PrD@y) =11 i QAV(vk, 2, 11) = 0 : o)ty (D@ ) = 1) < )

setx=y= 1

Local consistency: There exists a negligible function p such that for every k € N and set S C [M]
of size at most K :

VieSN[n]: o(i) =a;

T p(o) =1

>1- .
(z,y70)<—ErAd”(%S) N ulr)
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No-signaling: For every PPT distinguisher D there exists a negligible function p such that for every
k € N and sets ' CS C [M] of size at most K :

[D(z,y,0(8") =1] - [D(z,y,0") =1]| < p(k) -

Pr Pr
(2,y,0)+EAY(p,8) (w,y,0")EA (p,S")

Remark 5.4 (Universal Extractor). Our definition requires that the no-signaling extractor is universal. That
is, there exists a single no-signaling extractor that works for every ensemble of formulas {¢,.} and adversary
Adv. We rely on this fact in the proof of our bootstrapping theorem in Section [6]

In the remainder of this section, we prove the following theorem.

Theorem 5.5. Under Assumption[].13 the construction given in Section[5.1] is a quasi-argument.

5.1 Construction

In this section we construct a quasi-argument based on the encryption scheme in Section

5.1.1 Notation.

We start by introducing notation.

The input formula. Recall that the local-consistency property of the no-signaling extractor E requires
that if E(yp, S) samples (z,y,0), then o locally satisfies ¢ and assigns to every input variable in S a value
consistent with z. In our construction it will be convenient to express the input constraints on the assignment
o as additional clauses in . For example, for every i € [n] we could add the clause (z; = z;) to . Recall,
however, that we assume every clause in ¢ contains 3 distinct variables (see Remark . We therefore add
to ¢ clauses that express the input constraints and have the required structure. This is done as follows.

Out of the M variables z1, ..., zps fix two variables 2/, 2’ that are not input variables (we assume WLOG
that M > n +2). For every i € [n] and b € {0,1} let I; 5(z;, 2/, 2”’) be the following formula that is satisfied
if and only if z; = b:

Iip(z,2',2") = /\ (zi=bVv Z=0b vz =V).
b ,be{0,1}

For z € {0,1}" we define the input formula I, = A,
assignment o : S — {0,1}, if I,(¢) = 1 then every input variable in S is assigned consistently with x.
However, this is only the case when S contains 2’, 2”. Therefore, in what follows we assume that S contains
the variables 2’, z”’. This is WLOG since we can always:

1; »,. We would like to argue that for any local

e Run the setup algorithm QA.S with locality parameter K + 2 instead of K.

e Invoke the no-signaling extractor E on the set S U {z/,2”} instead of S and ignore the additional
variables in the resulting assignment.

Finally, we assume WLOG that for every z € {0,1}", I, and ¢ have no clauses in common.

Formula arithmetization. We represent 3CNF formulas as multi-linear polynomials. Let ¢ be an
M-variate 3CNF formula over the variables z1,...,2zy. We identify the variables’ indices with strings in
{0,1}™ for m = log(M).
Definition 5.6. A multi-linear polynomial ¢ : Z3™3 — 7 is an arithmetization of the 3CNF formula ¢ if the
following holds: For every set of indices v1,va,v3 € {0,1}" and bits by, by, b3 € {0,1}, ¢(v1,va, Vs, b1, b, bs)
outputs a bit b € {0,1} such that b =1 if and only if  contains the clause: (zy, = b1 V 2y, = by V 2y, = b3).
For every j € [n] and b € {0,1}, let I, be an arithmetization of the formula I;;. Therefore, for any
x € {0,1}", the polynomial I, = Zje[n] I; ., is an arithmetization of the formula I,. Since ¢ and I, do not
have any common clauses, if @ is an arithmetization of ¢, then @ + I, is an arithmetization of the formula
wA 1.
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Polynomials. For afixed £ € N, let ID denote the multi-linear polynomial extending the boolean equality
function:

ID(21,y .2y 20, 21,5 20) = H (zizi + (1 —z)(1—20)) .
i€[l]

Fori e [(], j € Nlet Z! : Z* — Z denote the monomial:

J
z; -

Zij(zl,...,Zg)

For any polynomial P : Z* — Z of individual degree § and any i € [¢], let Pligsees Plis e 7t — 7 be
the polynomials such that:

P(z) = Z Pli,j<z)'sz(Z> :

J€[0,9]

Namely, P|i)0, e P|@,5 are defined by interpreting P as a univariate polynomial in z;, and letting P|i7j(z)

be the coefficient of z]. (In particular, each P|; ;(z) ignores the variable z;.)

Triplets. Let (K)? be the set of all triplets (q1, g2, g3) € [K]? such that qi, g2, g3 are pairwise distinct.

The encryption scheme. We use the encryption scheme from Section [4] with degree bound 6 = 2
given by the algorithms (ParamGen, KeyGen, Enc, Eval, Dec, Val, ZT, MEnc, Extend, Restrict). (The algorithms
Dec, Val and Extend are used only in the analysis.) We use the following shorthand for the algorithms Eval
and ZT:

e We denote by [P(c)],, the output of Eval(pp, ¢, P).
e We denote by [P(e) = P'(e)],, the output of ZT(pp, (P — F'),e).

5.1.2 The algorithms.
Next we describe the quasi-argument’s algorithms (QA.S, QA.P, QA.V).

The setup algorithm QA.S. The setup algorithm is given as input a security parameter x, an M-
variate 3CNF formula ¢, an input length n and a locality parameter K.

Let m = log(M) (we assume WLOG that m is an integer). Let ¢ be an arithmetization of the formula
. The setup algorithm proceeds as follows:

e Sample public parameters pp < ParamGen(x, £ = m).

e For every ¢ € [K] sample sk, + KeyGen(pp),r, < {0,1}" and set v, = (skq, 0™, 7).
o For every ¢ € [K] set A7 <— Enc(v,).

e For every q = (¢1,¢2,q3) € (K)? set B < MEnc(Yq,, Vg Va5 )-

e For every q € (K)?, i € [3m], and § € [0,2], set 5 < [Z?(Bq)]pp.
e For every b € {0,1}°, q € (K)3 set DP9 « [(p(B9, b)],-

e For every b € {0,1}*, q € (K)3, j € [n], and b € {0,1}, set E;-)gq — [Ij,b(Bq,b)}
’ PP
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e Output the prover and verifier keys:

pp
pk=[ {41 : qe[K])
{BY : qe (K)"}

pp
{0;35 L q € (K)3, i€ [3m], 6€0,2]}

{Dba : be (0.1}, qe (K)*)
{E;j;;l : be{0,1)°, qe (K)% jen], be{o,l}}

vk =

The prover algorithm QA.P. The prover is given as input:

o A prover key:
PP

pk=| {47 : qe[K]}
{BY : qe(K)*}
e An assignment o : [M] — {0, 1} satisfying ¢.
The prover proceeds as follows:

e Let X : Z™ — Z be the multi-linear extension of the assignment o:

Y(z) = Z ID(z,v)-o(v) .

ve{0,1}™
e For every b = (by, by, bs) € {0,1}* and subset I C [3], let P 73 — 7 be the polynomial:

SP(21,22,23) = [ [ (S(zi) = bi)

i€l
e Let x € {0,1}" be the value o assigns to ¢’s input variables. Note that o satisfies p A 1.
e For every b € {0, 1}3 let PP : Z*™ — 7Z be the polynomial:
Py (z) = (¢ + L) (z,b) - £y (2) .
Note that since o satisfies A I,, P?(z) = 0 for every z € {0,1}*™.

e For every b € {0, 1}3 and i € [3m], let PP : Z3™ — Z be the polynomial:

PZb(Zl,...,ng)E Z ID(217~-~7Zi7U1;-~-7vi)'P()b(vla--~7viyzi+17~-~>z3m) .
VLyneny v, €{0,1}

Note that for every i € [3m)]:

PP(21,. s 23m) = Z ID(2i,vi) - PPy (21,5 201, Vi, Zig 1, - 23m) -
v,; €{0,1}

Moreover, since PP(z) = 0 for every z € {0,1}*" we have that P2 = 0.

e For every q € [K] set F'1 + [Z(Aq)]pp'

e For every b € {0,1}%, q € (K)3, and non-empty I C [3], set G';’q — [Z}’(Bq)]pp.
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e For every b € {0,1}°, q € (K)3, i € [3m], and & € [0,2], set Hb’? 5 & [Pib_lh. 5(Bq)}

PP
e Output the proof:

{F g € [K]}
n=| {6r?  ipefoy, ae k) 1cpl)
HP . be {01}, ae (K)3, ic[3m], §e [0,2}}

The verifier algorithm QA.V. The verifier is given as input:
o A verifier key:

pp
{c,g& L q e (K, i€ 3m], 6€0,2)}

{DPa : be{0,1}®, qe <K>3}
{Eﬁéq :be{0,1}’, qe (K)3 jeln], be {0,1}}

vk =

e An input string z € {0,1}".

e A proof:
{r g € [K]}
mo | {c®  bef01}®, qe (k) Ig[g]}

HPs o be {01}, ae (K), e [3ml, 0 €0,2]}

For every b = (b1, ba, b3) € {0,1}° and q = (q1, g2, ¢3) € (K)3, denote:
C)=Cf, D=DP% B, =E}, Gr=Gy% Hiis=H};,

and perform the following zero-tests.

Validity of G: For every pair of non-empty disjoint subsets I, 1’ C [3] test that:
(G- G =Grurl,
Consistency of G and F: For every i € [3] test that:

[Restrict(G{i},i) =F% - bi] pp

Consistency of G and Hjy: Test that:

> Hos Cl=|D+ > Eia |-Gy
§€10,2] j€[n] PP

Consistency of H;_; and H;: For every i € [3m — 1] test that:

> Do) Y Hiasv®= > His-Cyy

ve{0,1} 6€(0,2] 6€0,2] op

Validity of Hs,,_1: Test that:

Z C3m, ZHgm 1,6 ° ’U =0

ve{0,1} 6€10,2] op
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5.2 Completeness

Fix kK € N, K,n < M < 2% an input z € {0,1}", an M-variate 3CNF formula ¢ and an assignment

o:{0,1}"™ — {0,1} satisfying » A I,. Consider the experiment:

(pk7 Vk) — QAS(KH ®, 1, K)
IT < QA.P(pk, o)
QA.V(vk, z, 1)

We need to prove that in this experiment, all of the verifier’s tests pass and it accepts with probability 1.

Fix b = (by, by, bs) € {0,1}” and q = (¢1,¢2,¢3) € (K)? and denote:

3

_ S _ ma 6 _ d _ b, _ rba
B = B9, Ci =Cis, G =Cs, D=D 4 Ejp = E;i’

b, b,
Gr=G}%, Hi_15=H>)

By construction, the following ciphertexts are computed by evaluating the following polynomials on the

ciphertext B:

We argue that all the verfier’s tests for b and q pass.

Validity of GG. For every pair of non-empty disjoint subsets I, I’ C [3] the verifier tests that:
(G1-Gr =Grrl,, -
By the definition of the polynomial X we have:

SP(21,22,23) - £ (21, 22,23) = [ [ (2(z:) — b)) - [] (B(z:) — 1)

icl ier
= H (E(zi) — bi)
ie1or

= EET)UI’ (Zl, Z27Z3) .

Therefore, by @[) and by the weak completeness of the zero test (Definition the test passes.

Consistency of G and F. For every i € [3] the verifier tests that:
[Restrict(Gy;y,1) = F% — bi]pp .

By construction:
A% =Enc(vy,) , BY=MEnc(Vg,5Y5Vgs) -

By the definition of the polynomial ¥, for every z1, 22, 23 € Z™:
E?(zl, 22, 23) = E(Zi) — bl .
Therefore, by @D and by the correctness of the restriction operation (Definition 4.10):

Restrict(Gqy,1) = [E(AY) = bil,, -
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We, therefore, need to show that the following test passes:

[S(A%) —b; = F% —b;] .

By construction F'? = [¥(A?)] . Therefore, by the weak completeness of the zero test (Definition the
test passes.

Consistency of G and Hy. The verifier tests that:

Y Hos-C=|D+ ) Ej, |-Gy

2]
5€(0,2] PP

By the definition of the polynomial PP we have:

Y Bl y(2) 2 (2) = FY(z)

6€[0,2]
E(¢+ ~T)( ,b) Z][D]( )
+ Ijz,)(2,b) - B (2)

Therefore, by @ through and by the weak completeness of the zero test (Deﬁnition the test passes.

Consistency of H;,_; and H;. For every i € [3m — 1] the verifier tests that:

ZI ZH“(;U ZH“;C

ve{0,1} 6€0,2] 6€10,2] op
By the definition of the polynomial PP for z = (21,. .., 23,,) we have:
Z lD(Zil(Z)7v) : Z Pitllli 5(z) -0’
ve{0,1} 5€[0,2]
= Z |D(ZZ,’U) . P;il(zh e ,Zifl,’U,Zile, ey ng)
ve{0,1}

§ b
|D(2’1,. ey Ziy U1y e v ,Ui) . PO (1)1,. ces Uiy Zig1y - - .,ng)
v1,...,9;€{0,1}

= PP(2)

— b 4
= Z Pz l+15 Zz—l—l( ) .
§6€(0,2]

Therefore, by @ and and by the weak completeness of the zero test (Definition the test passes.

Validity of Hs,,—1. The verifier tests that:

Z Cdm7 Z H3m 1,6 ° ’U =0

ve{0,1} §€10,2] op
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By the definition of the polynomial PP for z = (z1, ..., 23,,) we have:

D, IDZin(@),0)- D Ponalgy, (@)’

ve{0,1} 6€(0,2]

Z ID(23m,v) - P2 1(21, .-+, 23m—1,0)
ve{0,1}

> ID(zv)-PR(v) .

ve{0,1}3™

By construction, since the assignment o satisfies the formula ¢ A I, we have that P(}) (v) = 0 for every
3Im
v € {0,1}""", and therefore:

Z ID(Z3,,,(z Z Py, 1‘3m5 v’

ve{0,1} 5€10,2]
= Z ID(z,v) - PP(v) =0 .
ve{0,1}3™

Therefore, by @ and and by the weak completeness of the zero test (Definition the test passes.

5.3 No-signaling Extraction

Let M,n, K be polynomials in the security parameter. We construct a PPT no-signaling extractor E, and
show that it satisfies the requirements in Definition

Fix an ensemble of M-variate formulas {¢,} and a poly-size adversary Adv acting as a malicious prover
in the quasi-argument. The extractor E is given oracle access to Adv and it is given as input the formula
© = ¢, and a set S C {0,1}"™ of size at most K. We assume WLOG that S contains the indices of the
variables 2/, 2" used in the input formula (see Section . E proceeds as follows:

e Fix K distinct indexes uy,...,ux € {0,1}" such that S C {uy,...,ux}.

o Emulate the algorithm QA.S(k,¢,n, K) with the following modification: instead of setting v, =
(skq, 0™, 7¢), set 74 = (skq, ug, 7¢). Obtain the prover and verifier keys pk, vk.

Query Adv with the keys pk,vk and obtain inputs x,y and a proof II including the ciphertexts
F' ... FK.

If QA.V(vk,z,IT) = 0, then set v =y = L.

o Fix an assignment o : S — {0,1} as follows: For every u, € S set b < Dec(skq, F'?). If b € {0,1} set
o(uy) = b. Otherwise, if b = L set o(u,) to an arbitrary bit in {0, 1}.

e Output z,y and o.

Next we argue that E satisfies the requirements in Definition To argue that E samples the correct
distribution we need to show that for every PPT distinguisher D and x € N:

(pk,vK) < QAS(k, 0,1, K)
B (z,y,II) + Adv(pk, vk) _ -
Pr (D) = 1| i Vom0, o P, D) = 1| < negl(e)

setx=y=_1

This follows from the construction of E and the semantic security of the encryption (Definition [4.3]) by a
standard hybrid argument. The proof is omitted. We proceed to show that E satisfies local consistency and
no-signaling.
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5.3.1 Local consistency.

Fix k € N and a set S C {0,1}" of size at most K containing the indices of the variables z’, 2. We show
that:

y WESﬂ[n]:a(i):xi}zl.

(%y,o)l?—rE(«P,S) [33 B plo) =1
By the construction of the input formula I, and since S contains the indices of the variables 2/, 2", it is
sufficient to prove:
Pr [ x#£ L }
(@y.0)E8) | (pAIx)(0) =0
Since E outputs = L whenever QA.V(vk, z,II) rejects, it is sufficient to show that:

£ L
Pr 1=QAV(vk,z,1I) | =0 . (11)
e ETEI | (o A L) (o) =0

The proof of local consistency proceeds as follows. We first define a computationally unbounded verifier
V. Loosely speaking, V emulates the verifier QA.V “in the clear”. That is, V first uses the inefficient algorithm
Val to decrypt the ciphertexts in the verifier key vk and in the proof IT and then performs the same tests as
QA.V except on the plaintexts instead of the ciphertexts. To prove (11) we argue that with overwhelming
probability:

=0 .

e Whenever QA.V accepts V also accepts. This follows from the soundness property of the zero-test
operation (Definition 4.5)).

e Whenever V accepts o locally satisfies ¢ A I,.

The computationally unbounded verifier V is given as input:

e A verifier key:

pp
{035 . q e (K)3, ie[3m], 6€0,2]}

{DPa : be{0,1}%, q¢ <K>3}
{Eﬁgl : be{0,1}°, qe (K)3 jen], be {071}}

vk =

e An input string z € {0,1}".
e A proof:
{F t g€ [K]}
oo | {agbe be{0,1}3,qe<K>3,Ig[3]}
HP,  bef0.1), ae (K)?, i€ 3m], ¢ 0,2}
e Secret keys ski,...,skx (not given to the real verifier QA.V).

For every q € [K] set F'9 < Val(sk,, F'9). For every b = (b1, ba, b3) € {0, 1}3 and q = (q1,q2,q3) € (K)3,
let sk = (skg, , Skq,,Sky, ), and set:

C} « Val(sk, Cfy)
D <+ Val(sk, D>9) |
Ejp + Val(sk, E)
G + Val(sk, G>9)

(

sk, HP4 ) .

H;_ 15<—Val i—1,8

37



If any of these executions of Val output L, then V rejects. Otherwise, the values defined above are in
the field F defined by pp and V performs the following tests on these field elements.

Validity of G: For every pair of non-empty disjoint subsets I, I’ C [3] test that:
Gr-Gr =G .

Consistency of G and F: For every i € [3] test that:
Gy = F7 — b,

Consistency of G and Hy: Test that:

Z ﬁ075-é(15 = D+ Z E~‘,:vj é[g] .

§€[0,2] j€(n]

Consistency of H;_; and H;: For every i € [3m — 1] test that:

Z ID ZHl 1,6 v° Zgi,é'éf-f-l'
6€[0,2]

ve{0,1} 5€[0,2]

Validity of Hs,,_1: Test that:

Z C3ma ZHBm 1,6 ° U =0.

vef{0,1} 5€[0,2]

To show that holds it is sufficient to prove the following two claims:
Claim 5.7.

Pr [ 1 =QA.V(vk,z,1I)
(z,y,0)+EAY(p,S) L 0= V(Vk7 Z, Hv (Skla e 7SkK)) ]

Claim 5.8.
[z ;é 1

PrAd V(v
(2,y,0)+EAY(p,S) ((p/\[ )

k,x,H,(skl,...,skK)) =0 .
( =

g

The proof of Claimfollows directly from the construction of the verifiers QA.V and V by the soundness
of the zero-test operation (Definition [4.5]).

Proof of Claim[5.8 We prove that:

x#£L AN 1=V(vk I, (sky,...,skr)) = (pAIL)(o)=1.

Assuming that x # 1 and 1 = \7(vk,x, I1, (skq,...,skx)) we need to show that every clause in ¢ A I, that
only contains variables in S is satisfied by o. Recall that ¢ + I, is an arithmetization of the formula PN 1.
Let uy,...,ux € {0,1}"™ be the distinct indexes fixed by E such that S C {uy,...,ux}. Since every clause
in ¢ A I, contain three distinct variables in S it is sufficient to prove that for every q = (q1,¢2,q3) € (K)3
and bits b = (b1, by, bs) € {0,1}°

(¢ + iz)(uq17uq2’uq37b) =1 = (U<U-q1) =01 V o(ug,) =bs V U(uq3) =b3) .
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Let u = (ug,...,usm) € {0,1}*" be the vector u = (14,, g,y ). By the constructions of E and V, and by
the correctness of evaluation property (Definition [4.1)):

@? =ul (12)
=¢(u,b) , (13)
EM = I;p(u,b) . (14)

Recall that for z # L, I, = > ien] I;+,. And, therefore, by and (14):
(¢ + 1) (u D+ZEN7 . (15)
[n]
Whenever V accepts, the validity test of G passes and, therefore:
Gy =Gy Grayp - Gray - (16)
Whenever V accepts, the consistency test of G and F passes and, therefore:
Gy =F% —b; . (17)
Combining and we have:

0[3] = H (FQL - bi) . (18)

1€[3]

Whenever V accepts, the consistency test of G and H, passes and, therefore:

ZHog C— D+ZEJI 'G[g].

6€(0,2]

Combining the above with , and gives:

N Hos-ul = (¢+L)(wb)- [] (F‘“—bi) . (19)

5€[0,2] i€[3]

Whenever V accepts, for every i € [3m — 1] the consistency test of H;_1 and H; passes and, therefore:

ZI ZHzMU ZHHS g

ve{0,1} 6€(0,2] 6€10,2]

Combining the above with , and by the fact that u; € {0,1} we have:

Z I~{i_1)5~uf= Z ID(ui,v)- Z gi_175"l)6: Z f[i,(;-u?H

6€10,2] ve{0,1} 6€(0,2] 6€(0,2]

Since the above holds for every i € [3m — 1] it follows that:

Z Hos-uf = Z Hspm, 4l - (20)

5€(0,2] 5€(0,2]

Whenever V accepts, the validity test of Hspq passes and, therefore:

Z Cdm7 ZH;;m 1,6 ° ’U =0 .

ve{0,1} §€10,2]
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Combining the above with (12), and by the fact that us, € {0,1} we have:

> Hsmors = > ID(ugm,v)- > Hymo15-0°=0. (21)

5€0,2] ve{0,1} 5€[0,2]

Combining (19), and we have:
@+ L)(ub)- T (F* —b) =0

1€[3]

Therefore, if (¢ + 1:1;)(}1, b) = 1, then there must exist some i € [3] such that F% = b; € {0,1}. By the
construction of E and V and by the correctness of decryption property (Definition it follows that:

o(u,,) = Dec(sk,,, F9') = Val(sk,,, F%) = F% = b; .
Therefore, as required, it holds that:

(U(uth) =b Vv 0(uqz) =by V O‘(qu) = b3) :

5.3.2 No-signaling.

Fix a PPT distinguisher D. Assume towards contradiction that for infinitely many values of x € N there
exist sets S C St C {0,1}™ of size at most K such that:

1
Pr D(z,y,0(8%) =1] — Pr D(z,y,0)=1]| > .
(x,y,@eEAdv(wvsw[( b,o(87) =1] <z,y,a>eEAdv<w,s0>[( y.0) =1 poly(x)

For every b € {0,1} let u4,...,ub € {0,1}"" be the distinct indexes fixed by EA% (¢, S"). Recall that
St C {ul{, .. .,uZ}. We assume that for every qo,q1 € [K]:

ug, =g, =g =qr - (22)

This is WLOG since the output distribution of E is invariant with respect to the order of the indexes
.l

For q € [0 K] let Exp, be the eXperiment where we sample (x,y,0) by executing EAY with ¢ and with
fixed uy,...,uk such that uy = u for all ¢ < g and uy = u for all ¢’ > ¢ . Note that Exp, corresponds
to an execution of EAY(yp, S'), and Exp x corresponds to an executlon of EA% (¢, 8Y). Therefore, there exists

q* € [K] such that:

1

0 = 1] - Py 2. o (SO)) — .
Pr Dy, 0(8%) =1] = Pr [D(e,y,0(87) =1]| 2 s

Expgx_1 Exp g«

(23)

Claim 5.9. ug* ¢ S°.

Proof. By.z ug* € S° C S! implies ug* = u}]*. In this case the views of the experiments Exp ._; and
Exp,. are identical. O
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We construct an adversary D’ that breaks the semantic security of the encryption (Definition [4.3)).
Specifically, we show that:

b+ {0,1}

pp < ParamGen(k,m,2)
sk « KeyGen(pp)

Pr |6 =b| r« {0,1}" > = .
co < Enc(sk,up.,r) 2 poly(x)
¢1 + Enc(sk,ug.,r)
v < D'(pp, c)

The adversary D’ is given pp and a ciphertext ¢ and it proceeds as follows.

e For every q < ¢* sample sk, < KeyGen(pp),r4 < {0,1}" and set 4 = (skq, ud, rq).

e For every q > ¢* sample sk, < KeyGen(pp), 7, < {0,1}" and set v, = (skq, u, 7).

e Set v, =c.

e For every ¢ € [K]\ {¢*} set A? + Enc(7,). Set AT = c.

e For every q = (q1,q2,q3) € (K)? such that ¢* & {q1, g2, q3} set BY < MEnc(Vy,, Vass Vas )-

e For every q = (q1,q2,q3) € (K)? such that ¢* € {q1, g2, q3} set B < Extend(Vy,, Vgas Vas )-

e Emulate the remainder of the setup algorithm QA.S and obtain the prover and verifier keys pk, vk.

e Query Adv with the keys pk, vk and obtain an input x, auxiliary input y and proof II which includes
the ciphertexts F!,..., FK.

o If QAV(vk,z,II) = 0, then set z =y = L.

e Fix an assignment o(S%) : S° — {0, 1} as follows: For every u, € S° set b «— Dec(sk,, F'?). Note that
by Claim if u, € S° then ¢ # ¢* and therefore sk, is indeed defined. If b € {0,1} set o(u,) = b.
Otherwise, if b = L set o(u,) to be an arbitrary bit in {0, 1}.

e Output D(z,y,o(S?)).

The following claim together with imply that D’ breaks semantic security.

Claim 5.10.

pp < ParamGen(x,m,2) |
sk < KeyGen(pp)
r <+ {0,1}"

¢  Enc(sk,uj.,r)

Pr [D(z,y,0(8°)) =1] =Pr [D'(pp,c) =1

Equ* _1

pp < ParamGen(x,m,2) |

o ) B sk + KeyGen(pp)
L1 DGy o(8%) = 1] =Pr | D'(pp.c) = 1| 77 T

¢ + Enc(sk, ud.,r)

Proof. By the construction of D’ and by the correctness of extension property (Definition we have that
when c is an encryption of u}]*, the distribution of D(z,y,o(S°)) sampled by D’ is identical to that sampled
in the experiment Exp,. ;. Similarly, when ¢ is an encryption of ul., the distribution of D(z,y,o(S?))
sampled by D’ is identical to that sampled in the experiment Expg-- O
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6 Bootstrapping Theorem

In this section we prove our bootstrapping theorem. See Section for an overview.

Theorem 6.1 (Bootstrapping). If there exists a family of collision-resistant hash functions and a pub-
licly verifiable non-interactive quasi-argument (Definition , then there exists a publicly verifiable non-
interactive delegation scheme for any RAM machine (Definition where the setup time Ts and proof
length Ly are both TO(1/logy log,. T)

The proof of the theorem is by induction. The base case is proven in Section [6.1] and the inductive step
is proven in Section [6.2]

6.1 The Base Case
In the base of the induction we construct a RAM delegation scheme with a long setup time.

Theorem 6.2. If there exists a family of collision-resistant hash functions and a publicly verifiable non-
interactive quasi-argument (Definition , then there exists a publicly verifiable non-interactive delegation
scheme for any RAM machine with setup time Ts = poly(T, k) and proof length Ly = poly(k) (Defini-

tion .

6.1.1 Hash tree.

Before proving Theorem we define the notion of hash trees. A hash-tree scheme consists of polynomial
time algorithms:

(HT.Gen,HT.Hash, HT .Read, HT .Write, HT.VerRead, HT.VerWrite) ,

with the following syntax:

e HT.Gen is a randomized algorithm that takes as input the security parameter 1% and outputs a hash
key dk.

e HT.Hash is a deterministic algorithm that takes as input a key dk and memory string D. It outputs
a hash tree tree and a root rt.

e HT.Read is a deterministic algorithm that takes as input a tree tree and a memory location £. It
outputs a bit b and a proof II.

e HT.Write is a deterministic algorithm that takes as input a tree tree, a memory location ¢ and a bit b.
It outputs a new tree tree’, a new root rt’ and a proof II.

e HT.VerRead is a deterministic algorithm that takes as input a key dk, a root rt, a memory location ¢,
a bit b and a proof II. It outputs an acceptance bit.

e HT.VerWrite is a deterministic algorithm that takes as input a key dk, a root rt, a memory location ¢,
a bit b, a new root rt’ and a proof II. It outputs an acceptance bit.

Definition 6.3 (Hash-Tree). A hash-tree scheme

(HT.Gen, HT.Hash, HT.Read, HT .Write, HT .VerRead, HT .VerWrite) |
satisfies the following properties.
Completeness of Read. For every k € N, D € {0,1}" such that L < 2%, and ( € [L):

dk < HT.Gen(1%)
(tree, rt) « HT.Hash(dk,D) | =1 .
(b,IT) «+— HT.Read(tree, £)

1 = HT.VerRead(dk, rt, £, b, II)

Pri pig=»
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Completeness of Write. For every k € N, D € {0,1}" such that L < 2%, ¢ € [L] and b € {0,1} let D' be
the string D with its £-th location set to b. We have that:

dk < HT.Gen(1%)
(tree, rt) « HT.Hash(dk, D) =1.
(tree’, rt’, 1) + HT.Write(tree, ¢, b)

1 = HT.VerWrite(dk, rt, £, b, rt’, II)
(tree’, rt’) = HT.Hash(dk, D’)

Efficiency. In the completness experiments above, the running time of HT.Hash is |D|-poly(k). The length
of the root produced by HT.Hash and the length of the proofs produced by HT.Read and HT.Write are

poly (k).

Soundness of Read. For every polynomial size adversary Adv there exists a negligible function p such that
for every k € N:

by # by
dk < HT.Gen(1"
Pr | 1=HT.VerRead(dk,rt, ¢, by, 11;) (t, £, by, TT ez( H) )  Adv(dk) < u(k) .
1 = HT.VerRead(dk, rt, £, by, II5) 5 T L T 2

Soundness of Write. For every polynomial size adversary Adv there exists a megligible function p such
that for every k € N:

rty # rto
. dk + HT.Gen(1"
Pr 1= HT.Vererte(dk, I’t,é7 b, rtl,Hl) (Ft 0.bort Hn( rt) I )<_ AdV(dk) < ,U'(/f) .
1 = HT.VerWrite(dk, rt, £, b, rto, Il T L TR

Theorem 6.4 ([Mer87]). A hash-tree scheme can be constructed from any family of collision-resistant hash
functions.

6.1.2 Construction.

Let (HT.Gen, HT.Hash, HT.Read, HT .Write, HT .VerRead, HT .VerWrite) be a hash-tree scheme (Definition
and let (QA.S,QA.P,QA.V) be a publicly verifiable non-interactive quasi-argument (Definition . We
construct a delegation scheme (RDel.S, RDel.D, RDel.P, RDel.V) for any RAM machine with setup time Ts =
poly(T, k) and proof length L = poly(k) (Definition .

The RAM machine. Fix a RAM machine R. We assume for simplicity and WLOG that in every step
R reads from one memory location and then writes to one memory location. Let (StepR, StepW) be the
following deterministic polynomial-time algorithms:

e Given a local state st of R, StepR outputs the memory location £ such that R in state st reads from
location /.

e Given a local state st and a bit b, StepW outputs a bit &', a memory location ¢’ and a state st’, such
that R in state st, after reading the bit b, writes the bit b’ to location ¢’ and transitions to state st’.

The setup algorithm RDel.S. Given as input x and T', the setup algorithm first samples a hash key
dk «~ HT.Gen(1*). Next, it emulates the quasi-argument setup algorithm QA.S(k, ¢, n, K) with the formula
@, locality parameter K, and input length n, defined below. It obtains the keys (QA.pk, QA.vk) and outputs
the keys (pk = (QA.pk, dk) , vk = QA.vk , dk).
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Let ¢ be a 3CNF formula corresponding to one step of R. That is, for every pair of digests h =
(st,rt),h’ = (st’/, rt’), bit b, and proofs IT, I there exists w such that ¢(h,h’, b, I, TI',w) = 1 if and only if:
£ < StepR(st)
(b, 0, st”) < StepW(st, b)
st’ = st”

1 = HT.VerRead(dk, rt, £, b, II)

1 = HT.VerWrite(dk, rt, ¢/, &, rt/, IT")
Moreover, such w can be efficiently computed given (h,h’,b,II,TI'). By the efficiency of the hash-tree

scheme, there exists such a formula ¢ with K = poly(k) variables.
Let ¢ be the following formula over M = O(K - T)) variables:

¢5(hoa(biani,Hé,wi,hi)ie[T}) = /\ @(hi—1, hi, by, T, T w;)
i€[T]

Let the variables describing hg, hy be the n input variables of ¢.

The digest algorithm RDel.D. Given as input dk and a configuration cf that consists of state st and
memory D, the digest algorithm computs the hash tree (tree,rt) = HT.Hash(dk, D). It outputs the pair
(st,rt) as the digest.

The prover algorithm RDel.P. Given as input pk = (QA.pk,dk) and a pair of configurations cf, cf’
such that (k,cf,cf’, T) € Ur the prover emulates R and obtains a satisfying assignment for ¢ as follows: let
cf = (stg, Do), let (treeg, rtg) = HT.Hash(dk, Dy) and let hg = (sto, rto). For every i € [T let:

l; StepR(sti,l) R

(bl,Hl) — HT.Read(treei,l,&-) s
(b;, é;, Sti) — StepW(sti_l, bz) R
(tree;, rt;, IT;) < HT.Write(tree;_1, ;. 0]) |

hi <— (Sti, rti) s

and let w; be such that ¢(h;—_1,h;, b;, IL;, IT}, w;) = 1 (such w; can be efficiently computed).
The prover now holds an accepting assignment o for ¢:

¢(h0a (bi)Hi7H27wiahi)i€[T]) = /\ So(hiflvhhbianhnéawi) = 1 .
1€[T)

It emulates the quasi-argument prover and outputs the proof II = QA.P(QA.pk, o).

The verifier algorithm RDel.V. Given as input vk, a pair of digests h, h’ and a proof II, the verifier
emulates the quasi-argument verifier QA.V(vk, (h, h'),II) and accepts if and only if QA.V accepts.

6.1.3 Analysis.

The completeness and efficiency requirements of the construction follow immediately from those of the
quasi-argument and the hash-tree scheme. We focus on proving soundness.

Fix a PPT adversary Adv and a polynomial "= T'(k). Assume towards contradiction that there exists
a polynomial p such that for infinitely many x € N:

RDel.V(vk, h, b, TT) = 1

(k,cf, cf',T) € Up (pk, vk, dk) < RDel.S(x,T)

h = RDel.D(dk, cf) (cf,cf’,h, b’ II) < Adv(pk, vk, dk)
h'  RDel.D(dk, cf')

L

br & p(k)

(24)
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Fix x such that holds. We say that a hash key dk is bad if conditioned on RDel.S sampling dk, the
probability in is at least 1/2p(x). Therefore, a 1/2p(x) fraction of hash keys are bad. Fix a bad dk
and let ¢ be the formula defined by dk. By the construction, RDel.V accepts if and only if QA.V accepts.
Therefore:

QA.V(QAVK, (h, '), TT) = 1

(k,cf,cf,T) € Ur (QA.pk, QA.vk) + QA.S(k, ¢, n, K) S 1

h = RDel.D(dk, cf) (cf, cf' h, b’ TT) < Adv(pk,vk,dk) | = 2p(r) °
h'  RDel.D(dk, cf')

Pr (25)

Let QA.Adv be the following adversary for the quasi-argument: given (QA.pk, QA.vk) it uses the hash key
dk and obtains (pk, vk). It emulates Adv and obtains an input z = (h, h’) to ¢, an auxiliary input y = (cf, cf’)
and a proof II. Let E be the no-signaling extractor of the quasi-argument. By the correct-distribution
property of E for every PPT distinguisher D:

(QA.pk, QA.vK) < QA.S(k, b, 1, K)

(z,y,1I) < QA.Adv(QA.pk, QA.vk)

if QA.V(QA.vk,z,II) =0 : < negl(k) . (26)
set x=y=_1

—Pr [D(z,y) =1| (z,y,0) + EQAAY (¢ )]

Pr [D(z,y) =1

In the experiments above, if 2,y # L, we parse z as (h,h’) and y as (cf,cf’). Given the configuration
cf, we define for every i € [0, T] the configuration cf; that follows 4 steps after cf. That is, cf; is the unique
configuration such that (x,cf,cf;,i) € Ur. We also define the digest h; = RDel.D(dk, cf;). Note that h; can
be efficiently computed given cf.

Let CHEAT be the event that =,y # L and h = hg, but h’ # hy. By and we have:

Pr [CHEAT] > .
(,,0) EQAA (6,0) poly (k)
For i € [T] let S; C [M] be the set of ¢’s variables describing h;_1, h;, b;, II;, IT}, w;. Note that |S;| = K.
Let Exp; be the experiment where we sample (z,y,0) from E®AAY (¢ S;).
By the no-signaling property of E it follows that:

1
Pr [CHEAT] > . 27
D [CHEAT] 2 ) @)
Since CHEAT implies z # 1, by the local-consistency property of E:

VieS;Nin]: o(j) ==,
¢(o) =1

Let h;—1,h;, b;, I1;, IT}, w; be the values assigned by o to the variables in S;. If o locally satisfies ¢, then
we have that @(h;_1, h;, b;, I1;, I, w;) = 1. Therefore:

Pr [CHEAT =

Exp;

] > 1 — negl(x) .

CHEAT
EE'E [ o(hi_1,h;, by, T, T w;) = 0 ] < negl(k) . (28)

Additionally, in Exp,, if o is consistent with the input = = (h,h’) then hy = h. Therefore:

{ CHEAT

Pr ho % ho } < negl(k) . (29)

Exp,
Similarly, in Expp, if o is consistent with the input z = (h,h’) then hy = h’. Therefore:

CHEAT

EE’prT { by = by } < negl(k) (30)
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By the no-signaling property of E, for every i € [T — 1]:

Pr
Exp;

CHEAT CHEAT
— - P — < 1 . 1
[ h; = h; ] Exp,;il[ h; =h; H_neg(m) (81)

By combining (27)) to it follows that there exists ¢ € [T] such that:

CHEAT
hi—1 =h;_1 1 1
p = > = .
Ep. | hi £ = T -poly(r)  poly(x)
@(hi—1,hs, b, I, 115, w;) = 1

Fix i € [T] such that holds. For h;_1 = (st;_q,rt;_1) let:

&- «— StepR(stZ—_l)
(b;, é;, Sti) — StepW(sti_l, b,)

For Ei_1 = (gi—lvﬁi—l) let:

(ﬁifl,ﬁifl) — HTHash(dk, Eifl)

{; < StepR(st;_1) ,
(Ez,ﬁb) “— HT.Read(@i_l,E) s
/-

[ st;) < StepW(st;_1,0;) ,

(R R]

(b b
(tree;, rt;, IT,) < HT.Write(tree;_1,7,,b;) |
Let CHEAT be the event that:

bi # b;
1 = HT.VerRead (dk7 rt,—1, &, bi, Hz)
1= HT.VerRead(dk7 I’tl‘,hgi,gi,ﬁi)

Let CHEAT;, be the event that:

rt; 7£ El
1 = HT.VerWrite(dk, rt;_1, £;, b}, rt;, IT})

1 = HT.VerWrite(dk, rt;_1, £;, b}, rt;, I1;)

[

Claim 6.5.
CHEAT

hi—1 =h;_1
hi # h;
Qp(hiflv h’LabuHHH;?w’b) =1

= CHEAT,; v CHEAT; .

Before proving this claim, we use it to conclude the proof. By and Claim

1
Pr | CHEAT,; v CHEAT; | > ——— . 33
Exp; [ ! 2 ]2 poly (k) (33)

Next, we define the adversary HT.Adv against the hash-tree scheme. Given the hash key dk, HT.Adv
emulates the experiment Exp; and:

e If CHEAT; holds, HT.Adv outputs (rt;_1, 4, b;, I;, b, I1;).
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e If CHEAT; holds, HT.Adv outputs (rt;_1, £}, b rti,H;7ﬁi,ﬁ;).

(22l

Since holds for every bad hash key dk and since a 1/2p(x) fraction of hash keys are bad, it follows that
HT.Adv breaks the hash-tree soundness of either read or write.

Proof of Claim . Assume that the LHS of the implication holds. Recall that, by construction, hi_1 =
(Ei,yﬁi,l) and hl = (ﬁwﬁz) Therefore, since hi,1 = hifl, it holds that (Stifl, I’tifl) = (Sitifl,ﬁifl) and
gi = EZ Since (p(hifl, hi, bl‘, Hi,HIi,wi) =1 we have:

(sti,rt;) = h;
1= HT.VerRead(dk, rt;_1,4;, b, HZ)
1 = HT.VerWrite(dk, rt;_1, £}, b, rt;, I1})

17 7Y

By the completeness of the hash-tree scheme:
1= HT.VerRead(dk, ?ti_l,zi,gi,ﬁi)

1 = HT.VerWrite(dk, rt;_1, 2, b;, rt,, IT,)

[ 2]

We consider two cases. If b; # b; then CHEAT; holds. Otherwise, if b; = b; it follows that (¢, b}, st;) =

17 7))
Y-

b st;). However, since h; # h; we have that rt; # rt; so CHEAT, holds.

) 7

@
O

6.2 The Inductive Step
In the inductive step we transform any RAM delegation scheme into a scheme with shorter setup time.

Theorem 6.6. If there exists a publicly verifiable non-interactive quasi-argument (Definition and a
publicly verifiable non-interactive delegation scheme for a RAM machine R with setup time Ts and proof
length Ly (Definition , then for every polynomial B = B(k,T) there exists a publicly verifiable non-
interactive delegation scheme for R with setup time T¢ and proof length Ly where:

T¢(k,T') = Ts(k, T) + poly(k, B, Lu(k,T)) , Ly(k,T") =poly(k,Lu(x,T)) , T=T'/B .

6.2.1 Construction.

Let (QA.S,QA.P,QA.V) be a publicly verifiable non-interactive quasi-argument (Definition and let
(RDel.S,RDel.D, RDel.P,RDel.V) be a publicly verifiable non-interactive delegation scheme for R with setup
time Ts and proof length Ly (Definition . We construct a new publicly verifiable non-interactive delega-
tion scheme (RDel.S’, RDel.D’, RDel.P’, RDel.V’) for R with setup time 7¢ and proof length Li;.

The setup algorithm RDel.S’. Given as input the parameters x and 7”, the setup algorithm first
emulates the original setup algorithm RDel.S(x,T) with T'=T"/B and obtains the keys (pk, vk, dk). Next, it
emulates the quasi-argument setup algorithm QA.S(k, ¢, n, K) with the formula ¢ defined below and obtains
the keys (QA.pk, QA.vk). Tt outputs the keys (pk’ = (pk, QA.pk, vk) , vk’ = (vk, QA.vk) , dk’ = dk).

Let ¢ be a 3CNF formula corresponding to the verification algorithm RDel.V with the key vk. That
is, for every pair of digests h,h’ and proof II there exists w such that @(h,h’,II;w) = 1 if and only if
RDel.V(vk, h, h',IT) = 1. Moreover, such w can be efficiently computed given (vk, h, h’, II). Since RDel.V runs
in time O(Lni(x,T)) + poly(x), there exists such a formula ¢ with K = poly(Ln(x,T), ) variables.

Let ¢ be the following formula over M = O(K - B) variables:

6 (ho, (T wihi)ier) =\ lhis, hi, T i)
i€[B]

Let the variables describing hg, hp be the n input variables of ¢.
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The digest algorithm RDel.D’. The digest algorithm is identical to the digest algorithm RDel.D.

The prover algorithm RDel.P’. Given the prover key pk’ = (pk, QA.pk) and a pair of source and
destination configurations cf, cf’ such that (k,cf,cf’, T') € Ug the prover algorithm first emulates R starting
from configuration cfy = cf and obtains, for every i € [B], the configurations cf; such that (x,cf;—1,cf;,T) €
Ur (note that cfp = cf’) and a proof II; = RDel.P(pk, cf;_1,cf;). It also computes h; = RDel.D(dk, cf;) and
w; such that p(h;—1, h;, II;, w;) = 1. Tt, therefore, holds an accepting assignment o for ¢:

) <h07(Hi7wi7hi)ig[3}> = /\ o(hi—1,h;, IL;,w;) =1 .
i€[B]

It emulates the quasi-argument prover and outputs the proof I = QA.P(QA.pk, o).

The verifier algorithm RDel.V’. given the verifier key vk’ = (vk, QA.vk), a pair of digests h,h’ and a
proof II the verifier algorithm emulates the original verifier algorithm QA.V(QA.vk, (h,h’),II) and accepts if
and only if QA.V accepts.

6.2.2 Analysis.

The completeness and efficiency requirements of the construction follow immediately from those of the quasi-
argument and the original RAM delegation scheme. We focus on proving soundness. Fix a PPT adversary
Adv and a polynomial 77 = T"(x). Assume towards contradiction that there exists a polynomial p such that
for infinitely many s € N:

RDel.V/(vk, h, b’ II) = 1

(k,cf,cf, T") € Ur (pk’,vk’,dk) < RDel.S'(k,T") S 1 4
h = RDel.D(dk, cf) (cf,cf’,h, b, IT) < Adv(pk’,vk’,dk) | = p(k) - (34)
h’ # RDel.D(dk, cf’)

Pr

Fix k such that holds. We say that a random tape r for RDel.S is bad if, when fixing r, the probability
in is at least 1/2p(k). Therefore, a 1/2p(x) fraction of r’s are bad. Fix a bad r, let (pk,vk,dk) be the
keys defined by r and let ¢ be the formula defined by vk. By the construction, RDel.V’ accepts if and only
if QA.V accepts. Therefore:

QA.V(QA.vk, (h, '), IT) = 1

(k,cf,cf, T") € Up (QA.pk, QA.vk) + QA.S(k, ¢, n, K) S 1

h = RDel.D(dk, cf) (cf, cf' h,h' IT) < Adv(pk/,vK',dk) | = 2p() °
h' # RDel.D(dk, cf')

Pr (35)

Let QA.Adv be the following adversary for the quasi-argument: given (QA.pk, QA.vk) it uses the keys
(pk, vk, dk) defined by 7 to obtain (pk’,vk’). It emulates Adv and obtains an input z = (h,h’) to ¢, an
auxiliary input y = (cf,cf’) and a proof II. Let E be the no-signaling extractor of the quasi-argument. By
the correct-distribution property of E for every PPT distinguisher D and x € N:

(QA.pk, QA.vk) + QA.S(k, o, n, K)

(2,9, I1) « QA.Adv(QA.pk, QA.vk)

if QA.V(QA.Vk,z,II) =0 : < negl(k) . (36)
setx=y=1

—Pr [D(z,y) =1| (z,y,0) « E@AY (¢ 0)]

Pr |D(z,y) =1

In the experiments above, if x,y # L, we parse x as (h,h’) and y as (cf, cf’). Given the configuration cf,
we define for every ¢ € [0, B] the configuration cf; that follows T - i steps after cf. That is, cf; is the unique
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configuration such that (k,cf,cf;, T -i) € Ur. We also define the digest h; = RDel.D(dk, cf;). Note that h;
can be efficiently computed given cf. 3 3
Let CHEAT be the event that z,y # 1 and h = hg, but h’ # hg. By and we have:

Pr [CHEAT] > .
(2,y,0)—EQAAN (6, 0) poly ()
For i € [B] let S; C [M] be the set of ¢’s variables describing h,;_1, h;, II;, w;. Note that |S;| = K. Let
Exp; be the experiment where we sample (z,y, o) from EQAAN (¢ S,).
By the no-signaling property of E it follows that:

Pr [CHEAT] > —

Exp; poly(xk) (37)

Since CHEAT implies « # L, by the local-consistency property of E it follows that:

VieS;Ninl: o(j) ==, ]
Pr |CHEAT = 7| > 1 —negl(k) .
E{ 6(0) =1 2 1~ negl(x)
Let h;_1,h;, II;,w; be the values assigned by o to the variables in S;. If o locally satisfies ¢, then we
have that ¢(h;_1,h;, II;,w;) = 1 and hence RDel.V(vk, h;_1,h;, II;) = 1:

CHEAT
el [ RDel.V/(vk, hi_1, hy, TT,) = 0 } < negl(x) - (38)
Additionally, in Exp,, if o is consistent with the input z = (h,h’) then hy = h:
CHEAT
P = < negl . 39
Pr | AT ] < el (39)
Similarly, in Expp, if o is consistent with the input # = (h,h’) then hg = h’:
Pr [ CHEAT } < negl(k) . (40)
Expp hB = hB
By the no-signaling property of E, for every 7 € [B — 1]:
CHEAT CHEAT
2 2l < .
EIX)E { h; =h; ] Expoas [ h; =h; ” < negl(x) (41
By combining to it follows that there exists i € [B] such that:
CHEAT
hi—1 =hi_1 1 1
Pr — > = . 42
Exp; | h; # h; ~ B -poly(k) poly(k) (42)

RDeI.V(vk, hi—la hi, Hl) =1

Next, we define the adversary RDel.Adv for the original RAM delegation scheme that given the keys
(pk, vk, dk) emulates the experiment Exp; and outputs (cf;_1, cf;, h;—1, h;, II;). Since holds for every set
of fixed keys sampled by RDel.S with a bad random tape and since a 1/2p(k) fraction of random tapes are
bad:

RDeI.V(vk, hi—17 hi7 Hl) =1

(/Q, Ei_l,gi,T) € Ur (pk,vk,dk) — RDeI.S(n, T) > 1

hi—l = RDeI.D(dk,cfi_l) (Cfi_l,Cf,', hi—17 hz,Hz) — RDeIAdv(pk,vk,dk) - pOly(Ii) '
h; # RDel.D(dk, cf;)

Pr

This contradicts the soundness of the original RAM delegation scheme.
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6.3 Proof of Theorem [6.1]

In this section we put together the base case (Theorem and the inductive step (Theorem to prove
our bootstrapping theorem (Theorem . Assuming a family of collision-resistant hash functions and a
publicly verifiable non-interactive quasi-argument (Definition , we construct a publicly verifiable non-
interactive delegation scheme RDel’ for any RAM machine R where the setup time Ts and proof length Ly
are both 701/ logzlog,. T)

We start with the delegation scheme RDel® for R given by Theorem (the base case) with setup time
T9 = poly(T, ) and proof length LY = poly(k). For any d € N let RDel® be the delegation scheme obtained
from RDel’ after d applications of the transformation in Theorem (the inductive step) with B = T/
Then the setup time Tsd and proof length LY of RDel? are:

Tk, T) = d-TOW/D . K27 L4(k,T) =k

90(d)

Our final scheme RDel’ emulates the scheme RDel® for d = O(log, log,, T') where , T are the parameters
given to the setup algorithm. Note that since d is not a constant, the fact that RDel’ is a delegation scheme
does not follow directly from Theorems and Nevertheless, by following the proof of Theorem it
is straightforward to verify that RDel’ indeed satisfies the completeness and efficiency requirements. As for
soundness, for every polynomial T' = T'(k) the scheme RDel’ is simply emulating RDel? for some constant d
and therefore soundness follows from Theorems [6.2] and [6.6]
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