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Abstract. In this work we present HERatio, a homomorphic encryption
scheme that builds on the scheme of Brakerski, and Fan and Vercauteren.
Our scheme naturally accepts Laurent polynomials as inputs, allowing it
to work with rationals via their bounded base-b expansions. This elimi-
nates the need for a specialized encoder and streamlines encryption, while
maintaining comparable efficiency to BFV. To achieve this, we introduce
a new variant of the Polynomial Learning With Errors (PLWE) prob-
lem which employs Laurent polynomials instead of the usual “classic”
polynomials, and provide a reduction to the PLWE problem.
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1 Introduction

A large part of current research and development in Homomorphic Encryption
(HE) is focused on efficient implementation with suitable software and/or hard-
ware support and developing practically usable libraries for HE that can possi-
bly be used for different machine learning and data analysis applications. These
works clearly aim towards making HE practical for real-world applications.

The state-of-the-art HE schemes are defined to process (modulo) integer in-
puts or polynomial inputs (with modulo integer coefficients). For a significantly
large number of practical applications, an HE scheme should be able to operate
on real/rational numbers. In any practical HE an important issue is to convert
the application data (type) to the data type suitable for the HE. This is usually
achieved by encoding real-valued data to convert it into a “suitable” form com-
patible with homomorphic encryption. Any encoding must come with a matching
decoding. Additionally, such an encoding must be homomorphic with respect to
addition and multiplication, and injective. Most importantly, any such encoding
technique must be efficient and not hinder the efficiency of the underlying HE
scheme.

The interest in HE-compatible encodings to process real/rational inputs ef-
ficiently is evident from a number of previous works e.g. [2, 3, 11,16,21].

In most of the RLWE (Ring Learning with Error) hardness-based homo-
morphic encryption schemes a plaintext is viewed as an element of the ring
Rt = Zt[x]/ΦmZt[x] where Φm(x) is the m-th cyclotomic polynomial and Zt is
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the ring of integers modulo t. Encoding integer inputs to a polynomial in Rt is
relatively straightforward, namely one can consider the base t representation of
the integer. For allowing integer and rational inputs one must define an encoding
converting elements of Z or Q (typically represented as fixed-point decimal num-
bers in applications) into elements of Rt. Previous works [4,9,10,12,13,18,22,25]
have proposed several encoding methods for integers and rationals. One previ-
ously taken approach is to scale the fixed-point numbers to integers and then
encode them as polynomials (using a suitable base). Another approach is to
consider, them as fractional numbers. In [12] it was shown that these two repre-
sentations are isomorphic. As pointed out in [12] the latter approach, although
avoiding the overhead of bookkeeping with homomorphic ciphertexts, is difficult
to analyse.

All of these aforementioned encodings share a problem (discussed in [9, 12])
namely, t must have sufficiently large value for the encoding to work correctly.
This large value of t results in faster noise growth and consequently one may
need to choose large parameter for the overall homomorphic encryption scheme
hindering the efficiency. A clever solution to this problem was proposed by Chen,
Len, Player and Xia [9], which borrows a mathematical technique from Hoffstein
and Silverman [20] and combines it with the homomorphic encryption scheme
proposed by Fan and Vercauteren [17]. The main idea of the encoding in [9] is
to replace the modulus t with the polynomial x − b for some positive integer
b and turning the plaintext space into the quotient ring Z/(bn + 1)Z. Another
solution to this problem introduced by Castryck et al in [8] encodes rationals
by computing their base-b expansion, replacing b by an unknown x, and then
mapping the resulting Laurent polynomial to an appropriate “classic” polyno-
mial using a novel ring homomorphism. Similar encodings have been considered
in [3, 10,14,16].

Our Results We introduce here a homomorphic encryption scheme for rationals.
HERatio naturally accepts Laurent polynomials corresponding to bounded base-b
expansions of rational numbers without the need of a specialized encoder. While
enjoying efficiency comparable to BFV, it is more mathematically streamlined
than prior art, and also mitigates the difficulty in choosing parameters to make
sure a rational encoding “plays well” with the underlying HE scheme. HERatio
may be viewed as a variant of the well-known Brakerski/Fan-Vercauteren (BFV)
scheme [5,17], and is obtained (among other modifications) by replacing the rings
of “classic” polynomials in BFV by rings of Laurent polynomials. Of course, it
must be shown that these changes do not disturb the security of BFV. This
is done by introducing a new hardness assumption using Laurent polynomials
that can be reduced to the hardness assumption used by BFV. In particular,
we introduce a new (decisional) version of the Polynomial Learning With Errors
(PLWE) problem which uses the Laurent polynomial ring Zq[x

±1]/fZq[x
±1] in-

stead of Zq[x]/fZq[x] as in the decisional-PLWE problem [7,15,19,26]. We then
use the novel encoding homomorphism from [8] to show that the new problem
based on Laurent polynomials is at least as hard as the decisional-PLWE prob-

2



lem under certain conditions, and that modifying BFV scheme to use the new
problem results in comparable efficiency.

2 Notations and Foundations

2.1 Notations

Z will denote the ring of integers, and Za will denote the quotient ring Z/aZ.
For a ∈ Z, we will identify the elements of Za with integer representatives[
−⌊(a− 1)/2⌋, ⌈(a− 1)/2⌉

]
∩Z. For a ring R, R[x] will denote the ring of poly-

nomials in x with coefficients from R, and R[x±1] will denote the ring of Laurent
polynomials. For non-negative integers ℓ, k we use Z[x±1]k−ℓ

(
resp. Za[x

±1]k−ℓ

)
to denote the subset of Z[x±1]

(
resp. Za[x

±1]
)
with exponents ranging from −ℓ

to k. For n a power of 2, Φ2n denotes the 2nth cyclotomic polynomial xn + 1.
For a distribution χ over a set A and a function f : A→ A′, we denote by f(χ)
the distribution over A′ induced by χ and f , x← χ will mean that x is chosen
from A according to the distribution χ.

2.2 Polynomial Learning With Errors

We first recall the Polynomial Learning With Errors (PLWE) problem [7,24], on
which the well-known Brakerski/Fan-Vercauteren (BFV) scheme is based.

Definition 1 (Decisional PLWE). For all κ ∈ N, let f(x) = fκ(x) be a
polynomial of degree n = n(κ), and let q = q(κ) be a prime integer. Let R =
Z[x]/fZ[x], Rq = R/qR, and χ denote a distribution over R. The decisional-
PLWE problem PLWEf,q,χ is, for any ℓ = poly(κ), to distinguish the sets

{(ai, ai · s+ ei)}i∈[ℓ] and {(ai, ui)}i∈[ℓ]

where s is sampled from the distribution χ, the ai are uniform in Rq, the er-
ror polynomials ei are sampled from χ, and the ring elements ui are uniformly
random over Rq.

PLWEf,q,χ is hard for well-chosen parameters. It is also worth noting that for
noise growth and performance reasons, it is possible to use a variant in which
the coefficients of the secret key are uniformly selected from

{
− 1, 0, 1

}
. This

was originally suggested as an optimization in [17]. It was also shown in [6] that
certain small-secret PLWE variants are as hard as those with s← χ if the degree
is sufficiently increased, even though more attacks can be used in this scenario,
as shown in [1].

2.3 The BFV Scheme

Since our scheme is a variant of the Brakerski/Fan-Vercauteren scheme, we
briefly recall some of the relevant details.
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For its security, BFV relies on the hardness of the decisional-PLWE problem
with f(x) = Φ2n(x), and χ a discrete gaussian distribution on R with small
standard deviation, normally chosen to be around 3.2 in practice [23].

The following algorithms are the basis of a common variant of the BFV scheme
using the ternary distribution for s and u. Let ∆ = ⌊q/t⌋ such that q = ∆t+rt(q)
for some rt(q) < t. It should be assumed that t≪ q, which is required for most
useful parameters.

BFV.SecretKeyGen: Sample s ∈ R with coefficients uniformly distributed in{
− 1, 0, 1

}
.

Output

sk = s

BFV.PublicKeyGen(sk): Let s = sk. Sample a← Rq, and e← χ.
Output

pk =
([
−
(
as+ e)

]
q
, a
)
∈ Rq ×Rq

BFV.Enc(pk,m ∈ Rt): To encrypt a message m ∈ Rt. Let pk = (p0, p1).
Sample u ∈ R with coefficients uniform in {−1, 0, 1}, and e0, e1 ← χ.
Output

ct =
(
[∆m+ p0u+ e0]q, [p1u+ e1]q

)
∈ Rq ×Rq

BFV.Dec(sk, ct ∈ Rq ×Rq). Let s = sk and ct = (c0, c1).
Output

m′(X) =

[⌊
t

q
[c0 + c1s]q

⌉]
t

∈ Rt

The remaining protocols, as well as a proof of correctness can be found in [17].
The security is proven in [24] through an indistinguishability argument which
relies on the hardness of the decisional-PLWE problem (Definition 1).

3 LWE with Laurent Polynomials

Let f ∈ Z[x] and k, ℓ be non-negative integers such that k+ ℓ+ 1 = deg f . Here
we introduce a new (decisional) version of the LWE problem which uses the ring
Z[x±1]/fZ[x±1] with representatives Z[x±1]k−ℓ instead of Z[x]/fZ[x] with repre-

sentatives Z[x±1]k+ℓ
0 = {p(x) ∈ Z[x]|deg p < deg f} (as in the decisional-PLWE

problem). We then show that the new problem based on Laurent polynomi-
als is at least as hard as the decisional-PLWE problem under certain conditions.
Throughout this section, R = Z[x] and L = Z[x±1]. Also, for a ∈ Z, Ra = R/aR
and La = L/aL.
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3.1 From “classic” polynomials to Laurent polynomials

Before introducing the new problem, we build the tools required to show that the
new problem is at least as hard as PLWEf,q,χ in certain cases. We first show that
the rings Z[x]/fZ[x] and Z[x±1]/fZ[x±1] are isomorphic for certain polynomials
f . The isomorphism ends up simply being the map p(x)+fZ[x] 7→ p(x)+fZ[x±1],
which means that if we are to use proper Laurent polynomials as reprentatives,
we need a way to switch representatives in the ring Z[x±1]/fZ[x±1].

Recall the following classic theorem from elementary algebra.

Lemma 1 (Second Isomorphism Theorem). Let R be a ring, S a subring
of R, and I an ideal of R. Then S + I is a subring of R, S ∩ I, and

φ : (S + I)/I → S/(S ∩ I) defined by x+ I 7→ x+ S ∩ I

is a ring isomorphism.

Proposition 1. Let f ∈ R with f(0) ∈ Z a unit, L = L/fL, and R = R/fR.
Then there is a ring isomorphism L ∼= R.

Proof. R is a subring of L, and fL is an ideal of L. So by lemma 1, (R+fL)/fL ∼=
R/(R ∩ fL). We claim that R + fL = L. That the sum is contained in L is
easy. For the other containment it suffices to show that xk ∈ R + fL for all
k ∈ Z. That this holds for k ≥ 0 is immediate from the definition of R. To see
that this also holds for negative powers, first observe that x−1(f(x) − f(0)) ∈
R. Now, f(0)x−1 = x−1(f(0) − f(x)) + x−1f(x) ∈ R + fL. Whence x−1 =
f(0)−1

(
f(0)x−1

)
∈ R+ fL, since f(0) is a unit. An easy induction then shows

that xk ∈ R+ fL for all k < 0. Clearly R ∩ fL = fR, whence L/fL ∼= R/fR.
Equivalently, L ∼= R, as desired.

Remark 1. The same result holds if we replace everywhere Z by Za, a ∈ Z, but
with the slightly better condition that f(0) is invertible modulo a.

As mentioned at the beginning of this subsection, we need to map represen-
tatives in the set Za[x

±1]k−ℓ to their equivalents in Za[x
±1]k+ℓ

0 and vice versa.
This can be done efficiently (using only matrix multiplications and inversions)
using a ring homomorphism introduced by Castryck et al in [8]. We pause briefly
to describe this homomorphism and give an example.
Let f(x) ∈ Ra such that f(0) ∈ Za is a unit. The ring homomorphism La →
Ra = Ra/fRa is induced by the correspondences

x 7→ x and x−1 7→ −g(x)f(0)−1, where f(x) = g(x)x+ f(0). (1)

Let ℓ, k be non-negative integers satisfying deg f = k + ℓ + 1. The ring ho-
momorphism in Equation (1) induces a free Za-module isomorphism ηf,(−ℓ,k) :

Za[x
±1]k−ℓ → Za[x

±1]k+ℓ
0 . As a free module isomorphism, ηf,(−ℓ,k) can be com-

puted efficiently using a matrix multiplication. If the polynomial f and integers
k, ℓ are clear from context, we will simply write η.
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Example 1. Consider f(x) = x4 − x3 + x2 + x + 1 ∈ Z3[x]. f(0) ∈ Z3 is a unit
and f(x) = x(x3 − x2 + x+ 1) + 1, so ηf is defined by

x 7→ x and x−1 7→ −x3 + x2 − x− 1

Taking ℓ = 3 and k = 0 makes the domain of ηf Z3[x
±1]0−3 = {ax−3 + bx−2 +

cx−1+d | a, b, c, d ∈ Z3}, and the range Z3[x
±1]30 = {a+bx+cx2+dx3 | a, b, c, d ∈

Z3}. The domain and range being free Z3-modules allows us to represent ηf
(encoding map) and its inverse (decoding map) using matrices:

encode matrix =


−1 0 −1 1

1 −1 −1 0

1 1 1 0

0 1 −1 0

 , decode matrix =


0 −1 −1 0

0 −1 1 −1

0 −1 1 1

1 1 0 1

 .

It is worth mentioning, as noted in [8], that when f(x) = Φ2n(x) = xn + 1
(a common choice for PLWE) ηf can be computed without any matrix multi-
plications. In particular, ηf is defined by x 7→ x and x−1 7→ −xn−1, meaning
that a simple “degree shift” may be applied to any negative powers in a Laurent
polynomial argument to compute ηf .

Proposition 2. Let f(x) = x · g(x) + f(0) ∈ Za[x] such that f(0) is a unit,
and ℓ, k ∈ Z be non-negative. If ηf,(−ℓ,k) : Za[x

±1]k−ℓ → Za[x
±1]k+ℓ

0 is defined by

x 7→ x and x−1 7→ −g(x)f(0)−1, then α(x) − ηf,(−ℓ,k)

(
α(x)

)
= 0 mod f(x) for

all α ∈ Za[x
±1]k−ℓ.

Proof. Let α = a−ℓx
−ℓ + · · ·+ a−2x

−2 + a−1x
−1 + a0 + · · ·+ akx

k ∈ Za[x
±1]k−ℓ.

Since the context is clear, we will write η in place of ηf,(−ℓ,k).
By definition,

η(α) =

ℓ∑
i=1

a−i(−1)ig(x)if(0)−i +

k∑
i=0

aix
i.

It follows that

α− η(α) =

ℓ∑
i=1

a−ix
−i −

ℓ∑
i=1

a−i(−1)ig(x)if(0)−i

=

ℓ∑
i=1

a−i

(
x−i − (−1)ig(x)if(0)−i

) (2)

Observe that f(x) = x·g(x)+f(0) =⇒ x−1−f(x)
(
x−1f(0)−1

)
= −g(x)f(0)−1.

An easy induction shows that there is β(x) ∈ Za[x
±1] such that x−i−f(x)β(x) =

(−1)ig(x)if(0)−i. That is, x−i− (−1)ig(x)if(0)−i = 0 mod f(x). It then follows
from eq. (2) that α− η(α) = 0 mod f(x).
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Lemma 2. The set Za[x
±1]k−ℓ is a complete set of coset representatives of La =

L/aL as long as deg f = k + ℓ+ 1.

Proof. Observe that for any two α, β ∈ Za[x
±1]k−ℓ, α ̸= β mod f . It now suffices

to recall from [8] that ηf,(−ℓ,k) : Za[x
±1]k−ℓ → Za[x

±1]k+ℓ
0 is a free module

isomorphism and Za[x
±1]k+ℓ

0 is a complete set of coset representatives for Ra

when deg f = k + ℓ+ 1.

Corollary 1. η = ηf,(−ℓ,k) : Za[x
±1]k−ℓ → Za[x

±1]k+ℓ
0 induces the identity ho-

momorphism on La. That is, the mapping La → La defined by
α+ fLa 7→ η(α) + fLa is the identity homomorphism.

We now define a version of the Learning With Errors problem over the Laurent
polynomial ring modulo the principal ideal generated by f and show that it is
at least as hard as its PLWE counterpart.

Definition 2 (Decisional Laurent LWE). For all κ ∈ N, let f(x) = fκ(x)
be a polynomial of degree n = n(κ), and let q = q(κ) be a prime integer such that
f(0) is invertible modulo q. Let L = Z[x±1]/fZ[x±1], Lq = L/qL, and X denote
a distribution over R. For non-negative integers ℓ, k such that deg f = ℓ+ k+1,
take the coset representatives of L to be Z[x±1]k−ℓ. The decisional-LLWE problem

LLWE
(−ℓ,k)
f,q,χ is, for any m = poly(κ), to distinguish the sets

{(ai, ai · S + ei)}i∈[m] and {(ai, ui)}i∈[m]

where S is sampled from the distribution X , the ai are uniform in Rq, the error
polynomials ei are sampled from X , and the ring elements ui are uniformly
random over Rq.

Theorem 1. If one can solve the LLWE
(−ℓ,k)
f,q,X problem with the polynomial f

such that f(0) ∈ Zq is a unit, then one can solve the PLWEf,q,χ problem with
the same polynomial f , χ = η(X ), and s = η(S).

Proof. We will use the following pair of mappings from proposition 1 and [8],
respectively:

γ : Rq → Lq defined by α+ fRa 7→ α+ fLa, and

η = ηf,(−ℓ,k) : Zq[x
±1]k−ℓ → Zq[x

±1]k+ℓ
0

(3)

The latter mapping simply switches between sets of coset representatives for Lq.

Recall that A(q)
s,χ is the PLWE distribution and L(q)

S,X is the LLWE distribution.
We can map the elements (a, [a · s+ e]q) ∈ Rq × Rq to their isomorphic images
under γ−1(
γ−1(a),

[
γ−1(a) · γ−1(s) + γ−1(e)

]
q

)
= (a, [a · s+ e]q) ∈ Lq × Lq

1. We then use

1 γ acts like the identity on coset representatives.
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η−1 to switch from coset representatives in Zt[x
±1]k+ℓ

0 to coset representatives
in Zq[x

±1]k−ℓ. By corollary 1, we see that
η−1(a · s + e) = η−1(a)η−1(s) + η−1(e) = η−1(a) · S + η−1(e). Clearly η−1(a)
is uniform in Lq and, since χ = η(X ), there is e′ ← X such that e′ = η−1(e).
Consequently,

(
η−1(a),

[
η−1(a) ·S+η−1(e)

]
q

)
is an LLWE instance according to

the distribution L(q)
S,X . So, if we can solve the Decisional-LLWEd,q,X problem with

χ = η(X ) and s = η(S), then we can solve the Decisional-PLWEd,q,χ problem.

3.2 When is Laurent LWE hard?

If f = Φ2n, and χ is an appropriate gaussian error distribution over R with mean

0 for which PLWEf,q,χ is hard, then LLWE
(−ℓ,k)
f,q,χ is also hard. This comes down

to the fact that, in this case, η−1
f (χ) = χ. We elaborate below.

Proposition 3. If f(x) = xn+1 and χ is a spherical discrete gaussian distribu-
tion over L with µ = 0 and diagonal covariance matrix σ2I, then η−1

f,(−ℓ,k)(χ) = χ

for all integers ℓ, k ≥ 0 such that n = k + ℓ+ 1.

Sketch of proof. First observe that for f(x) = xn +1, ηf is defined by the corre-
spondences x 7→ x and x−1 7→ −xn−1. This means, depending on the choice of
ℓ, k, that η−1

f can be viewed as a composition of negacyclic permutations of the

coefficient vector of its argument. So, for e ← χ, the set coefficients of η−1
f (e)

and e are the same up to sign. The covariance matrix of χ being σ2I implies
that sampling e← χ can be done coefficient-wise, sampling each coefficient from
a gaussian distribution over Z with mean 0 and variance σ2. Since η−1

f (e) and
e have the same set of coefficients up to sign, the distribution from which each
coefficient is selected remains unchanged. Consequently, η−1

f (χ) = χ.

Theorem 2 (corollary of proposition 3). If χ is a spherical discrete gaus-
sian distribution over L with mean 0 and diagonal covariance matrix σ2I, then

LLWE
(−ℓ,k)
f,q,χ is as hard PLWEf,q,χ.

We are unsure whether the LLWE and PLWE problems are actually equivalent,
or whether there are polynomials f and distributions χ,X with ηf (X ) = χ for

which one of PLWEf,q,χ and LLWE
(−ℓ,k)
f,q,X is hard while the other is not. For now,

we relegate this investigation to future work.

4 The new scheme: HERatio

4.1 Encoding rationals

Despite removing much of the machinery required by previous works to encode
rationals for HE, HERatio does require some pre-processing – one must compute
a bounded base-b expansion of a rational and then replace b by the unknown
x to get a Laurent polynomial. We elaborate below on encode/decode and its
correctness conditions.
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HERatio.Encode
(
m, b, (−ℓ, k)

)
: For a message m ∈ Q, compute the base-

b expansion of m to obtain
∑∞

−∞ aib
i, where the ai ∈ Zb. Truncate (if

necessary) and replace everywhere b by x to obtain the Laurent polynomial

l(x) =
∑k

i=−ℓ aix
i ∈ Z[x±1]k−ℓ satisfying l(b) ≈ m. Output l(x).

HERatio.Decode
(
l′(x), b

)
: Output l′(b).

Correctness of decoding Let r1, . . . , rn ∈ Q and b ∈ Z such that the base-
b expansion of ri is li(b) for li ∈ Z[x±1]k−ℓ. Let C be an arithmetic circuit,
and l∗ = C(l1, . . . , ln) be the evaluation of C at the li. Decoding is correct, i.e.
l∗(b) = C

(
l1(b), . . . , ln(b)

)
, provided l∗ remains in the set Z[x±1]k−ℓ.

An additional restriction must be imposed for correctness when the encoder
is used with HERatio. This is because the plaintext space is a ring of Laurent
polynomials whose coefficients come from the ring Zt. The restriction is that
computing the Laurent polynomial l∗ above must not result coefficient overflow
modulo t. This requires one to choose b ≤ t with b and t sufficiently far apart so
that the desired circuits can be evaluated.

4.2 HERatio

Let L = Z[x±1]
/
Φ2nZ[x±1], and for a ∈ Z let La = L/aL. The plaintext space

is the ring Lt, for t ≥ 2, and the ciphertext space is product ring Lq × Lq for
q ≫ t. The coset representatives of the elements of L are Z[x±1]k−ℓ, where ℓ, k are
nonnegative integers satisfying k+ ℓ+1 = n. We let λ be the security parameter

and X be a discrete Gaussian distribution for which LLWE
(−ℓ,k)
f,q,X is hard (see

theorem 2). HERatio is obtained from BFV by replacing everywhere R by L, Rt

by Lt, and Rq ×Rq by Lq × Lq.

HERatio.SecretKeyGen: Sample s ∈ L with coefficients uniformly distributed
in

{
− 1, 0, 1

}
.

Output
sk = s

HERatio.PublicKeyGen(sk): Let s = sk. Sample a← Lq, and e← X .
Output

pk =
([
−

(
as+ e)

]
q
, a
)
∈ Lq × Lq

HERatio.EvalKeyGen(sk): For i = 0, . . . , ℓ, where w ≥ 2 and ℓ = ⌊logw q⌋,
sample ai ← Lq, and ei ← X . Let

evk[i] =
(
[−(ais+ ei) + wis2]q, ai

)
∈ Lq × Lq

Output the vector of pairs

evk =
(
evk[0], . . . , evk[ℓ]

)
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HERatio.Enc(pk, ℓ ∈ Lt): Let ∆ =

⌊
q

t

⌋
and pk = (p0, p1). Sample u ∈ L with

coefficients uniform in {−1, 0, 1}, and e0, e1 ← χ.
Output

ct =
(
[∆ℓ+ p0u+ e0]q, [p1u+ e1]q

)
∈ Lq × Lq

HERatio.Dec(sk, ct ∈ Lq × Lq): Let s = sk and ct = (c0, c1).
Output

ℓ′(X) =

[⌊
t

q
[c0 + c1s]q

⌉]
t

∈ Lt

HERatio.Add(ct0, ct1):
Output (

ct0[0] + ct1[0], ct0[1] + ct1[1]
)
∈ Lq × Lq

HERatio.PartialMult(ct0, ct1): Denote (c0, c1) = ct0 and (d0, d1) = ct1.
Compute

c′0 =

[⌊
t

q
c0d0

⌉]
q

, c′1 =

[⌊
t

q
(c0d1 + c1d0)

⌉]
q

, c′2 =

[⌊
t

q
c1d1

⌉]
q

,

Output
ctprod = (c′0, c

′
1, c

′
2) ∈ Lq × Lq × Lq

HERatio.Relinearize(ctprod ∈ Lq × Lq × Lq, evk): Denote (c′0, c
′
1, c

′
2) = ctprod.

Express c′2 in base w, so that c′2 =

ℓ∑
i=0

c
′(i)
2 wi. Set

c0 = c′0 +

ℓ∑
i=0

evk[i][0]c
′(i)
2 , c1 = c′1 +

ℓ∑
i=0

evk[i][1]c
′(i)
2 ,

Output
(c0, c1) ∈ Lq × Lq

HERatio.Mult(ct0, ct1, evk):
Output

HERatio.Relinearize
(
HERatio.PartialMult(ct0, ct1), evk

)
4.3 Correctness of HERatio

In [17], Fan and Vercauteren analyze noise growth and derive correctness con-
ditions for BFV using the polynomial infinity norm ∥ · ∥∞. Since this norm is
defined coefficient-wise, switching from “classic” to Laurent polynomials does
not change their analysis. This means that HERatio inherits the correctness con-
ditions from [17] (in particular, lemma 1 and theorem 1).
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5 Comparison with BFV

Since HERatio is obtained from BFV by simply swapping the ring of polynomials
Z[x]/Φ2nZ[x] for the ring of Laurent polynomials Z[x±1]/Φ2nZ[x±1], we expect
the performance of the two schemes to be very similar. With this in mind, we
compare separately the encodings which allow HERatio and BFV, respectively,
to work with rational numbers. The encoding used for BFV is that of [8] ( see
eq. (1)), and the encoding for HERatio is detailed in Section 4.1. We emphasize
that the purpose of our implementations is to show that HERatio and BFV have
similar performance when implemented the same way.

5.1 Implementation

We divided our results into 4 distinct groups, namely Codec Operations (encod-
ing and decoding), Key Generation, Ciphertext Generation, and Homomorphic
Operations, although some of them show dependent relationships. We measured
the average time execution and memory used on each operation in order to ana-
lyze comparatively both HERatio and BFV schemes, along with their respective
codecs HERatio.Encode, HERatio.Decode, and the rational encoder and decoder
suggested in [8].

We chose messages m0 = 12345.678 and m1 = 947.1273, the additive scalar
sa = 4, and multiplicative scalar sm = 42.122 to perform all calculations. The
variables were initially defined either as 64-bits float numbers or 64-bits integers.
However, during the execution these inputs were converted into arbitrary-size
numbers to preserve correctness. For comparison purposes, we used the same
parameters for HERatio and BFV, these are polynomials of length 32, with q =
9, 876, 523, 525, t = 2, 131, σ = 3.19, 10 as the expansion base, and w = 128 for
the relinearization base for both BFV and HERatio.

The experiments were implemented with the Golang programming language
version 1.19, on a MacBook Pro 15-inch, MacOS Monterey 12.7.1, 2.7GHz Quad-
Core Intel(R) Core(TM) i7, 16GB 2133 MHz LPDDR3, 500GB SSD. Each op-
eration was analyzed by evaluating the mean of 1, 000 executions, where the
runtime and memory allocated were measured. Note that the implementation
of BFV did not include any optimizations, though any existing optimization of
BFV could be translated to an equivalent optimization of HERatio.

Codec Operations For Codec operations, we measured the performance of
encoding a message m0 as c0 through both codecs, such that c0 = Encode(m0).
Furthermore, we also executed the reverse operation to recover the original mes-
sage from code c0, such that m′

0 = Decode(c0).
The HERatio codec was 0.0567 ms faster for encoding a message, and 0.0025

ms faster for decoding.

Key Generation The key generation analysis measured the functions SecretKeyGen,
PublicKeyGen, and EvalKeyGen, where all procedures used the same pseudo-
random source. The sk = SecretKeyGen() function is equivalent for both schemes,

11



Avg. Time (ms) Memory (MB)

Operation [8] HERatio [8] HERatio

Encoding 0.0619 0.0567 +8.40% 0.0227 0.0223

Decoding 0.0270 0.0245 +1.76% 0.0096 0.0083

Table 1: Codec Results.

whereas pk = PublicKeyGen(sk), and evk = EvalKeyGen(sk) differ in their inter-
nal polynomial multiplication.

Avg. Time (ms) Memory (MB)

Operation BFV HERatio BFV HERatio

Secret Key 0.1066 0.1139 -6.40% 0.0324 0.0344

Public Key 5.9967 5.9625 +0.57% 3.2840 3.3453

Evaluation Key 56.2224 55.4312 +1.40% 29.2504 28.0354

Encryption 0.5886 0.5940 -0.90% 0.2867 0.2900

Decryption 0.3501 0.3402 +2.82% 0.1733 0.1756

Scalar Addition 0.0669 0.0719 -6.95% 0.0324 0.0344

Ciphertext Addition 0.1608 0.1598 +0.62% 0.0740 0.0767

Scalar Multiplication 0.1592 0.1551 +2.57% 0.0759 0.0744

Ciphertext Multiplication 3.1545 3.2326 -2.41% 1.6593 1.6857

Table 2: Operation Results.

HERatio and BFV had a differential of 0.0073 milliseconds (ms) for the secret
key generation, a negligible difference that can be used as a threshold for com-
parison since the implementation of both functions are nearly equal. For public
key generation HERatio was 0.0342 ms faster, and 0.7912 ms ahead for evaluation
key.

Ciphertext Generation On cipher functions we had a small difference, where
HERatio encrypted code c0 as ct0 = Encrypt(pk, c0) 0.0054 ms slower than BFV,
and decrypted the same ciphertext as c′0 = Decrypt(sk, ct0) 0.0099 faster.

When we consider the difference between equivalent operations for both
schemes, such as SecretKeyGen, we notice that the generation of ciphertexts
have a negligible margin.
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Homomorphic Operations We homomorphically tested additive and multi-
plicative operations (Table 2) between ciphertexts (i.e., ct0 and ct1) and additive
(i.e., sa) and multiplicative scalars (i.e., sm).

HERatio executed the ciphertext addition and scalar multiplication, respec-
tively, 0.001 ms and 0.004 ms faster than BFV, whereas the scalar addition and
ciphertext multiplication were 0.005 ms and 0.0781 ms slower. The memory us-
age did not increase in a rate that was relevant for the experiment.

6 Conclusion and Future Work

We have presented a new variant of the LWE problem based on Laurent polyno-
mials, and constructed a new variant of the BFV scheme based on this problem.
The plaintext space of our scheme, HERatio, is a set of Laurent polynomials with
exponents ranging from −ℓ to k. The exponent range can be chosen to suit the
goal application, and does not affect the hardness of the new LWE variant. The
main appeal of HERatio is that it can work with rationals via their bounded
base-b expansions – all one must do is replace b by the unknown x. While enjoy-
ing efficiency comparable to BFV, HERatio is more mathematically streamlined
than prior art, and also mitigates the difficulty in choosing parameters to make
sure a rational encoding “plays well” with the underlying HE scheme.

Future Work As mentioned in Section 3.2 we are unsure of whether LLWE
(−ℓ,k)
f,q,X

and PLWEf,q,χ are equivalent when ηf (X ) = χ. It is our hope that a more

detailed analysis of LLWE
(−ℓ,k)
f,q,X yields better insight into the Learning With

Errors problems.
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