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Abstract
Due to their simplicity, compactness, and algebraic structure, BLS signatures are among the

most widely used signatures in practice. For example, used as multi-signatures, they are integral
in Ethereum’s proof-of-stake consensus. From the perspective of concrete security, however, BLS
(multi-)signatures suffer from a security loss linear in the number of signing queries. It is well-known
that this loss can not be avoided using current proof techniques.

In this paper, we introduce a new variant of BLS multi-signatures that achieves tight security
while remaining fully compatible with regular BLS. In particular, our signatures can be seamlessly
combined with regular BLS signatures, resulting in regular BLS signatures. Moreover, it can easily
be implemented using existing BLS implementations in a black-box way. Our scheme is also one
of the most efficient non-interactive multi-signatures, and in particular more efficient than previous
tightly secure schemes. We demonstrate the practical applicability of our scheme by showing how
proof-of-stake protocols that currently use BLS can adopt our variant for fully compatible opt-in
tight security.
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1 Introduction
One of the most widely used digital signature schemes is due to Boneh, Lynn, and Shacham (BLS) [BLS01].
BLS signatures play a crucial role in many decentralized applications such as Chia [con22, Inc24],
randomness beacons [BL22, Org20], lotteries [BLL+23, GHM+17], and Ethereum’s proof-of-stake (PoS)
consensus [Edg23]. They are not only simple and efficient, but they also possess several attractive
algebraic properties. A particularly useful property is their support for efficient non-interactive multi-
signatures [Bol03, BDN18]. For instance, suppose Alice, Bob, and Charlie each have a BLS secret key
and use it to sign a message m individually. These individual signatures can be aggregated into a single
BLS signature for m, which can be verified against a combination of their public keys. Informally, this
aggregated signature certifies that all three parties have signed m. This multi-signature feature is central
to Ethereum’s PoS mechanism, and it is also the subject of this work. In particular, we focus on the
concrete security of BLS multi-signatures, as explained next.
Concrete Security of BLS. The security proof for BLS (multi-signatures) follows a straightforward
reduction approach: assuming an efficient adversary A breaking BLS, one can construct an efficient
reduction R that breaks the Computational Diffie-Hellman (CDH) assumption. Specifically, if A breaks
BLS with probability ϵ, then R breaks CDH with probability at least ϵ′ = ϵ/Θ(qs), where qs denotes the
number of signatures that A learns. For practical values of qs, this results in a relatively loose security
bound: if qs = 230 and CDH is 128-bit hard, this proof only guarantees 98 bits of security for BLS.
Tightness and Impossibility. It would be highly desirable to have a tight security proof, meaning a
proof where ϵ′ ≈ ϵ. Unfortunately, such a tight proof is not possible for BLS multi-signatures. This is
because a tight proof for BLS multi-signatures would imply a tight proof for single-signer BLS signatures,
and existing impossibility results rule this out for unique signatures like BLS [BJLS16, Cor02, KK12]. In
contrast, a certain non-unique variant of BLS signatures can be proven tightly secure [GJKW07, KW03].
However, this variant sacrifices many of the desirable algebraic properties of the original BLS scheme.
Our Goal. While BLS cannot achieve tight security, we can still explore the following question:

Is there a tightly secure and non-interactive multi-signature compatible with standard BLS signatures?

Here, we should clarify what we mean by compatibility. Clearly, it cannot mean that signature verification
is exactly the same as in BLS, due to the aforementioned impossibility results [BJLS16, Cor02, KK12].
Instead, the minimal requirement for compatibility should be: (1) verification and signing algorithms can
easily be obtained by invoking BLS signing and verification in a black-box manner, and (2) signers using
the new scheme should be able to combine their signatures with those of legacy signers using plain BLS,
without requiring significant changes in the verification process.

1.1 Our Contribution
We affirmatively address this question by constructing a variant of BLS multi-signatures that is efficient,
tightly secure, and compatible with standard BLS signatures, as outlined next.
Security. Our scheme achieves tight security based on the CDH assumption in the random oracle model
(ROM). In particular, we do not rely on the algebraic group model (AGM) [FKL18] or the knowledge
of secret key model (KOSK) [Bol03]. We compare the security guarantees of our scheme with existing
non-interactive multi-signatures in Table 1.
Efficiency. We compare the efficiency of non-interactive multi-signatures in Table 2. Our scheme
is (almost) as efficient as regular BLS multi-signatures: signing involves computing one hash followed
by calling regular BLS signing, while verification and aggregation maintain the same efficiency as
regular BLS. Notably, our scheme outperforms the previous tightly secure schemes, BNN07 [BNN07] and
QLH12 [QLH12], in terms of efficiency.
Compatibility and Applications. The core of our result is a new tightly secure signature scheme.
Intuitively, a signer randomly uses one of two BLS keys for each message. Consequently, our signatures
can be aggregated with regular BLS signatures, resulting in a standard BLS signature1. Our scheme
can be implemented on top of existing BLS implementations in a black-box manner. As an application,
we consider proof-of-stake (PoS) blockchains utilizing BLS, such as Ethereum [Edg23]. In this context,

1The signature is not unique because it is valid for one of multiple possible keys.
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Scheme Assumption Loss Idealization
BLS [Bol03] CDH Θ(qs) ROM
RY07 [RY07] CDH Θ(qs) ROM
BDN18 [BDN18] CDH Θ(q2

h/ϵ) ROM
LOSSW06 [LOS+06] CDH Θ(ℓqs) KOSK
QX10 [QX10] CDH Θ(q2

sqh/ϵ) ROM
DGNW20 [DGNW20] wBDHI Θ(qh) ROM
BNN07 [BNN07] CDH Θ(1) ROM
QLH12 [QLH12] CDH Θ(1) ROM
BLSMS2 CDH Θ(1) ROM

Table 1: Comparison of non-interactive multi-signature schemes in the pairing setting. We compare under
which hardness assumption the scheme is proven secure, the asymptotic tightness loss of the security
proof, and under which idealized model the scheme is proven secure. Here, we do not consider proofs in
the algebraic group model (AGM). We denote the number of random oracle and signing queries by qh and
qs, respectively, and the advantage of an adversary against the scheme by ϵ. For LOSSW06 [LOS+06], ℓ
denotes the bit-length of messages. Further, wBDHI denotes the weak bilinear Diffie-Hellman inversion
assumption [BBG05], ROM denotes the random oracle model, and KOSK denotes the knowledge of secret
key model [Bol03].

our results demonstrate how to operate a validator with tight security while remaining compatible with
existing validators. For further details, we refer to Section 5.

Remark 1 (Tightness and Compatibility). We argue that compatibility issues are often a reason why many
tight schemes are not even being considered for deployment in practice. As an example, note that a long
line of research has focused on Schnorr-compatible multi-party signatures, e.g. [AB21, CKM21, NRS21]
and references therein. Such schemes are currently being implemented in Bitcoin and even about to be
standardized. On the contrary, tightly secure variants which are not compatible (e.g., [PW23, PW24]) are
not even considered for deployment and purely academic. Our scheme stands out as being compatible and
tightly secure at the same time, which means that it is much more likely that this will find applications
in practice.

1.2 More on Related Work
In this section, we discuss related work in more detail. Especially, we discuss previous results on
non-interactive multi-signatures in general, and results specifically on BLS multi-signatures.
Multi-Signatures. Multi-signatures have been introduced by Itakura and Nakamura [IN83] and later
formalized in the plain public key model by Bellare and Neven [BN06]. In this model, each signer
independently generates its own public-secret key pair. A major concern in this setting are rogue-key
attacks, in which the adversary would choose its public key as a function of an honest user’s key, allowing
him to create forgeries easily. Such attacks have hindered progress in early stages [Lan96, LHL95,
MOR01, MH96, OO93]. In order to prevent rogue-key attacks, Boldyreva [Bol03] has introduced the
knowledge of secret key (KOSK) model for multi-signature schemes which was adopted by many subsequent
works [CKM21, DEF+19, LOS+06]. In this model, it is assumed that the adversary must reveal its secret
keys at public key registration directly. For a discussion on this model with its drawbacks, we refer
to [BN06, RY07]. Many multi-signature schemes with several rounds of communication per signature have
been proposed. Three-round multi-signature schemes have been constructed in [BCJ08, BN06, BDN18,
FH20, MPSW19, MOR01], all of which base their security on standard assumptions, specifically the
Decisional Diffie-Hellman (DDH) assumption and the Discrete Logarithm (DLOG) assumption. Further,
two-round multi-signature schemes have been constructed [AB21, BD21, BTT22, CKM21, DOTT21,
NRS21, NRSW20, PW23, PW24, TZ23], some of which are partially non-interactive (i.e., the first signing
round is message-independent and can be preprocessed) [NRS21, TZ23], while others achieve tight
security [PW23, PW24]. In this work, we focus specifically on non-interactive multi-signatures.
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Scheme Public Key Sig Share Signature Cost (Sig) Cost (Ver)
BLS [Bol03] 1⟨G⟩ 1⟨G⟩ 1⟨G⟩ 1ex 2pr
RY07 [RY07] 1⟨G⟩ 1⟨G⟩ 1⟨G⟩ 1ex 2pr
BDN18 [BDN18] 1⟨G⟩ 1⟨G⟩ 1⟨G⟩ 1ex 2pr
LOSSW06 [LOS+06] 1⟨GT ⟩ 2⟨G⟩ 2⟨G⟩ 2ex + 1exℓ 2pr + 1exℓ

QX10 [QX10] 1⟨G⟩ 1⟨G⟩ 1⟨G⟩ 1ex 2pr + 1exN+1

DGNW20 [DGNW20] 1⟨G⟩ 2⟨G⟩ 2⟨G⟩ 4ex 3pr + 1ex
BNN07 [BNN07] 1⟨G⟩ 1⟨G⟩+ 1 1⟨G⟩+N 1ex (N + 1)pr
QLH12 [QLH12] 1⟨G⟩ 2⟨G⟩+ 1 4⟨G⟩ 2ex 4pr
BLSMS2 2⟨G⟩ 1⟨G⟩+ 1 1⟨G⟩+N 1ex 2pr

Table 2: Comparison of non-interactive multi-signature schemes in the pairing setting. We assume that all
constructions are instantiated with a symmetric pairing e : G×G→ GT and compare the size of a public
key, signature share, the size of the signature, the computational cost per signer, and the computational
cost for verification. We denote the size of a group element by ⟨G⟩ (respectively ⟨GT ⟩), the number of
signers by N , and the number of exponentiations, pairings, and k-multi-exponentiations for k ∈ N by ex,
pr, and exk, respectively. For LOSSW06 [LOS+06], ℓ denotes the bit-length of messages.

Non-Interactive Multi-Signatures. A non-interactive multi-signature scheme is a multi-signature
scheme which requires only a single round of communication among a set of n parties to produce a
signature. Namely, each party outputs a signature share, and then the n signature shares can be (publicly)
combined into a single short signature. Despite its practical relevance, there are only a few non-interactive
multi-signatures in the literature, which we briefly discuss next. The first non-interactive multi-signature
scheme is the BLS multi-signature proposed by Boldyreva [Bol03]. As for single-signer BLS, its security
is based on the Computational Diffie-Hellman (CDH) assumption and has a security loss of Θ(qs) where
qs denotes an upper bound on the number of allowed signing queries. Further, the security proof relies
on the KOSK model. Several follow-up works [BCG+23, BDN18, RY07] have proposed variants of the
BLS multi-signature, eliminating the KOSK assumption. We will later elaborate in more detail on
these schemes. Subsequently, several other schemes have been proposed [BNN07, LOS+06]. The scheme
proposed by Lu et al. [LOS+06] is based on the Waters signature scheme [Wat05]. Its security is based on
the CDH assumption and it has a security loss of Θ(ℓqs) where ℓ denotes the bit-length of messages. The
security proof relies on the KOSK model. The scheme proposed by Bellare et al. [BNN07] is based on
the aggregate signature scheme of Boneh et al. [BGLS03]. Here, a user i’s signature σi is a key-prefixed
BLS signature H(pki,m)ski with the multi-signature being simply the product of individual signatures.
Its security is based on the CDH assumption and comes with a security loss of Θ(qs). Further, by using
the Katz-Wang technique [GJKW07], the authors obtain a tight multi-signature. Notably, their schemes
do not rely on the KOSK model. However, the final signatures require n + 1 pairing evaluations for
verification. Later, Qian and Xu [QX10] have proposed a multi-signature scheme that only requires
two pairing evaluations (and one multi-exponentiation) for verification. Its security is based on the
CDH assumption and it has a large security loss of Θ(q2

sqh/ϵ) where qh denotes an upper bound on
the number of allowed hash queries. A follow-up work by Qian et al. [QLH12] improves upon this by
proposing the first non-interactive multi-signature scheme with tight security and efficient verification.
Their scheme is based on the Waters signature scheme and uses the Katz-Wang technique to obtain a tight
security reduction from the CDH assumption. Notably, their scheme does not rely on the KOSK model.
Finally, Drijvers et al. [DGNW20] have proposed a multi-signature scheme based on the Boneh-Boyen-Goh
hierarchical identity-based encryption (HIBE) scheme [BBG05]. Its security is based on the weak bilinear
Diffie-Hellman inversion (wBDHI) assumption [BBG05] for type-3 pairings and has a security loss of
Θ(qh). Notably, their scheme does not rely on the KOSK model.
BLS Multi-Signatures. As stated above, the proof of security for the original BLS multi-signature by
Boldyreva [Bol03] relies on the KOSK model. This was improved upon by the scheme of Ristenpart and
Yilek [RY07] leveraging proofs of possession (POPs) of secret keys to prevent rogue-key attacks without
relying on the KOSK model. Still, the security is based on the CDH assumption and has a security loss
of Θ(qs). Later, Boneh et al. [BDN18] have proposed another variant of the BLS multi-signature without
relying on the KOSK model. Essentially, this is achieved by rerandomization of public keys of users as
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pk′
i := pkai

i where ai := Hrand(pki, {pk1, . . . , pkN}) for a random oracle Hrand. Their security proof is still
based on the CDH assumption, but now additionally relies on rewinding which results in a very loose
bound of Θ(q2

h/ϵ). More recently, Baldimtsi et al. [BCG+23] gave a tight security reduction for the BLS
multi-signature with rerandomization of public keys based on the DLOG assumption. However, their
security proof relies on the algebraic group model (AGM) [FKL18]. The recent Internet Engineering
Task Force (IETF) draft [BGW+22] specifies BLS signatures with proofs of possession for use in practical
deployments. In fact, this is how BLS signatures on the Ethereum blockchain are used [Edg23]. As such,
none of the proposed variants for BLS multi-signatures has a tight security proof without relying on the
AGM.

1.3 Paper Organization
In Section 2, we give an informal but detailed technical overview of our constructions and proof techniques.
In Section 3, we formally recall relevant cryptographic background and definitions. Then, in Section 4,
we formally present our construction and its analysis. We conclude in Section 5, where we discuss an
application to proof-of-stake blockchains.

2 Technical Overview
In this section, we give an informal overview of our constructions and our proof techniques. We do so in
two steps: first, we introduce a new tightly secure variant of standard BLS signatures. While there is
already a tightly secure variant of BLS [KW03], our variant is structurally more compatible with standard
BLS as we will see. In the second step, we then show how to lift this construction to the multi-signature
setting while preserving tight security.

2.1 Tightly Secure and Structured BLS Signatures
Let us first review BLS signatures and existing ways to construct tightly secure variants thereof. For
simplicity, most of this overview will be written assuming a symmetric pairing e : G×G→ GT , where G
is a cyclic group of prime order p with generator g.
BLS Signatures. A regular BLS signature for a message m with respect to public key pk = gsk is
given as σ = H(m)sk, where H : {0, 1}∗ → G is a random oracle. It will be instructive to review the
non-tight security proof of BLS [BLS01]: the goal is to give a reduction from the CDH assumption. This
reduction gets as input two group elements X = gx and Y = gy, and its goal is to compute gxy. To
this end, the reduction simulates the EUF-CMA security game with public key pk = X for the adversary.
While doing so, it splits the message space into two partitions: (1) for most messages m, it will program
H(m) := gγm , where γm ∈ Zp is a random exponent known to the reduction. Note that for these messages,
the reduction can efficiently provide signatures to the adversary by returning σ = Xγm , i.e., γm serves
as a trapdoor; (2) for all other messages, it will embed the challenge Y into the hash: H(m) := Y · gγm .
For these messages, the reduction can efficiently obtain a CDH solution from a valid signature output
by the adversary. As long as the adversary only queries signatures for messages from the first partition,
and forges for a message in the second partition, the reduction succeeds. Unfortunately, this partitioning
leads to a security loss linear in the number of signing queries. Indeed, it is known that such a loss is
inherent for unique signatures like BLS [BJLS16, Cor02].
Random Bits for Tight Security. It is well-known that with a minimal change, BLS signatures can
be made tightly secure: to sign a message m, a signer would pseudorandomly derive a bit βm ∈ {0, 1}
from the message, and then compute the signature as σ = H(m, βm)sk. This is often called the Katz-Wang
technique [GJKW07], and it enables the following tight security proof: for each message m, the reduction
programs H(m, βm) := gγm and H(m, 1 − βm) := Y · gγ′

m . That is, the reduction embeds a trapdoor in
one branch, and the challenge in the second branch for each message. Obviously, the reduction can now
compute σ using the trapdoor. On the other hand, the bit βm∗ for the forgery message m∗ remains
pseudorandom for the adversary, and so with probability 1/2, the (1− βm∗)-branch is used in the forgery,
which ultimately allows the reduction to solve CDH. Observe that this proof does not partition the
message space.

6



Algebraic Structure Lost. While the Katz-Wang technique gives an elegant way to obtain tight security,
we pay a price: BLS signatures have many desirable algebraic features, which the random bit variant does
not. For instance, assume we have two BLS signatures σA = H(m)skA and σB = H(m)skB under different
keys for the same message m. Then, the product σA · σB = H(m)skA+skB is a valid signature under the
product of the keys pkA · pkB. This observation underlies the design of BLS multi-signatures. Now,
consider the same setting for the Katz-Wang variant: as each signer has to compute its bit pseudorandomly,
the two signatures are likely of the form σA = H(m, 0)skA and σB = H(m, 1)skB . When we multiply them,
we do not get a BLS signature under the product of keys.
Towards a Solution. The above example shows that, in order to preserve the algebraic structure of
BLS signatures, it is essential to ensure every signer uses the same basis H(m) for a given message m.
Still, resorting to standard BLS can not lead to tight security [BJLS16, Cor02], as already explained. To
make progress towards a solution, let us assume that we still have a pseudorandom bit βm, but use it
differently. Concretely, say a signer now holds two BLS public keys pk0 = gsk0 and pk1 = gsk1 . Then, we
could define the signature to be σ = H(m)skβm . For now, it is not clear at all that this leads to a tight
security proof, but we can already see that this is much more compatible with BLS than the Katz-Wang
variant: suppose Alice uses this variant, but Bob still uses regular BLS. Now say we have their two
signatures σA = H(m)skA,βm and σB = H(m)skB . Then, the product σA · σB is a regular BLS signature for
m with respect to the key pkA,βm · pkB .
Proving Security. As the previous example shows, the variant above is structurally compatible with
regular BLS signatures. The question is if this variant is also tightly secure. Indeed reusing the Katz-Wang
proof technique does not work: we only have one branch for each message. This means that for each
message m, we have to decide whether we would embed the challenge or a trapdoor, i.e., we have to
partition the message space. Fortunately, it turns out that we can still get a tight security proof. Say
our reduction gets as input the CDH challenge X = gx and Y = gy. As in the proof for regular BLS
signatures, we want to embed X in the key and Y in some of the random oracle outputs. Of course,
embedding X in a fixed key, say in pk0, is not a good idea. This is because an adversary could potentially
always choose to use pk1 in its forgery and the scheme degenerates to regular BLS. Instead, say we
embed X randomly: we sample a bit β̂ $← {0, 1} at random and define pkβ̂ := X, and make sure that the
reduction knows sk1−β̂ . Next, the reduction partitions the message space. This has to be done in a way
that ensures that the reduction can always simulate signatures, namely:

• Trapdoor Partition. If βm = β̂, i.e., the signature is σ = H(m)x, the reduction embeds a trapdoor
into H(m).

• Challenge Partition. Otherwise, the signature is σ = H(m)sk1−β̂ , and the reduction can embed Y
into H(m) because it can always simulate such signatures using sk1−β̂ .

Now, consider the adversary’s forgery (m∗, σ∗). We can argue that the bit bm∗ is hidden from the
adversary, so with probability 1/2 over the choice of this bit, the message m∗ is in the challenge partition.
Similarly, with probability 1/2 over the choice of β̂ the forgery is with respect to pkβ̂ . This means that
with probability 1/4, the forgery contains gxy, which the reduction can use to solve CDH. In this way, we
get a tight security proof.

2.2 Tightly Secure BLS Multi-Signatures
Equipped with our tightly secure variant of BLS signatures, we now turn our focus to multi-signatures.
We will first recall common techniques to securely turn BLS signatures into multi-signatures. Throughout,
we consider the simplified setting of two parties, Alice and Bob, signing a message m. Alice will generally
be assumed to be our honest party, whereas Bob is assumed to be adversarial.
BLS Multi-Signatures. As we have mentioned above, we can combine the two BLS signatures
σA = H(m)skA of Alice and σB = H(m)skB of Bob into a single signature σ = σA ·σB for the key pkA · pkB .
It is a well-established fact that without further modification, this naive BLS multi-signature is insecure
due to so-called rogue-key attacks: Bob could choose its key as pkB := pk−1

A · gδ, which allows him to
create valid multi-signatures for public key pkA · pkB = gδ without talking to Alice. Prominently, there
are two ways to solve this issue:
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• Random Linear Combinations. Instead of defining the multi-signature as σA · σB, we define it as
σaA

A · σaB

B and the aggregate public key as pkaA

A · pkaB

B , where (aA, aB) ∈ Zp are random coefficients
derived using a random oracle.

• Proofs of Possession. A public key is only considered valid if it comes with a proof of possession2 of
the secret key [RY07]. Concretely, this proof is usually implemented as G(pkB)skB (for Bob), i.e., as
a BLS signature using a different random oracle.

The latter approach is often used in practice, e.g., in Ethereum [Edg23], and it will also be our focus.
Ristenpart and Yilek [RY07] have shown that this approach is provably secure for regular BLS. Interestingly,
their proof does not add any additional security loss: the security loss for the multi-signature is the same
as the one for regular BLS. Luckily, their proof technique also applies to our tightly secure variant, except
for some complications in the asymmetric pairing setting. This holds even if Alice uses our variant, and
Bob uses regular BLS. In the following, we review the challenge, the proof strategy by Ristenpart and
Yilek [RY07], and explain the complications when using asymmetric pairings.
A Closer Look at the Proof. When we want to prove the security of the BLS multi-signature with
proofs of possession, we have to simulate our honest signer Alice for the adversary, and we have to turn
the adversary’s forgery into a CDH solution. While the former task did not change compared to the case
of standard signatures, the latter task is more challenging in the multi-signature setting. This is because
a forgery σ∗ is now valid for a message m∗ and some combined key pkA · pkB , where pkB is made up by
Bob. More concretely, say we have embedded our CDH challenge (X,Y ) = (gx, gy) in Alice’s key, such
that skA = x, and say we have managed that H(m∗) contains the challenge Y , i.e., H(m∗) = Y · gγm∗ for
some γm∗ known to the reduction. For simplicity, assume γm∗ = 0 for now. Then, the forgery has the
form

σ∗ = H(m∗)skA+skB = gxy · Y skB .

So, if the reduction wants to compute the CDH solution gxy from σ∗, it has to compute Y skB = gyskB .
But the reduction does not know y and pkB = gskB is made up by the adversary!
The Adversary Solves Our Problem. As already observed by Ristenpart and Yilek [RY07], we can
let the adversary solve our problem via proofs of possession: The reduction would embed Y into random
oracle G as well. In simplified terms, assume that G(pkB) = Y . In this case, the proof of possession
G(pkB)skB is exactly the desired term Y skB , and the reduction can use it to compute gxy.
Complications in the Asymmetric Setting. So far, we have simplified notation by using the
symmetric pairing setting. Indeed, the technique by Ristenpart and Yilek [RY07] for regular BLS
multi-signatures only works in the symmetric pairing setting and the type-2 pairing setting where there is
an efficiently computable isomorphism ψ : G2 → G1. Making the analysis work for an asymmetric pairing
without such an isomorphism, also known as the type-3 setting3, leads to subtle challenges, which we
outline next. Namely, recall that above we have assumed γm∗ = 0. In general, this will of course not be
the case and the forgery will have the form

σ∗ = H(m∗)skA+skB = (Y · gγm∗ )skA+skB = gxy ·Xγm∗ · Y skB · gγm∗ skB .

We have already discussed how the reduction can eliminate the term Y skB using the proofs of possession.
It can of course also eliminate the term Xγm∗ using knowledge of X and γm∗ . In the symmetric pairing
setting, the reduction can also compute and remove the final term gγm∗ skB = pkγm∗

B . In the asymmetric
setting, however, the reduction has the adversarially chosen keys pkB only in one group, say G2, but
the signature σ∗ is in the other group G1, so the reduction needs to compute gγm∗ skB

1 over G1. It is
not clear how to do that4. Our solution is to define the random oracles multiplicatively, namely, we set
H(m) := pkγm

1−bm
for each message m. It turns out that this enables a tight proof in the type-3 setting.

2Enforcing such a valid proof of possession can of course be modeled as just another check in the signature verification
algorithm.

3The type-3 setting is indeed the most common setting in practice.
4We could of course force Bob to additionally output its public key pkB over G1, but this is generally not what happens

in practice, so we refrain from doing so.
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3 Preliminaries
Here, we define our notation and recall relevant cryptographic primitives and assumptions.
Notation. We denote the security parameter by λ and assume that all algorithms get 1λ implicitly as
input. We use standard cryptographic terminology like negligible, overwhelming, PPT. To sample an
element x uniformly at random from a set W , we write x $←W . We write x← D if D is a distribution
or a probabilistic algorithm. That is, writing y ← A(x) means that algorithm A is run with uniformly
sampled random coins on input x and y is the output. If A is known to be deterministic, we write
y := A(x) instead. We write T(A) to denote the running time of A. We define [N ] := {1, . . . , N} ⊆ N.
Computational Assumptions. Throughout this paper, we assume an algorithm PGGen(1λ) that
outputs cyclic groups G1,G2 of prime order p with generators g1 ∈ G1, g2 ∈ G2, and a non-degenerate5

pairing e : G1 ×G2 → GT into some target group GT .

Definition 1 (CDH Assumption). We say that the CDH assumption holds relative to PGGen, if for all
PPT algorithms A, the following advantage is negligible:

AdvCDH
A,PGGen(λ) := Pr

z = xy

∣∣∣∣∣∣
(G1,G2, g1, g2, p, e)← PGGen(1λ),
x, y $← Zp, X1 := gx

1 , X2 := gx
2 , Y := gy

1
gz

1 ← A(G1,G2, g1, g2, p, e,X1, Y,X2)


Digital Signatures. We define the syntax of digital signatures and the standard notion of unforgeability
under chosen-message attacks [GMR88].

Definition 2 (Signature Scheme). A signature scheme is a tuple of PPT algorithms SIG = (Setup,Gen,
Sig,Ver) with the following syntax:

• Setup(1λ)→ par takes as input the security parameter 1λ and outputs global system parameters
par. We assume that par implicitly defines sets of public keys, secret keys, messages and signatures,
respectively. All algorithms related to SIG take par at least implicitly as input.

• Gen(par)→ (pk, sk) takes as input system parameters par, and outputs a public key pk and a secret
key sk.

• Sig(sk,m)→ σ takes as input a secret key sk and a message m and outputs a signature σ.

• Ver(pk,m, σ)→ b is deterministic, takes as input a public key pk, a message m, and a signature σ,
and outputs a bit b ∈ {0, 1}.

We require that SIG is complete in the following sense. For all par ∈ Setup(1λ), all (pk, sk) ∈ Gen(par),
and all messages m, we have

Pr [Ver(pk,m, σ) = 1 | σ ← Sig(sk,m)] = 1.

Definition 3 (EUF-CMA Security for Signatures). Let SIG = (Setup,Gen,Sig,Ver) be a signature scheme.
Consider an adversary A. Further, consider the game EUF-CMAA

SIG(λ) defined as follows:

1. Run par← Setup(1λ) and (pk, sk)← Gen(par).

2. Initialize Q := ∅ and let O be the following oracle:

• O(m) : Take as input m, set Q := Q∪ {m}, and return σ ← Sig(sk,m).

3. Run A on input (par, pk) and with access to oracle O. Obtain (m∗, σ∗) from A.

4. Output 1 if and only if Ver(pk,m∗, σ∗) = 1 and m∗ /∈ Q.

We say that SIG is EUF-CMA secure, if for all PPT adversaries A, the following advantage is negligible:

AdvEUF-CMA
A,SIG (λ) := Pr

[
EUF-CMAA

SIG(λ)⇒ 1
]
.

5Non-degenerate means that e (g1, g2) is a generator of the group GT .
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Next, we recall the signature scheme due to Boneh, Lynn, and Shacham [BLS01]. It is well-known
that it is (non-tightly) EUF-CMA secure based on the CDH assumption [BLS01, Cor00]. Throughout, we
assume that signatures are in G1 and public keys are in G2. By symmetry, all of our results apply if the
roles are reversed.

Definition 4 (BLS Signatures [BLS01]). Consider a random oracle H : {0, 1}∗ → G1. The signature
scheme6 BLS = (BLS.Setup,BLS.Gen,BLS.SigH,BLS.VerH) is defined via the following algorithms:

• BLS.Setup(1λ)→ par: Define par := (G1,G2, g1, g2, p, e)← PGGen(1λ).

• BLS.Gen(par)→ (pk, sk): Sample sk $← Zp and set pk := gsk
2 .

• BLS.SigH(sk,m)→ σ: Set σ := H(m)sk.

• BLS.VerH(pk,m, σ)→ b: Return b = 1 if e (H(m), pk) = e (σ, g2). Otherwise, return b = 0.

Lemma 1. If the CDH assumption holds relative to PGGen and H : {0, 1}∗ → G1 is modeled as a random
oracle, then BLS is EUF-CMA secure. More precisely, for every PPT algorithm A that makes at most Q
queries to O, there is a PPT algorithm B with T(A) ≈ T(B) and

AdvEUF-CMA
A,BLS (λ) ≤ Θ(Q) · AdvCDH

B,PGGen(λ).

Multi-Signatures. Next, we give a definition for multi-signatures, specifically, non-interactive multi-
signatures. In such a scheme, each signer independently generates its key pair via a key generation
algorithm Gen. To sign a message, each signer locally uses its secret key to compute a signature via
an algorithm Sig. A list of such signatures for the same message can then be combined into a single
signature via an algorithm Combine. As a result, one obtains a signature that verifies for the given message
and with respect to the list of public keys. Note that trivially, we obtain a multi-signature scheme by
letting Combine concatenate the signatures. However, the goal should always be to construct non-trivial
multi-signatures in a sense that Combine outputs a signature much smaller than the concatenation.

Definition 5 (Multi-Signature Scheme). A multi-signature scheme is a tuple of PPT algorithms MS =
(Setup,Gen,Sig,Combine,Ver) with the following syntax:

• Setup(1λ)→ par takes as input the security parameter 1λ and outputs global system parameters
par. We assume that par implicitly defines sets of public keys, secret keys, messages and signatures,
respectively. All algorithms related to MS take par at least implicitly as input.

• Gen(par)→ (pk, sk) takes as input system parameters par, and outputs a public key pk and a secret
key sk.

• Sig(sk,m)→ σ takes as input a secret key sk and a message m and outputs a signature σ.

• Combine((pk1, σ1), . . . , (pkN , σN ),m)→ σ is deterministic, takes as input a list of keys and signatures
(pk1, σ1), . . . , (pkN , σN ), and a message m, and outputs a signature σ.

• Ver(pk1, . . . , pkN ,m, σ) → b is deterministic, takes as input a list of public keys pk1, . . . , pkN , a
message m, and a signature σ, and outputs a bit b ∈ {0, 1}.

We require that MS is complete in the following sense. For all par ∈ Setup(1λ), all N ∈ N, all (pki, ski) ∈
Gen(par) for every i ∈ [N ], and all messages m, we have

Pr
[
Ver(pk1, . . . , pkN ,m, σ) = 1

∣∣∣∣ ∀i ∈ [N ] : σi ← Sig(ski,m),
σ := Combine((pk1, σ1), . . . , (pkN , σN ),m)

]
= 1.

6For BLS signatures, we make the hash function H an explicit parameter, which will simplify notation later. Concretely,
the proofs of possession in BLS multi-signatures are implemented using BLS on a different hash function. For our
constructions, we omit adding every hash function as an explicit parameter to avoid clutter.
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Below, we define unforgeability for multi-signatures following our syntax. As in the unforgeability
game for signatures, the adversary gets access to a target public key and to a signing oracle. The only
difference to the game for signatures is that the forgery is now a combined signature, and is expected to
come with a list of public keys that includes the target public key.

Definition 6 (EUF-CMA Security for Multi-Signatures). Let MS = (Setup,Gen,Sig,Combine,Ver) be a
multi-signature scheme. Consider an adversary A and the game EUF-CMAA

MS(λ) defined as follows:

1. Run par← Setup(1λ) and (pk, sk)← Gen(par).

2. Initialize Q := ∅ and let O be the following oracle:

• O(m) : Take as input m, set Q := Q∪ {m}, and return σ ← Sig(sk,m).

3. Run A on input (par, pk) and with access to oracle O. Obtain a list of keys (pk∗
1, . . . , pk∗

N ) and a
pair (m∗, σ∗) from A.

4. Output 1 if and only if there is an index i ∈ [N ] such that pk = pk∗
i , and it holds that

Ver(pk∗
1, . . . , pk∗

N ,m∗, σ∗) = 1, and that m∗ /∈ Q.

We say that MS is EUF-CMA secure, if for all PPT adversaries A, the following advantage is negligible:

AdvEUF-CMA
A,MS (λ) := Pr

[
EUF-CMAA

MS(λ)⇒ 1
]
.

4 Variants of BLS Multi-Signatures
In this section, we present our new tightly secure variant of BLS multi-signatures. To avoid repetition and
to highlight the similarity to BLS, we do not only define a single scheme, but rather a class of schemes
BLSMSL, where L ∈ N is a parameter. Informally, this parameter specifies how many instances of BLS
are combined. The interesting cases for this paper are as follows:

• L = 1: This corresponds to standard BLS multi-signatures with proofs of possession as used for
example in Ethereum [Edg23]. Here, we give the to this date tightest known proof without the
algebraic group model. Essentially, the security is not larger than for (single-signer) BLS signatures.

• L = 2: In this case, we obtain a tightly secure multi-signature based on CDH.

Interestingly, these constructions are fully compatible, i.e., one signer may use L = 1 whereas a different
signer may choose to use L = 2 or even7 L = 3. As corollaries of the case L = 2, we obtain new tightly
secure variants of (single-signer) BLS signatures.

4.1 Parameterized Construction
Let H : {0, 1}∗ → G1 be a random oracle which informally takes the role of the random oracle in BLS
signatures. We first define helper algorithms KeyProve and KeyVer. Roughly, these are used to prove
possession of secret keys, which is a common method to prevent rogue-key attacks [Edg23]. The way they
are commonly implemented is as BLS signatures on the public key itself, using a different random oracle
G : {0, 1}∗ → G1:

• KeyProve(pk, sk)→ π: Set π := BLS.SigG(sk, pk)

• KeyVer(pk, π)→ {0, 1}: Return b := BLS.VerG(pk, pk, π).

Finally, we use a third random oracle Ĥ : {0, 1}∗ → {0, . . . , L− 1} that will be used to randomly decide
which key to use for signing. With these algorithms at hand, we now define BLSMSL for L ∈ N.

• BLSMSL.Setup(1λ)→ par:
7One can also use our technique to prove tight security from CDH for L = 3, but we do not see a good reason to use this

scheme, so we omit presenting this proof.
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1. par← BLS.Setup(1λ)

• BLSMSL.Gen(par)→ (pk, sk):

1. seed $← {0, 1}λ

2. For all β ∈ {0, . . . , L− 1} : (pkβ , skβ)← BLS.Gen(par)
3. sk := (sk0, . . . , skL−1, seed)
4. For all β ∈ {0, . . . , L− 1}: πβ := KeyProve(pkβ , skβ)
5. π := (π0, . . . , πL−1), pk :=

(
(pk0, π0), . . . , (pkL−1, πL−1)

)
• BLSMSL.Sig(sk,m)→ σ:

1. βm := Ĥ(seed,m)
2. σ := BLS.SigH(skβm ,m)

• BLSMSL.Combine((pk1, σ1), . . . , (pkN , σN ),m)→ σ:

1. For all i ∈ [N ]: parse pki =
(
(pki,0, . . . , pki,L−1), (πi,0, . . . , πi,L−1)

)
2. For all i ∈ [N ]: βi := min{β ∈ {0, . . . , L− 1} | BLS.VerH(pki,β ,m, σi) = 1}

3. σ̄ :=
∏N

i=1 σi, σ := (σ̄, β1, . . . , βN )

• BLSMSL.Ver(pk1, . . . , pkN ,m, σ)→ b:

1. For all i ∈ [N ]: parse pki =
(
(pki,0, . . . , pki,L−1), (πi,0, . . . , πi,L−1)

)
2. Parse σ = (σ̄, β1, . . . , βN )
3. p̄k :=

∏N
i=1 pki,βi

4. b := BLS.VerH(p̄k,m, σ̄) ∧
∧

i∈[N ] KeyVer(pki,βi
, πi,βi

)

Remark 2. In many applications, one would verify the proofs πi,β contained in public keys once when a
party registers.

Remark 3. For the case L = 1, this scheme is exactly the standard BLS multi-signature scheme with
proofs of possesion, noting that the step βm := Ĥ(seed,m) can safely omitted as βm is fixed in this case in
the signing algorithm. Similarly, the bits βi can be omitted from the combined signature.

Remark 4. A combined signature has size size(G1) +N logL, where size(G1) denotes the size of a single
group element. That is, the size of the signature still scales linearly with the number of signers N .
However, for the interesting parameters L ∈ {1, 2}, this means at most one bit per signer. In practice,
this can be ignored, as this only exceeds a small number of group elements for a very large number of
signers. Constructions with similar efficiency have been proposed before [PW23, PW24].

Remark 5. One interesting feature of these multi-signatures is that they are interoperable: one signer may
decide to keep using standard BLS signatures BLSMS1, and another signer may choose to use BLSMS2
or BLSMSL for arbitrary L ∈ N. The signatures can still be combined using obvious adaptations of
algorithm Combine. It is also clear that from the perspective of a single signer using BLSMSL to sign,
the security of BLSMSL applies even if the adversary may use a different L. For example, a signer using
L = 2 has tight security from CDH even when other users use standard BLS multi-signatures.

4.2 Security with One Key: BLS Multi-Signatures
Regular BLS multi-signatures correspond to the case L = 1. Ristenpart and Yilek [RY07] gave a proof for
this variant with a security loss similar to standard BLS signatures (cf. Lemma 1). Their proof is in the
type-2 pairing setting (following the well-known classification in [GPS06]), i.e., it relies on the existence
of an efficiently computable isomorphism ψ : G2 → G1. As outlined in the technical overview, we give
a proof with the same security loss without this assumption. In this way, our proof also applies to the
type-3 pairing setting. We postpone the proof to Appendix A and note that the proof is a simplified
version of the proof of Theorem 2.
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Theorem 1. Assume that H : {0, 1}∗ → G1, and G : {0, 1}∗ → G1 are random oracles. If the CDH
assumption holds relative to PGGen, then BLSMS1 is EUF-CMA secure. More precisely, for every PPT
algorithm A, there is a PPT algorithm B with T(A) ≈ T(B) and

AdvEUF-CMA
A,BLSMS1

(λ) ≤ 8QS + 4QSQH + 4QSQG
p

+ 4QS · AdvCDH
B,PGGen(λ),

where QH, QG, QS denote the number of queries to H,G, and O, respectively.

4.3 Two Keys and Tight Security
With L = 2, we get tight security from CDH, which is stated in the following theorem.

Theorem 2. Assume that H : {0, 1}∗ → G1, G : {0, 1}∗ → G1, and Ĥ : {0, 1}∗ → {0, 1} are random
oracles. If the CDH assumption holds relative to PGGen, then BLSMS2 is EUF-CMA secure. More
precisely, for every PPT algorithm A, there is a PPT algorithm B with T(A) ≈ T(B) and

AdvEUF-CMA
A,BLSMS2

(λ) ≤
QĤ
2λ

+ 8 + 4QH + 4QG
p

+ 4 · AdvCDH
B,PGGen(λ),

where QH, QG, QĤ denote the number of queries to H,G, and Ĥ, respectively.

Proof. We present our proof as a sequence of games, where the first game G0 is the EUF-CMA game. In
games G1 to G2, we guess whether the adversary forges with respect to public key pk0 or pk1. Say our
guess is β̂ ∈ {0, 1}, meaning we now assume that the forgery is with respect to pkβ̂ . Similarly, we ensure
that pkβ̂ is not the key that the honest signer would have used for the forgery message. In games G3 and
G4, we embed a random group element v into random oracle outputs for oracle H and establish that we
can simulate the signing oracle efficiently without using skβ̂ . Intuitively, v and pkβ̂ will correspond to the
CDH instance. At this point, the proof for the single signer setting would end with a reduction to the
CDH assumption. As we are in the multi-signature setting, the following steps are needed: in game G5,
we establish that the proof of possession for pkβ̂ can be simulated without using skβ̂ . In game G6, we
then embed v into the adversary’s proofs of possession. This is essential for eliminating terms related to
adversarially chosen keys in the forgery when we then reduce to CDH. Let us now make all of this more
precise.
Game G0: This is the EUF-CMA game for scheme BLSMS2 and adversary A, with a conceptual modifi-
cation in the winning condition. We recall this game to fix notation. The game does the following to
generate parameters and keys:

1. Set par := (G1,G2, g1, g2, p, e)← PGGen(1λ).

2. Set Q := ∅ and initialize empty maps h[·], ĥ[·], and g[·].

3. Sample seed $← {0, 1}λ and sk0, sk1
$← Zp.

4. Set pk0 := gsk0
2 , pk1 := gsk1

2 and p̃k0 := gsk0
1 , p̃k1 := gsk1

1 .

5. Set π0 := G(pk0)sk0 and π1 := G(pk1)sk1 .

6. Set pk := ((pk0, π0), (pk1, π1))

Note that p̃k0 and p̃k1 are not used yet, but will be used in the following games. The game gives par and
pk to the adversary A. In addition, A gets access to random oracles H, Ĥ, G, and a signing oracle O. For
the proof it will be useful that Ĥ(seed, ·) is implemented indirectly via a random oracle B : {0, 1}∗ → {0, 1}
that is implemented lazily and only known to the game. In this way, the game will be able to distinguish
queries made by A from queries it made itself. With this in mind, the oracles are implemented as follows:

• H(m) : If h[m] = ⊥, sample h[m] $← G1. Return h[m].

• Ĥ(seed′,m) : If ĥ[seed′,m] = ⊥, do:

1. If seed′ = seed, set ĥ[seed′,m] := B(m).

13



2. Else, sample ĥ[seed′,m] $← {0, 1}.

Return ĥ[seed′,m].

• G(pk) : If g[pk] = ⊥, sample g[pk] $← G1. Return g[pk].

• O(m) : Set Q := Q∪ {m}, set βm := Ĥ(seed,m), return σ := H(m)skβm .

Finally, the adversary A outputs a list of public keys and a forgery. In the actual EUF-CMA game for this
scheme, each such public key is a pair of BLS keys with associated proofs of possession, and the signature
would contain one bit for each such pair indicating which key is used. Without loss of generality8, we
simplify the game here by assuming that A directly outputs a set of BLS keys with their proofs of
possession. More precisely, we assume that A outputs a list of N pairs (pk∗

i , π
∗
i ) ∈ G2 ×G1, i ∈ [N ] and

a forgery (m∗, σ∗) ∈ {0, 1}∗ ×G1. The game does the following to determine if it outputs 0 or 1:

1. If m∗ ∈ Q, terminate with output 0.

2. Set V0 := {i ∈ [N ] | pk∗
i = pk0} and V1 := {i ∈ [N ] \ V0 | pk∗

i = pk1}.

3. If V0 ∪ V1 = ∅, terminate with output 0.

4. If there is an i ∈ [N ] with e (G(pk∗
i ), pk∗

i ) ̸= e (π∗
i , g2), terminate with output 0.

5. Set h∗ := H(m∗) and p̄k∗ =
∏N

i=1 pk∗
i .

6. If e
(
h∗, p̄k∗) ̸= e (σ∗, g2) terminate with output 0. Otherwise, terminate with output 1.

We have
AdvEUF-CMA

A,BLSMS2
(λ) ≤ Pr [G0 ⇒ 1].

Game G1: In this game, we change the winning condition, such that the game now additionally outputs 0
if the adversary ever queried Ĥ(seed,m∗). More precisely, the new check to evaluate the winning condition
is as follows:

1. If m∗ ∈ Q, terminate with output 0.

2. If ĥ[seed,m∗] ̸= ⊥, terminate with output 0.

3. Set V0 := {i ∈ [N ] | pk∗
i = pk0} and V1 := {i ∈ [N ] \ V0 | pk∗

i = pk1}.

4. If V0 ∪ V1 = ∅, terminate with output 0.

5. If there is an i ∈ [N ] with e (G(pk∗
i ), pk∗

i ) ̸= e (π∗
i , g2), terminate with output 0.

6. Set h∗ := H(m∗) and p̄k∗ =
∏N

i=1 pk∗
i .

7. If e
(
h∗, p̄k∗) ̸= e (σ∗, g2) terminate with output 0. Otherwise, terminate with output 1.

Here, the highlighted line is what we added. If m∗ ∈ Q, the change has no effect. Otherwise, if G0 and
G1 differ in their output, then A must have queried Ĥ(seed,m) for some m, concretely, for m∗. As A
obtains no information about seed, and seed is uniform over {0, 1}λ, the probability that this happens is
at most 1/2λ for each fixed random oracle query. With a union bound over all random oracle queries, we
get

|Pr [G0 ⇒ 1]− Pr [G1 ⇒ 1]| ≤
QĤ
2λ

.

Game G2: We let the game sample a bit β̂ $← {0, 1} at the beginning, and again change the winning
condition. Now, it is as follows:

1. If m∗ ∈ Q, terminate with output 0.
8A reduction can just drop the unused keys that it got from the adversary, and remove the bits from the forgery.
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2. If ĥ[seed,m∗] ̸= ⊥, terminate with output 0.

3. Set V0 := {i ∈ [N ] | pk∗
i = pk0} and V1 := {i ∈ [N ] \ V0 | pk∗

i = pk1}.

4. If V0 ∪ V1 = ∅, terminate with output 0.

5. Set βm∗ := Ĥ(seed,m∗). If Vβ̂ = ∅ or β̂ ̸= 1− βm∗ , terminate with output 0.

6. If there is an i ∈ [N ] with e (G(pk∗
i ), pk∗

i ) ̸= e (π∗
i , g2), terminate with output 0.

7. Set h∗ := H(m∗) and p̄k∗ =
∏N

i=1 pk∗
i .

8. If e
(
h∗, p̄k∗) ̸= e (σ∗, g2) terminate with output 0. Otherwise, terminate with output 1.

If V0 ∪ V1 = ∅ or ĥ[seed,m∗] ̸= ⊥, the change has no effect. Otherwise, note that A’s view is independent
of β̂ and βm∗ . Therefore, we get

Pr [G2 ⇒ 1] ≥ Pr
[
1− βm∗ = β̂ ∧ Vβ̂ ̸= ∅

]
· Pr [G1 ⇒ 1].

As V0 ∪ V1 ̸= ∅, the probability of the event Vβ̂ ̸= ∅ is at least 1/2. Also, even conditioned on a fixed β̂,
the probability of 1− βm∗ = β̂ is 1/2, as β̂ and βm∗ are independent random variables. So we get

Pr [G2 ⇒ 1] ≥ 1
4 · Pr [G1 ⇒ 1].

Game G3: We change how oracle H is implemented. For this, we let the game sample an element v $← G1
at the beginning. Further, the game now internally holds a random oracle Γ: {0, 1}∗ → Zp, implemented
lazily in the standard way, and implements H as follows:

• H(m) : If h[m] = ⊥, do:

1. If 1− B(m) = β̂, set h[m] := vΓ(m).
2. Else, set h[m] := g1

Γ(m).

Return h[m].

Assuming v ̸= 1 ∈ G1, the outputs of H are still uniform and independent of the rest of the game and
each other. The probability that v = 1 is at most 1/p, so that we get9

|Pr [G2 ⇒ 1]− Pr [G3 ⇒ 1]| ≤ 1
p
.

Game G4: We change how the signing oracle O is implemented. After this change, the secret key skβ̂

will no longer be used by the signing oracle:

• O(m) : Set Q := Q∪ {m}, set βm := Ĥ(seed,m), and do:

1. If βm = β̂, return σ := p̃kΓ(m)
β̂

.

2. Else, return σ := H(m)sk1−β̂ .

Clearly, we did not change the signing oracle for the case that βm = 1− β̂. For the other case, i.e., βm = β̂,
we have

H(m)skβm =
(
g1

Γ(m)
)skβm = g

Γ(m)·skβ̂

1 = p̃kΓ(m)
β̂

.

Therefore, we get
Pr [G3 ⇒ 1] = Pr [G4 ⇒ 1].

Game G5: We change how the game computes πβ̂ . Namely, from now on, the initial steps of the game
are:

9For the interested reader, this is where we use the indirection given by implementing Ĥ(seed, ·) via B. If we would have
queried Ĥ in the implementation of H, then A could easily make the output of G2 and G3 differ by querying H(m∗).
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1. Sample β̂ $← {0, 1} and v $← G1 and set par := (G1,G2, g1, g2, p, e)← PGGen(1λ).

2. Set Q := ∅ and initialize empty maps h[·], ĥ[·], and g[·].

3. Sample seed $← {0, 1}λ and sk0, sk1
$← Zp.

4. Set pk0 := gsk2
2 , pk1 := gsk1

2 and p̃k0 := gsk0
1 , p̃k1 := gsk1

1 .

5. Sample δ $← Zp and set g[pkβ̂ ] := gδ
1.

6. Set π1−β̂ := G(pk1−β̂)sk1−β̂ and πβ̂ := p̃kδ

β̂ .

7. Set pk := ((pk0, π0), (pk1, π1))

It is easy to see that the distribution of the outputs of G remains unchanged, as δ is sampled uniformly.
Also, the distribution of πβ̂ is not changed because

G(pkβ̂)skβ̂ = g
δskβ̂

1 = p̃kδ

β̂ .

We get
Pr [G4 ⇒ 1] = Pr [G5 ⇒ 1].

Note that the game can now be simulated without ever using skβ̂ , assuming pkβ̂ and p̃kβ̂ are given.
Game G6: We change oracle G. Namely, the game now internally holds a random oracle ∆: {0, 1}∗ → Zp,
implemented lazily in the standard way, and implements G as follows:

• G(pk) : If g[pk] = ⊥, set g[pk] := v∆(pk). Return g[pk].

If v ̸= 1 ∈ G1, the distribution remains unchanged, and the probability that v = 1 is at most 1/p, so

|Pr [G5 ⇒ 1]− Pr [G6 ⇒ 1]| ≤ 1
p
.

Final Reduction: Before we give the final reduction breaking CDH, we examine the forgery signature
σ∗ after the changes we have made and provide intuition how the reduction can solve CDH. To this end,
assume G6 outputs 1. For ease of notation, set x := skβ̂ and let y ∈ Zp be such that v = gy

1 . We assume
that a reduction is given gx

1 , gx
2 , and gy

1 , and its goal is to output gxy
1 . By the changes we have made, such

a reduction never explicitly needs x or y over Zp to simulate G6. Recall that the final forgery (m∗, σ∗) of
the adversary comes with a list of pairs (pk∗

i , π
∗
i ) for i ∈ [N ]. Denote by C ⊆ [N ] the set of indices i such

that pk∗
i ̸= pkβ̂ . Intuitively, this corresponds to the set of indices for which the list contains adversarially

chosen public keys. For each i ∈ C, let sk∗
i ∈ Zp be such that pk∗

i = g
sk∗

i
2 . We set ℓ := |[N ] \ C|. Due to

the change in G2, we know that ℓ ̸= 0. By the verification equation, we know that

σ∗ = H(m∗)s̄k∗
for s̄k∗ = ℓx+

∑
i∈C

sk∗
i .

By definition of H(m∗) (see G3) and recalling that 1 − βm∗ = β̂ (see G2), we know that the discrete
logarithm of σ∗ with respect to g1 is

Γ(m∗) · y · s̄k∗ = Γ(m∗) · y ·
(
ℓx+

∑
i∈C

sk∗
i

)
= Γ(m∗) ·

(
ℓxy + y ·

∑
i∈C

sk∗
i

)
.

Rearranging and taking to the exponent yields

gxy
1 =

(
σ∗1/Γ(m∗) ·

∏
i∈C

g
−ysk∗

i
1

)1/ℓ

, (1)
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assuming Γ(m∗) ̸= 0 for now. Further, for every i ∈ C, we get from the definition of G (see G6), from
v = gy

1 , and from the verification equation that

π∗
i = G(pk∗

i )sk∗
i = g

y∆(pk∗
i )sk∗

i
1 . (2)

Assuming ∆(pk∗
i ) ̸= 0, rearranging Equation (2) and plugging it into Equation (1), we get

gxy
1 =

(
σ∗1/Γ(m∗) ·

∏
i∈C

π∗
i

−1/∆(pk∗
i )

)1/ℓ

. (3)

Now our main observation is that the right-hand side of Equation (3) can efficiently be computed. We
now turn this into a reduction B solving the CDH problem if G6 outputs 1 and assuming Γ(m∗) ̸= 0 and
∆(pk∗

i ) ̸= 0:

1. The reduction B gets as input parameters G1,G2, g1, g2, p, e and elements X1 = gx
1 , X2 = gx

2 , and
Y = gy

1 . Its goal is to output gxy
1 .

2. The reduction sets par := (G1,G2, g1, g2, p, e) ← PGGen(1λ), samples β̂ $← {0, 1} as in G6, and
defines pkβ̂ := X2, p̃kβ̂ := X1, and v := Y . It sets up the remaining parameters and then simulates
G6 for A, which is possible efficiently without the knowledge of x and y.

3. When A outputs a forgery and G6 would output 1, the reduction aborts if Γ(m∗) = 0 or ∆(pk∗
i ) = 0

for any i ∈ C. Otherwise, it computes gxy
1 as in Equation (3) and outputs it.

We see that B perfectly simulates game G6 for A and the running time of B is dominated by the running
time of A. The probability that B has to abort before using Equation (3) is at most (QH +QG)/p. By
the discussion above, we get

Pr [G6 ⇒ 1] ≤ QH +QG
p

+ AdvCDH
B,PGGen(λ).

Corollary 1. Consider the digital signature scheme obtained by fixing N = 1 signer in the multi-signature
scheme BLSMS2. If the CDH assumption holds relative to PGGen, then this scheme is EUF-CMA secure,
with a tight proof.

5 Application: PoS Blockchains with Opt-In Tightness
We anticipate that the insights presented in this paper will prove valuable in the context of proof-of-
stake (PoS) blockchain systems utilizing BLS multi-signatures, such as Ethereum [Edg23]. Within this
domain, the interoperability of our construction with regular BLS (see Remark 5) makes it particularly
advantageous.
PoS Blockchains and Multi-Signatures. Let us begin by revisiting, in simplified terms, the relevant
aspects of a proof-of-stake blockchain. In such a system, participants can lock (aka stake) a designated
quantity of coins and publicly declare a BLS public key to register as validators. When a block is
proposed, it has to be attested by enough validators to be deemed valid. These attestations consist of
BLS signatures of the block with respect to the validators’ keys. What ends up on chain is the combined
BLS multi-signature.
Our Multi-Signatures for Opt-In Tightness. Now envision a system in which each validator can
register a (small) number of BLS keys, such that signing with one of these keys means the validator
attested the block. A natural motivation to use this setup is to ensure that validators can continue
functioning even if access to some keys is lost. We argue that such a system allows for opt-in tightness
without mandating a departure from BLS: Namely, consider Alice taking the role of a validator. As she
prioritizes concrete security, she would register two BLS keys. Whenever she had to sign a block, she
would pseudorandomly decide which key to use, thereby implementing our scheme. Note that she can do
so by implementing minimal logic on top of existing BLS implementations. Conversely, if Bob prefers
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to adhere to regular BLS signatures, he can simply register a single key as usual. Importantly, Alice’s
signatures and Bob’s remain compatible and can be aggregated seamlessly, even without awareness of
Alice’s adoption of our scheme. Thus, each validator retains the autonomy to independently select their
preferred variant.

We remark that while some proof-of-stake chains indeed allow multiple BLS keys [Blo22] and can
directly implement the setting above, Ethereum currently does not10. Consequently, our research can be
viewed as an argument for the integration of such functionality in the future.
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Appendix

A Postponed Security Proofs
Proof of Theorem 1. Essentially, the proof is a simplification of the proof of Theorem 2, and readers
familiar with this proof can simply note that the main difference is that signatures are simulated via
a guessing argument. On the other hand, readers familiar with the standard proof for BLS signatures
may note that games G0 to G3 are used to simulate signing as in the standard proof. These readers
may especially be interested in the steps starting from G4, which deal with extracting a solution from a
combined signature. This part differs from standard BLS signatures and uses the techniques developed in
this paper.
Game G0: We start with G0, which is the EUF-CMA game for BLSMS1 and adversary A. To fix notation,
we recall this game here. Note that the random oracle Ĥ can be omitted, see Remark 3. Initially, the
game generates parameters and a pair of keys, and sets up maps to simulate random oracles. This is
done as follows:

1. Set par := (G1,G2, g1, g2, p, e)← PGGen(1λ).

2. Set Q := ∅ and initialize empty maps h[·] and g[·].

3. Sample sk $← Zp and set pk := gsk
2 and p̃k := gsk

1 .

4. Set π := G(pk)sk.

The key p̃k will be used in the following games. It gives par and (pk, π) to the adversary A. In addition,
A gets access to random oracles H, G, and a signing oracle O, implemented by the game as follows:

• H(m) : If h[m] = ⊥, sample h[m] $← G1. Return h[m].

• G(pk′) : If g[pk′] = ⊥, sample g[pk′] $← G1. Return g[pk′].

• O(m) : Set Q := Q∪ {m} and return σ := H(m)sk.

When A terminates, it outputs a list of public keys and a forgery. More precisely, A outputs a list of N
pairs (pk∗

i , π
∗
i ) ∈ G2 ×G1, i ∈ [N ] and a forgery (m∗, σ∗) ∈ {0, 1}∗ ×G1. The game does the following to

determine its output:

1. If m∗ ∈ Q, terminate with output 0.

2. Set V := {i ∈ [N ] | pk∗
i = pk}. If V = ∅, terminate with output 0.

3. If there is an i ∈ [N ] with e (G(pk∗
i ), pk∗

i ) ̸= e (π∗
i , g2), terminate with output 0.

4. Set h∗ := H(m∗) and p̄k∗ =
∏N

i=1 pk∗
i .

5. If e
(
h∗, p̄k∗) ̸= e (σ∗, g2) terminate with output 0. Otherwise, terminate with output 1.

By definition, we have
AdvEUF-CMA

A,BLSMS1
(λ) = Pr [G0 ⇒ 1].

Game G1: Starting from G1, the game internally holds a function B : {0, 1}∗ → {0, 1} such that each
B(m) is set to 1 independently with probability 1/(QS + 1). The game can efficientily implement this
function in a standard lazy way. We further change the signing oracle O as follows:

• O(m) : Set Q := Q∪ {m}. If B(m) = 1, terminate with output 0. Otherwise, return σ := H(m)sk.

Also, we change how the game evaluates the winning condition:

1. If m∗ ∈ Q or B(m∗) = 0, terminate with output 0.

2. Set V := {i ∈ [N ] | pk∗
i = pk}. If V = ∅, terminate with output 0.
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3. If there is an i ∈ [N ] with e (G(pk∗
i ), pk∗

i ) ̸= e (π∗
i , g2), terminate with output 0.

4. Set h∗ := H(m∗) and p̄k∗ =
∏N

i=1 pk∗
i .

5. If e
(
h∗, p̄k∗) ̸= e (σ∗, g2) terminate with output 0. Otherwise, terminate with output 1.

In other words, the game aborts if for any signing query m we have B(m) = 1 or for the forgery m∗ we
have B(m∗) = 0. As A’s view is independent of B, we get

Pr [G1 ⇒ 1] ≥ 1
QS + 1

(
1− 1

QS + 1

)QS

· Pr [G0 ⇒ 1]

= 1
QS

(
1− 1

QS + 1

)QS+1
· Pr [G0 ⇒ 1] ≥ 1

4QS
· Pr [G0 ⇒ 1].

via a standard calculation and the fact that (1− 1/x)x ≥ 1/4 for all11 x ≥ 2.
Game G2: Let Y $← G1 be a random group element that G2 samples when it starts, and let Γ: {0, 1}∗ →
Zp be a random oracle that G2 holds internally, implemented lazily. The game now simulates random
oracle H differently:

• H(m) : If h[m] = ⊥, set h[m] := Y Γ(m) if B(m) = 1 and h[m] := g
Γ(m)
1 if B(m) = 0. Return h[m].

Clearly, unless Y = g0
1 , which happens with probability 1/p, the adversary’s view does not change. Hence

we get
|Pr [G1 ⇒ 1]− Pr [G2 ⇒ 1]| ≤ 1

p
.

Game G3: We change how the game implements the signing oracle:

• O(m) : Set Q := Q∪ {m}. If B(m) = 1, terminate with output 0. Otherwise, return σ := p̃kΓ(m).

Note that in G2, if O outputs a signature σ on a message m, then B(m) = 1, and therefore

σ = H(m)sk =
(
g

Γ(m)
1

)sk
= p̃kΓ(m)

.

Therefore, the view in G3 is the same, and we get

Pr [G2 ⇒ 1] = Pr [G3 ⇒ 1].

Note that we have now removed the secret key sk from the signing oracle, and it is only used for computing
the proof of possesion π. In the next game, we eliminate this use as well.
Game G4: We change how π is computed in the initil setup of the game:

1. Set par := (G1,G2, g1, g2, p, e)← PGGen(1λ).

2. Set Q := ∅ and initialize empty maps h[·] and g[·].

3. Sample sk $← Zp and set pk := gsk
2 and p̃k := gsk

1 .

4. Sample δ $← Zp and set g[pk] := gδ
1 and π := p̃kδ.

The distribution of the random oracle outputs of G remain unchanged because δ is sampled uniformly at
random. The distribution of π also did not change, because G(pk)sk = gδsk

1 = p̃kδ. Hence, we get

Pr [G3 ⇒ 1] = Pr [G4 ⇒ 1].

Game G5: We change how the random oracle is implemented G. To this end, recall the definition of
element Y ∈ G1 from G2 and let ∆: {0, 1}∗ → Zp be a random oracle that the game implements lazily
and keeps to itself. The random oracle G is now implemented as follows:

11Without loss of generality, we can assume A makes at least one signing query.
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1. G(pk′) : If g[pk′] = ⊥, set g[pk′] := Y ∆(pk′). Return g[pk′].

Note that as long as Y ̸= g0
1 , the distribution did not change. The probability that Y = g0

1 is at most
1/p, and so we get

|Pr [G4 ⇒ 1]− Pr [G5 ⇒ 1]| ≤ 1
p
.

Final Reduction: Recall that when A terminates, it outputs a list of pairs (pk∗
i , π

∗
i ) and a pair (m∗, σ∗).

Let us now examine the structure of this forgery, assuming that G5 outputs 1. We use the notation
x := sk and let y ∈ Zp be such that Y = gy

1 . Denote by C ⊆ [N ] the set of indices i such that pk∗
i ̸= pk,

i.e., C := [N ] \ V. Further, for each i ∈ C, let sk∗
i ∈ Zp be such that pk∗

i = g
sk∗

i
2 . Also, set ℓ := |V|. We

know that if G5 outputs 1, then ℓ > 0. With this notation, the verification equation implies that By the
verification equation, we know that

σ∗ = H(m∗)s̄k∗
for s̄k∗ = ℓ · x+

∑
i∈C

sk∗
i .

Now, we know that B(m∗) = 1 (cf. G1) and therefore

H(m∗) = Y Γ(m∗) = g
y·Γ(m∗)
1 .

In combination, we get that the discrete logarithm of σ∗ with respect to g1 is

y · Γ(m∗) · s̄k∗ = Γ(m∗) ·
(
ℓxy + y ·

∑
i∈C

sk∗
i

)
.

By rearranging and assuming Γ(m∗) ̸= 0, we obtain

gxy
1 =

(
σ∗1/Γ(m∗) ·

∏
i∈C

g
−ysk∗

i
1

)1/ℓ

. (4)

For every i ∈ C, we get (cf. G5) and the verification equation that

π∗
i = G(pk∗

i )sk∗
i = g

∆(pk∗
i )ysk∗

i
1 . (5)

Assuming ∆(pk∗
i ) ̸= 0, rearranging Equation (5) and plugging it into Equation (4), we get

gxy
1 =

(
σ∗1/Γ(m∗) ·

∏
i∈C

π∗
i

−1/∆(pk∗
i )

)1/ℓ

. (6)

Now, observe that we can bound the probability that Γ(m∗) = 0 or ∆(pk∗
i ) = 0 for some i ∈ [N ] by

(QH + QG)/p. Assuming this does not happen, we now observe that a reduction that gets as input
X1 = gx

1 , X2 := gx
2 , and Y = gy

1 can efficiently simulate G5 with pk := X2 and p̃k := X1 for A. It can
then use Equation (6) to efficiently compute gxy

1 and solve CDH. We omit the details of the reduction,
but refer the reader to the proof of Theorem 2 for a similar reduction. We get

Pr [G5 ⇒ 1] ≤ QH +QG
p

+ AdvCDH
B,PGGen(λ).
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