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Abstract. Zero-Knowledge (ZK) protocols allow a prover to demonstrate
the truth of a statement without disclosing additional information about
the underlying witness. Code-based cryptography has a long history but
did suffer from periods of slow development. Recently, a prominent line
of research have been contributing to designing efficient code-based ZK
from MPC-in-the-head (Ishai et al., STOC 2007) and VOLE-in-the head
(VOLEitH) (Baum et al., Crypto 2023) paradigms, resulting in quite
efficient standard signatures. However, none of them could be directly
used to construct privacy-preserving cryptographic primitives. Therefore,
Stern’s protocols remain to be the major technical stepping stones for
developing advanced code-based privacy-preserving systems.
This work proposes new code-based ZK protocols from VOLEitH paradigm
for various relations and designs several code-based privacy-preserving
systems that considerably advance the state-of-the-art in code-based
cryptography. Our first contribution is a new ZK protocol for proving the
correctness of a regular (non-linear) encoding process, which is utilized
in many advanced privacy-preserving systems. Our second contribution
are new ZK protocols for concrete code-based relations. In particular, we
provide a ZK of accumulated values with optimal witness size for the
accumulator (Nguyen et al., Asiacrypt 2019). Our protocols thus open the
door for constructing more efficient privacy-preserving systems. Moreover,
our ZK protocols have the advantage of being simpler, faster, and smaller
compared to Stern-like protocols. To illustrate the effectiveness of our new
ZK protocols, we develop ring signature (RS) scheme, group signature
(GS) scheme, fully dynamic attribute-based signature scheme from our
new ZK. The signature sizes of the resulting schemes are two to three
orders of magnitude smaller than those based on Stern-like protocols in
various parameter settings. Finally, our first ZK protocol yields a standard
signature scheme, achieving “signature size + public key size” as small
as 3.05 KB, which is slightly smaller than the state-of-the-art signature
scheme (Cui et al., PKC 2024) based on the regular syndrome decoding
problems.
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1 Introduction

A beautiful and fundamental notion introduced by Goldwasser, Micali and Rack-
off [47], zero-knowledge (ZK) proof allows to prove a statement while not revealing
anything about the witness. In the last three decades or so, ZK protocols are
an important tool in designing numerous cryptographic constructions. Thanks
to the Fiat-Shamir heuristic [45], ZK protocols have been the basis for devel-
oping standard signatures and privacy-enhancing authentication systems, such
as group signature (GS) [32], ring signature (RS) [75], attribute-based signa-
tures (ABS) [26], anonymous credential (AC) [31], and policy-based signature
(PBS) [12].

Traditional cryptographic schemes based on number-theoretic assumptions
are at the risk of being broken by quantum computers. This threat motivates
the research for new ZK proof techniques based on post-quantum cryptographic
problems. Among all possible alternatives, code-based cryptography is one of
the promising choices. Dating back to 1996, Stern [78] introduced the first ZK
for syndrome decoding (SD) problem and the framework has been utilized for
constructing code-based signatures and privacy-preserving systems.

However, Stern protocols and its followup works [40,59,58] have sound-
ness error 2/3, preventing it from being practical. Therefore, numerous works
(e.g., [63,85,52,20]) have been devoting to construct more efficient protocols with
smaller soundness error. A recent line of research in code-based cryptography by
Gueron et al. [49], Bidoux et al. [20] and Feneuil et al. [42], have independently
lowered the soundness error to 1/N for an arbitrary N by leveraging a technique
inspired from the well-known MPC-in-the-head (MPCitH) paradigm [51,53]. Since
then, MPCitH and its recent variant VOLE-in-the-head (VOLEitH) [8] have
achieved a high success in designing efficient code-based ZK proofs and standard
signature schemes [41,30,66,67,43,33,27,1,19].

To the best of our knowledge, none of these ZK protocols could be directly
used to construct advanced privacy-preserving primitives from codes, where more
sophisticated algebraic structures are required. In particular, a prominent line of
research in designing code-based privacy-preserving schemes employed accumu-
lators [14] to achieve logarithmic proof sizes [71,81,70,58]. The main technical
difficulty of utilizing accumulators in designing these schemes is a supporting ZK
argument of valid accumulated values. This is particularly challenging for the
code-based accumulators [71] built from Merkle hash trees [68]. This is because
the output of each hashing has to be encoded to a small-weight vector (with
respect to its dimension) before going to the next step and we have to prove that
the whole recursive process is done correctly. To overcome this difficulty, Nguyen
et al. [71] designed a dedicated and involved (thus inefficient) ZK protocol to
prove the correctness of the encoding process within Stern’s framework. We note
that a recent work by Ling et al. [58] has revisited the long-established Stern’s
protocol and put forward a new refined framework. Theoretically interesting
and beautiful, the refined framework has not yielded noteworthy efficiency im-
provement. Nevertheless, Stern-like protocols remain to be the major technical
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stepping stone for developing code-based advanced privacy-preserving systems,
even they are still far from being practical.

In this work, we aim to contribute to the development of practically efficient ZK
protocols for codes, particularly for proving the knowledge of accumulated values,
which can be further used to construct various advanced privacy-preserving
primitives. Since all the ZK protocols presented in this work belong to the
VOLEitH paradigm [8]. Let us briefly review the development of it.

Vector oblivious linear evaluation (VOLE)-based ZK protocols were initi-
ated by Boyle [22,24]. Due to low memory consumption and linear (in the
circuit) proof sizes, VOLE-based ZK protocols have recently seen a lot of
progress [23,82,36,11,84,35,83,9,10,57]. At a high level, VOLE-based proofs em-
ploy preprocessed random VOLE correlations to implement highly efficient proofs
via a commit-and-prove paradigm. Recently, Baum et al. [8] developed a new
method, named VOLEitH, resulting in simpler, faster, and smaller proofs than
related approaches based on MPCitH [51]. They then instantiated their paradigm
with two protocols, one for proving statements over large fields, and the other
for proving statements over small fields. In addition, they briefly mentioned how
to extend their protocols to proving low-degree polynomials satisfiability via the
techniques from the QuickSilver [84] protocol.

Due to the attractive features of VOLEitH paradigm, Cui et al. [33] designed a
new ZK for proving the knowledge of a solution to the regular syndrome decoding
(RSD) problem using this paradigm, and turned their ZK into a standard signature
scheme ReSolveD. Bidoux et al. [19] also applied VOLEitH to prove solutions to
rank SD and MinRank problems, and obtained efficient code-based signatures.

1.1 Our Contributions

In this work, we provide a brand new ZK protocol for proving the correctness
of a regular encoding process within the VOLEitH paradigm. Built upon this
core technique, we then provide efficient ZK arguments of knowledge of valid
opening, of an accumulated value, and of a plaintext. As main applications of
our ZK protocols, we construct efficient RS, GS, fully dynamic ABS (FDABS)
schemes whose signature sizes are two to three orders of magnitude smaller
than those based on Stern-like ZK protocols. In addition, our new ZK protocols
naturally yield a standard signature scheme, which is as efficient as the state-of-
the-art code-based ones [33,19] with a flexible tradeoff on communication and
computation.

Contribution to ZK protocol for proving the correctness of a regular
encoding process. Recall that Nguyen et al. [71] employed the following regular
encoding function to build their accumulator. Let c be a positive integer. Given
a binary vector x = (x1, . . . , xc)

⊤, let t =
∑c

h=1 2
c−h · xh be the integer whose

binary representation is exactly x. RE : {0, 1}c → {0, 1}2c maps x to y = RE(x),
where y is the unit vector of length 2c with the sole 1 at the (t+1)-th position. To
demonstrate that y is a correct regular encoding of x, Nguyen et al. [71] employed
a dedicated permutation technique that works well in Stern’s framework. However,
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this permutation technique prohibits the statement about the correct regular
encoding process from being proved in other more efficient MPCitH or VOLEitH
frameworks. To improve the efficiency, we instead take one step back and observe
that it suffices to express the regular encoding process into polynomial constraints,
a set of statements that can be proved within the VOLEitH framework. To this
end, we reinterpret the regular encoding process as 2c Boolean functions, which
can be seen as a special case of polynomial constraints. In addition, these Boolean
functions have degree c, which is usually a small constant ranging from 2 to 8.
Therefore, our targeted statement can be efficiently proved within the VOLEitH
paradigm.

We remark that this regular encoding function is employed in designing code-
based commitment schemes and accumulators [71], which are essential building
blocks for many privacy-preserving schemes, e.g., [71,70,58,81]. Therefore, our
new ZK protocols open the door for constructing more efficient code-based
privacy-preserving schemes such as RS, GS, ABS, AC, PBS.

Contribution to ZK protocols for concrete code-based relations. Building
upon the core technique of proving the correct encoding process, we propose
a variety of ZK for some concrete code-based relations that are essential in
constructing privacy-enhancing authentication systems. In particular, we provide
a new ZK protocol for proving the knowledge of committed values for the
commitment scheme [71], a ZK protocol for proving the knowledge of accumulated
values for the accumulator [71], and a ZK protocol for proving the knowledge of
plaintexts for a variant of McEliece cryptosystem [65,72].

All our ZK protocols are within VOLEitH paradigm. In more detail, we reduce
the above tasks to proving polynomial constraints through careful transformation.
Importantly, proving the correctness of the regular encoding process y = RE(x)
essentially implies that y is a regular word. This observation is a key to huge
efficiency improvement. Let us elaborate it more. When proving the knowledge
of an accumulated value, P is to prove the knowledge of (j1, . . . , jℓ)⊤ ∈ {0, 1}n,
v1,w1, . . . ,vℓ,wℓ ∈ Fn

2 such that

∀ i ∈ {ℓ− 1, . . . , 1, 0}, vi =

{
B0 · RE(vi+1) +B1 · RE(wi+1), if ji+1 = 0;

B0 · RE(wi+1) +B1 · RE(vi+1), if ji+1 = 1.
(1)

Here RE : {0, 1}n → {0, 1}n
c ·2

c

. As mentioned earlier, P has to prove that the
above recursive steps are done correctly. Particularly, P has to demonstrate that
RE(vi) is indeed a regular encoding of vi. This can be proved via Stern’s proto-
col [78,71] or our ZK. However, Nguyen et al. [71] had to introduce intermediate
vectors v′i+1 = RE(vi+1) and w′i+1 = RE(wi+1), thus blowing up the witness size
from ℓ+ 2ℓn bits to (2ℓ) · 2nc · 2

c + 2(ℓ− 1) · n bits. This blowup also results from
the involved methods they developed to remove the dependence on j1, . . . , jℓ
when computing v0. Our protocol, in contrast, can achieve the optimal witness
size ℓ + 2ℓn. As a result, our new ZK protocols have the advantage of being
simpler, faster, and smaller compared to Stern-like protocols.
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We emphasize that our ZK of accumulated values for accumulators built from
Merkle trees is the first one that achieves optimal witness size ℓ+2ℓn. This is one
of the main reasons that our new ZK protocols outperform Stern-like protocols.

Contribution to code-based advanced privacy-preserving primitives. To
further illustrate the effectiveness of our new techniques, we develop several code-
based privacy-preserving primitives from these new ZK protocols. In particular,
we provide new ZK protocols for the ring signature scheme [71], the group
signature scheme [71], the fully dynamic attribute-based signature scheme [58].
In addition, we examine the concrete signature sizes of our ZK protocols, and
compare the results with the (refined) Stern-like ZK. Details are given in Table 3,
Table 4, and Table 5. The comparisons exhibit the superiority of our new ZK
protocols, which are two to three orders of magnitude smaller than Stern-like
protocols in various parameter settings.

Table 1. Comparison of signature sizes for different privacy-preserving primitives
from different ZK protocols based on various post-quantum assumptions for
128-bit security and ring/group size 210. Note that Katz et al. [53] evaluated the
signature sizes at 256-bit security. We then include the sizes of our ZK at the
same level below their results. For FDABS, the maximum number of attributes
is 2ℓ = 210, and the size of the circuit P is K = 29.

Schemes code-based
This work code-based (Stern-type) hash-based

[53]
lattice-based

[64]

RS 60 KB 61 MB [71] 61 KB [62] 388 KB
(240 KB) 13 KB

GS 75 KB 63 MB [71] 121 KB⋆ [62] 418 KB⋆⋆

(297 KB) 18 KB⋆

FDABS 62 KB 46 MB [58] - - -
⋆: They only achieve CPA-anonymity.
⋆⋆ : It only achieves selfless anonymity.

Next, we give a brief comparison between the signature sizes of privacy-
preserving schemes in this work and those of some previous post-quantum
constructions. The results 1 are summarized in Table 1, in which we target for
128-bit security and ring/group size 210. The comparison shows that our ZK
protocols perform much better, around three orders of magnitude smaller, than
Stern-like ZK in [71,58]. Compared to the code-based ring signature and group
signature schemes by Liu and Wang [62], our ring signature are as efficient as theirs
while our group signature sizes are around 40% smaller. Also, our ring/group
signature sizes are around 30% ∼ 40% smaller than the state-of-the-art hash-

1 El Kaafarani and Katsumata [37] presented a lattice-based ABS scheme without
giving concrete efficiency analysis. Since they employed Stern’s protocols, their ABS
scheme is supposed to be less efficient than [58].
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based ones by Katz et al. [53]. Moreover, our performances are comparable to
the state-of-the-art lattice-based constructions [64], in which the signature sizes
are 13 KB (for RS) and 18 KB (for GS) in a similar parameter setting. We stress
that they [64] employed the nice features of structured lattices and specialized
techniques for optimal efficiency, and the three GS constructions [62,53,64] only
achieve weaker form of anonymity. In contrast, our new ZK protocols are able to
design CCA-anonymous GS and more advanced primitives such as FDABS.

We remark that the applications of our ZK protocols to RS, GS, FDABS are
by no means exhaustive nor optimal. In fact, it is possible to employ our ZK
protocols to design more efficient code-based privacy-preserving schemes such as
group encryption [54], AC, PBS. Also, one can improve the performance of our ZK
by choosing less conservative parameters for the underlying accumulator [71] or
smaller parameters for the McEliece encryption scheme. We leave those extensions
and optimizations to future work.
A new signature scheme based on RSD problem. Finally, we give a
new signature scheme ReSolveD+ (improving upon ReSolveD [33]) based on the
hardness of regular syndrome decoding (RSD) problem [4,5]. The construction
follows from the crucial observation that y is a regular word if y is a correct
regular encoding of some secret vector x, and from the standard methodology of
turning a public-coin ZK protocol into a signature scheme via the Fiat-Shamir
heuristic [45]. We provide various parameter sets that offer tradeoffs between
communication and computation targeting 128-bit security. The shortest version
of our signature scheme achieves “signature size + public key size” 3.05 KB, which
is slightly smaller than the state-of-the-art code-based signature schemes [33,19]
based on RSD and a less studied rank SD problem. We give a detailed comparison
of our signature scheme with previous works in Table 8.

1.2 Technical Overview

Let us now give a high-level discussion for our contributions.

ZK for regular encoding process. Recall that we need to represent the
regular encoding process RE : {0, 1}c → {0, 1}2c into polynomial constraints.
Towards this goal, we observe that RE can be seen as 2c Boolean functions
f(0,...,0)(X1, . . . , Xc), f(0,...,0,1)(X1, . . . , Xc), . . . , f(1,...,1)(X1, . . . , Xc). So the next
question is whether we could explicitly give out these Boolean functions. The
answer turns out to be affirmative. Through simple yet non-trivial calculation,
the truth table of f(j1,...,jc)(X1, . . . , Xc) is exactly the unit vector ej , where
(j1, . . . , jc)

⊤ is the binary representation of (j−1). Then by Lagrange interpolation,
we can explicitly express f(j1,...,jc)(X1, . . . , Xc) =

∏c
h=1(1 + jh + Xh). At this

point, we have successfully transformed the regular encoding process into degree-c
relations and the witness size is exactly c bits.

ZK of a valid opening. We now describe how to construct a new and more
efficient ZK argument of knowledge of a valid opening for the commitment
scheme [71]. The prover is to prove the knowledge of x ∈ FL

2 , r ∈ Fk
2 such that

c = B0 · RE(x) +B1 · RE(r) ∈ Fn
2 , (2)
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with B0 ∈ Fn×L
c ·2

c

2 and B1 ∈ Fn× k
c ·2

c

2 . As we are able to represent RE(x) and
RE(r) as (f1(x), . . . , fL

c ·2c
(x))⊤ and (fL

c ·2c+1(r), . . . , fL+k
c ·2c

(r))⊤, equation (2)
can be easily transformed to n polynomials that are linear combinations of fi for
i ∈ [1, L+k

c · 2
c] subtracted by constants.

We remark that it is possible to employ the same linear sketching techniques
as in [33] to show that RE(x) and RE(r) are regular words. However, this would
incur witness size L+k

c · 2
c 2 instead of the optimal witness size L+ k achieved

by using our techniques.

ZK of an accumulated value. Recall that the goal of P is to prove knowl-
edge of (j1, . . . , jℓ)⊤ ∈ {0, 1}n, v1,w1, . . . ,vℓ,wℓ ∈ Fn

2 such that (1) hold. This
task can be divided into three parts: (i) demonstrate that RE(v1), . . . ,RE(vℓ),
RE(w1), . . . ,RE(wℓ) are regular words; (ii) demonstrate that the branches of the
tree is correctly chosen according to j1, . . . , jℓ; (iii) demonstrate that RE(vi) is a
correct regular encoding of vi for i ∈ [1, ℓ]. We have seen that (i) can be proved
via our techniques or the linear sketching techniques [33]. However, the latter
would deteriorate the efficiency. In particular, the linear sketching techniques
would incur witness size 2ℓ · nc · 2

c while our techniques only incur witness size
2ℓ · n. We thus stick to our techniques. Regarding (ii), let ji+1 = 1− ji+1, then
we observe that (1) is equivalent to

vi = B0 ·
(
ji+1RE(vi+1)+ji+1RE(wi+1)

)
+B1 ·

(
ji+1RE(wi+1)+ji+1RE(vi+1)

)
,

where B0,B1 ∈ Fn×n
c ·2

c

2 . Thus, the terms ji+1 · RE(vi+1) and ji+1 · RE(wi+1)
can be represented as (f ′1(·), . . . , f ′n

c ·2c
(·))⊤ and (f ′n

c ·2c+1(·), . . . , f ′2n
c ·2c

(·))⊤, in
which the degree of each polynomial f ′i increases to (c+ 1) due to multiplication
with the secret bit ji+1. Similar to the above ZK of a valid opening, equations
in (1) can now be transformed to ℓn polynomials. One then observes that (iii)
is naturally solved if using our ZK for proving (i). We remark that the linear
sketching techniques [33] cannot be used to prove (iii). In fact, they mainly
focused on proving knowledge of a regular word and did not involving any regular
encoding process, let alone prove correct regular encoding process.

We would also like to stress that the above simplicity for proving (ii) and (iii)
only benefits from the fact that we represent the regular encoding process as
polynomials and work in the VOLEitH paradigm. In fact, in a similar setting
of proving the knowledge of an accumulated value, Libert et al. [56], Nguyen
et al. [71], Yang et al. [85], Derler et al. [34], Boneh et al. [21] developed quite
sophisticated and dedicated techniques to prove the honest computation of vi

and that the whole recursive process is computed honestly. As a result, their
witness sizes are all much larger than the optimal size ℓ+ 2ℓn.

ZK of a plaintext. We now introduce a ZK argument of knowledge of a plaintext
for a variant of McEliece encryption scheme[65,72], where the noise is a regular
2 They introduced an optimization that can reduce the witness size to L+k

c
· 2c − n,

which is still larger than L + k if one sticks to a statistically hiding commitment
scheme.
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word. Let G ∈ Fne×ke
2 be the public key and c ∈ Fne

2 be a ciphertext, k1, k2, k be
positive integers such that k1 + k2 = ke and k

c · 2
c = ne. The prover is to prove

the knowledge of u ∈ Fk1
2 , m ∈ Fk2

2 as well as e′ ∈ Fk
2 such that

c = G ·
(
u
m

)
+ RE(e′). (3)

Similarly, we prove that e = RE(e′) is a regular word by demonstrating that e is
the correct regular encoding of some vector e′. In addition, proving the knowledge
of vectors u,m is straightforward since we can view them as the identity function
on {0, 1}ke .

ZK for advanced privacy-preserving primitives. Being prepared with
the above ZK protocols for various code-based relations, we are able to design
ZK protocols for RS scheme [71], GS scheme [71], and FDABS scheme [58]. In
particular, the ZK for RS scheme is an extension of the ZK for proving the
regular encoding process and for proving an accumulated value. The ZK for
GS scheme is then an extension of the ZK for RS by incorporating the ZK for
proving the knowledge of a plaintext for the above variant of McEliece encryption.
Finally, the ZK for FDABS scheme is an extension of ZK protocols for proving
an accumulated value and for proving valid opening by incorporating a ZK for
circuit satisfiability as well as a ZK for proving an odd-weight vector.

2 Preliminaries

Notations. Let λ be the security parameter. We use x
$←− S to denote the process

of sampling x uniformly at random from a finite set S. Let [a, b) := {a, . . . , b− 1}
and we often write [1, b] as [b]. Let ⊕ denote the bitwise exclusive-or. For a bit j, let
j̄ = j ⊕ 1. Throughout this paper, all vectors are column vectors and represented
by bold lowercase letters (e.g., x). Denote by xi and x[i,j] the i-component of
vector x and the vector consisting of xi, xi+1, . . . , xj . Let (x∥y) ∈ Fm+n

2 and
[A|B] ∈ Fn×(m+k)

2 be the concatenation of vectors x ∈ Fm
2 and y ∈ Fn

2 , and
matrices A ∈ Fn×m

2 and B ∈ Fn×k
2 . For an integer j ∈ [0, 2ℓ − 1], denote its

binary representation by bin(j) ∈ {0, 1}ℓ.

2.1 Boolean Functions

Let f ∈ F2[X1, . . . , Xc] be a c-variate Boolean function: Fc
2 → F2. Then a

representation of f is by its truth table, i.e.,

TT(f) = [f(0, 0, . . . , 0), f(0, . . . , 0, 1), . . . , f(0, 1, . . . , 1), f(1, 1, . . . , 1)] .

Clearly, the representation is unique. It is known (see e.g., [29,73]) that any
Boolean function f in c variables can be expressed in terms of a multivariate
polynomial in F2[X1, X2, . . . , Xc]/(X

2
1 +X1, X

2
2 +X2, . . . , X

2
c +Xc):

f(X1, X2, . . . , Xc) =
∑
u∈Fc

2

au

 c∏
j=1

X
uj

j

 =
∑
u∈Fc

2

auX
u,
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where X = (X1, X2, . . . , Xc), u = (u1, u2, . . . , uc) ∈ Fc
2, au ∈ F2 and the term

Xu =
∏c

i=1 X
ui
i is called a monomial. This representation is called the algebraic

normal form (ANF) of f . The algebraic degree of f , denoted by deg(f), is then
defined as the maximum value of wt(u) with au ̸= 0.

2.2 Code-Based Collision Resistant Hash Functions

Augot, Finiasz and Sendrier (AFS) [4,5] introduced regular syndrome decoding
(RSD) and 2-regular null syndrome decoding (2-RNSD) problems and proposed a
family of code-based hash functions based on the hardness of the latter problem.
Later, Nguyen et al. [71] developed the AFS hash function to obtain code-based
computationally binding and statistically hiding commitment scheme. We first
provide some related notions following [71] and then recall the AFS hash functions.

Let k, c be positive integers and c divides k. Define the following.

Regular(k, c) is the set of all vectors y = (y1∥ . . . ∥yk/c) ∈ Fk/c·2c
2 consisting of

k/c blocks, each of which is a unit vector of length 2c. We call y a regular
word if y ∈ Regular(k, c) for some k, c.

RE : Fk
2 → Fk/c·2c

2 is a regular encoding function that encodes x = (x1∥ . . . ∥xk/c) ∈
Fk
2 to y = RE(x) = (y1∥ . . . ∥yk/c). In particular, for xj = (xj,1, . . . , xj,c)

⊤,
let tj =

∑c
k=1 xj,k · 2c−k ∈ [0, 2c − 1] be the integer represented by xj . Then

yj is the unit vector of length 2c that has the sole 1 at position tj + 1. It is
straightforward to see that y ∈ Regular(k, c).

2-Regular(k, c) is the set of all vectors x ∈ Fk/c·2c
2 such that exist regular words

v,w ∈ Regular(k, c) satisfying x = v ⊕w. Notice that x ∈ 2-Regular(k, c) if
and only if it can be written as the concatenation of k/c blocks of length
2c, each of which has Hamming weight 0 or 2. We call x a 2-regular word if
x ∈ 2-Regular(k, c) for some k, c.

RSD and 2-RNSD problems are variants of the famous SD problem, in which
the goals are to find regular words and 2-regular words. As proved in [4,5], both
problems are NP-complete. We recall them below.

Definition 1 (Regular Syndrome Decoding Problem). Let n, k, c be three
positive integers, n > c, and k/c · 2c > k. Define m = k/c · 2c. Given a uniform
random matrix B ∈ Fn×m

2 , the regular syndrome decoding RSDn,k,c problem asks
to find a x ∈ Fk

2 such that B · RE(x) = 0 mod 2.

The hardness of RSD problem. A number of works have analyzed the
hardness of RSD problem under different parameter regimes, e.g., [50,41,61]. In
particular, some recent works [25,39,30] have utilized the regular noise structure
into account, resulting in better algebraic attacks for RSD problem. As shown
in [60, Table 8], such attacks work better than other pooled Gauss attack [38]
or information set decoding (ISD) attack [74] for RSD with low-noise weight.
Looking ahead, we work with parameters where the exact relations between RSD
and SD problems remains unclear [30,39]. Therefore, we follow the approach
presented in [30] to select parameters.
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Definition 2 (2-Regular Null Syndrome Decoding Problem). Let n, k, c
be three positive integers, n > c, and k/c · 2c > k. Define m = k/c · 2c. Given
a uniform random matrix B ∈ Fn×m

2 , the 2-regular null syndrome decoding
2-RNSDn,k,c problem asks to find a z ∈ 2-Regular(k, c) such that B · z = 0 mod 2.

Note that 2-RNSD problem is equivalent to finding two different x,y ∈ Fk
2 such

that B · RE(x) = B · RE(y).

The hardness of 2-RNSD problem. Augot et al. [4,5] applied ISD attack and
generalized birthday attack (GBA) [80] to 2-RNSD problem, as well as giving
lower bound on the cost of those two attacks. Later, Augot et al. [3] improved upon
previous results and proposed several parameters for achieving different security
levels. Follow-up works [18,17,16] proposed further improvements. As explicitly
stated in [17,16], however, the parameters chosen in [3] are too conservative so
that the further improved algorithms [18,17,16] do not violate the security claims
made by Augot et al. [3]. To this end, we choose parameters for 2-RNSD problem
according to [3].
The AFS hash functions. Let n, k = Ω(λ), k > n, and c|k. The AFS family
of hash functions, specified by parameters n, k, c, is the set {hB : Fk

2 → Fk
2 , B ∈

Fn×2c·k/c
2 } that maps x to B · RE(x) mod 2.

It is straightfoward to see that the above hash functions are collision-resistant
based on the hardness of the 2-RNSDn,k,c problem.
The modified AFS hash function. Nguyen et al. [71] recently modified the
AFS hash function family [5] so that it takes 2 inputs (instead of just 1) and
hence is suitable for building Merkle hash trees. The definition is given below.

Definition 3. Let m = 2·2c·n/c. The function family H mapping Fn
2×Fn

2 to Fn
2 is

defined as H = {hB | B ∈ Fn×m
2 }, where for B = [B0|B1] with B0,B1 ∈ Fn×m/2

2 ,
and for any (u0,u1) ∈ Fn

2 × Fn
2 , we have:

hB(u0,u1) = B0 · RE(u0)⊕B1 · RE(u1) ∈ Fn
2 .

The collision resistance of the hash function family relies on the hardness of the
2-RNSDn,2n,c problem [71].

2.3 Code-Based Commitment Scheme

The above AFS hash functions can be used to build a commitment scheme. We
now recall the statistically hiding and computationally binding commitment
scheme proposed in [71].

CSetup(1λ): Given the security parameter 1λ, it chooses n = O(λ), k ≥ n +
2λ + O(1), and specifies the message space X = FL

2 . It also chooses c =
O(1) that divides both k and L. Let m0 = 2c · L/c and m1 = 2c · k/c.
Sample C0

$←− Fn×m0
2 and C1

$←− Fn×m1
2 . Output public parameter pp =

{λ, n, k, L, c,m0,m1,C0,C1}.
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CCom(pp,x): To commit to a message x ∈ FL
2 , this algorithm samples a ran-

domness r
$←− Fn×k

2 , computes c = C0 · RE(x) ⊕ C1 · RE(r), and outputs
commitment c as well as the opening r.

COpen(pp, c, (x, r)): Given the inputs, it outputs 1 if c = C0 ·RE(x)⊕C1 ·RE(r)
and 0 otherwise.

Lemma 1 ([71]). The above commitment scheme is correct. For any x ∈ FL
2 , the

distribution of commitment c is statistically close to the uniform distribution over
Fn
2 . In particular, the scheme satisfies the statistical hiding property. Moreover, if

2-RNSDn,L+k,c problem is hard, then the scheme is also computationally binding.

2.4 Updatable Code-Based Merkle-tree Accumulator

We now recall the updatable code-based Merkle-tree accumulator [71,70].

TSetup(1λ). This algorithm first chooses n = O(λ), c = O(1) so that c divides
n. Set m = 2 · 2c · n/c. It then samples B

$←− Fn×m
2 , and outputs the public

parameter pp = {λ, n, c,m,B}.
TAcc(R = {d0, . . . ,dN−1} ⊆ (Fn

2 )
N ). Assume N = 2ℓ without loss of generality.

Re-write dj as uℓ,j and call dj the leaf value of the leaf node bin(j) for
j ∈ [0, N − 1]. Build a binary tree upon N leaves uℓ,0, . . . ,uℓ,2ℓ−1 in the
following way. For k ∈ {ℓ − 1, ℓ − 2, . . . , 1, 0} and i ∈ [0, 2k − 1], compute
uk,i = hB(uk+1,2i,uk+1,2i+1). Output the accumulated value u = u0,0.

TWitGen(R,d). If d /∈ R, the algorithm outputs ⊥. Otherwise, it outputs the
witness w for d as follows.
1. Set d = dj for some j ∈ [0, N − 1]. Re-write dj = uℓ,j . Let bin(j) =

(j1, . . . , jℓ)
⊤ ∈ {0, 1}ℓ be the binary representation of j.

2. Consider the path from uℓ,j to the root u, the witness w then con-
sists of bin(j) as well as all the sibling nodes of the path. Let w =(
bin(j), (wℓ, . . . ,w1)

)
∈ Fℓ

2 ×
(
Fn
2

)ℓ.
TVerify

(
u,d, w

)
. Let w be of the following form:

w =
(
(j1, . . . , jℓ)

⊤, (wℓ, . . . ,w1)
)
.

This algorithm then computes vℓ, . . . ,v0. Let vℓ = d and

∀i ∈ {ℓ− 1, . . . , 1, 0} : vi =

{
hB(vi+1,wi+1), if ji+1 = 0;

hB(wi+1,vi+1), if ji+1 = 1.
(4)

Output 1 if v0 = u or 0 otherwise.
TUpdate(bin(j),d∗): Let dj be the existing leaf value of the leaf node bin(j). It ex-

ecutes the algorithm TWitGenB(R,dj), obtaining w = (bin(j), (wℓ, . . . ,w1)).
It then sets vℓ = d∗ and recursively computes vℓ−1, . . . ,v0 as in (4). Finally,
for i ∈ [0, ℓ], it sets ui,⌊ j

2ℓ−i ⌋
= vi.

Lemma 2 ([71]). Assume that the 2-RNSDn,2n,c problem is hard, then the given
accumulator scheme is correct and secure, i.e., it is infeasible to prove that a
value d∗ was accumulated in a value u if it was not (see, e.g., [56,28] for formal
definition).
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2.5 Randomized McEliece Encryption Schemes

Now we recall a randomized variant of the McEliece [65] encryption scheme as
suggested in [72].

ME.Setup(1λ). Let ne = ne(λ), ke = ke(λ), te = te(λ) be the parameters for a
binary [ne, ke, 2te +1] Goppa code. Choose k1, k2 ∈ Z such that ke = k1 + k2.
Let Fk2

2 be the plaintext space.
ME.KeyGen(ne, ke, te). This algorithm outputs the encryption key and decryption

key for the randomized McEliece encryption scheme. It works as follows:

1. Choose a generator matrix G′ ∈ Fne×ke
2 of a random [ne, ke, 2te+1] Goppa

code. Let S ∈ Fke×ke
2 be a random invertible matrix and P ∈ Fne×ne

2 be
a random permutation matrix, compute G = PG′S ∈ Fne×ke

2 .
2. Output encryption key pkME = G and decryption key skME = (S,G′,P).

ME.Enc(pkME,m). On input a message m ∈ Fk2
2 and pkME, sample random

u
$←− Fk1

2 and e ∈ Fne
2 such that the Hamming weight of e is exactly te, and

then output the ciphertext c = G ·
(
u
m

)
⊕ e ∈ Fne

2 .

ME.Dec(skME, c). On input the ciphertext c and decryption key skME, it works
as follows:

1. Multiply P−1 to the left of the ciphertext c, then apply an error-correcting
algorithm. Obtain m′′ = DecodeG′(c ·P−1), where Decode is an error-
correcting algorithm with respect to G′. Returns ⊥ if Decode fails.

2. Multiply S−1 to the right of the ciphertext m′′, then m′ = S−1 ·m′′,

parse m′ =

(
u
m

)
, where u ∈ Fk1

2 and m ∈ Fk2
2 . Return m.

The above scheme is CPA-secure if it is infeasible to distinguish the matrix
G from random and the decisional learning parity with (exact) noise (DLPN)
problem is computationally hard.

Definition 4 (Decisional Learning Parity with Exact Noise Problem).
Let N, k, t be three integers with N > k and N > t. The decisional learning
parity with (exact) noise DLPNN,k,t problem asks to distinguish if a given pair

(G, r) ∈ FN×k
2 × FN

2 is uniformly random or obtained by choosing G
$←− FN×k

2 ,
s

$←− Fk
2 , e

$←− Ft
2 with exact Hamming weight t and then outputting (G,G · s⊕ e).

A variant with regular noise. In this work, we consider a variant of McEliece
encryption scheme such that the noise e is a regular word. More specifically, let
k, c be two integers with c|k such that k

c · 2
c = ne. Then the noise is computed

as e = RE(e′) with e′
$←− Fk

2 . The security of this variant will then rely on the
hardness of decisional LPN problem with regular noise, which is dual to the
decisional RSD problem.
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2.6 VOLE-Based Zero-Knowledge Proofs

Vector oblivious linear evaluation (VOLE). VOLE is a two-party func-
tionality Fp,r

VOLE between a sender and receiver. It allows the sender to obtain
M ∈ Fl

pr and u ∈ Fl
p and the receiver to obtain K ∈ Fl

pr and ∆ ∈ Fpr such that
K = M + u · ∆. These VOLE correlations can be used to authenticate u. We
denote such authenticated values by [[u]], indicating that the sender obtains u and
M while the receiver obtains ∆ and K. It is not hard to see that the sender cannot
alter u to a different u′ without guessing ∆ correctly. It is also easy to verify that
VOLE correlations are additively homomorphic. In particular, given public coeffi-
cients c0, . . . , cl ∈ Fpr , two parties can locally compute [[y]] =

∑l
i=1 ci · [[ui]] + c0,

where the sender computes y :=
∑l

i=1 ci · ui + c0 and My =
∑l

i=1 ci ·Mui , and
the receiver computes Ky :=

∑l
i=1 ci · Kui

+ c0 ·∆.
VOLE-Based ZK proofs. A VOLE-based ZK protocol for circuit satisfiability
works in two phases. First, two parties call the functionality Fp,r

VOLE to obtain
random VOLE correlations. Using these correlations, the two parties obtain
VOLE correlations for all wire values. This is done by letting P commit to all
input wire values and output wire values of multiplication gates. Due to the
homomorphic property of VOLE, they will also obtain VOLE correlations for
the output wire values of addition gates. Next, they run subprotocols to check
that all multiplications gates are computed honestly. One approach proposed by
Ditter et al. [36] and later improved by Yang et al. [84] employs the fact that
VOLE correlations are linear relationships, and works as follows.

For i-th multiplication gate, P has (M1, w1), (M2, w2), (M3, w3) ∈ Fp × Fpr ,
and the verifier V possesses ∆, K1,K2,K3 ∈ Fpr such that

w3 = w1 · w2, and Ki = Mi + wi ·∆ for i ∈ {1, 2, 3}. (5)

If the circuit is computed correctly, then

Bi = K1 · K2 − K3 ·∆︸ ︷︷ ︸
known to V

= M1 ·M2︸ ︷︷ ︸
known to P

+(M2 · w1 +M1 · w2 −M3)︸ ︷︷ ︸
known to P

·∆+ (w1 · w2 − w3)︸ ︷︷ ︸
0 if P is honest

·∆2

= Ai,0 +Ai,1 ·∆. (6)

Therefore, checking the quadratic constraints of multiplication gates can be
converted to checking the above linear equation (6). Moreover, we can use
random linear combination to reduce checking t equations (corresponding to t
multiplication gates) to checking a single equation. More specifically, the verifier
V samples a uniform vector χ ∈ Ft

pr and sends it to P, who returns back
A0 =

∑t
i=1 χi ·Ai,0 +A∗0 and A1 =

∑t
i=1 χi ·Ai,1 +A∗1. The verifier then check

if
∑t

i=1 χi ·Bi +B∗ = A0 +A1 ·∆. Here B∗ = A∗0 +A∗1 ·∆ is another random
VOLE correlation.
Vector oblivious polynomial evaluation (VOPE). VOPE, first introduced
by Yang et al. [84], is an extension of VOLE, in which the sender gets A0, . . . , Ad ∈

13



Fpr while the receiver gets B ∈ Fpr and ∆ ∈ Fpr such that B =
∑

i∈[0,d] Ai ·∆i.
Such VOPE correlations are particularly efficient for proving polynomial sat-
isfiability. As shown in [84], it is possible to prove a set of degree-d polyno-
mials on totally l distinct variables with communication cost of l + d field
elements, which is independent of the number of multiplications to compute all
polynomials. Let f1, . . . , ft be a set of l-variate degree-d polynomials over Fpk .
For simplicity, we represent each polynomial in a degree-separated format, i.e.,
fi(X1, . . . , Xl) =

∑
h∈[0,d] gi,h(X1, . . . , Xl) such that all terms in gi,h have degree

exactly h. The prover wants to prove that fi(w1, . . . , wl) = 0 for i ∈ [1, t] with
w = (w1, . . . , wl)

⊤ ∈ Fl
p. Similar to the VOLE-based ZK, P first commits to the

witness w, and then checks that all polynomials are satisfied. The key observation
is that one can obtain a degree-(d− 1) constraint generalized from (6). In more
detail, suppose P and V obtain [[w1]], . . . , [[wl]] such that Ki = Mi + wi ·∆. Then

Bi =

d∑
h=0

gi,h(K1, . . . ,Kl) ·∆d−h

︸ ︷︷ ︸
known to V

=

d∑
h=0

gi,h(M1 + w1 ·∆, . . . ,Ml + wl ·∆) ·∆d−h

= f(w1, . . . , wn)︸ ︷︷ ︸
0 if P is honest

·∆d + Ai,0︸︷︷︸
known to P

+ Ai,1︸︷︷︸
known to P

·∆+ . . .+ Ai,d−1︸ ︷︷ ︸
known to P

·∆d−1. (7)

Finally, utilizing the random linear combination technique and a degree-(d− 1)
VOPE correlation, one reduces checking t equations to checking a single equation.

2.7 VOLE-in-the-Head

A main drawback of the above VOLE-based and VOPE-based ZK proof systems
is that of being inherently designated-verifier (DV) since V has to know its part
of VOLE/VOPE correlations so as to verify the proofs. We now briefly recall
the VOLE-in-the-head (VOLEitH) technique presented by Baum et al. [8] that
transforms the above DVZK proofs to public-coin protocols, which in turn can
be made non-interactive via the Fiat-Shamir heuristic [45].

At a high level, Baum et al. [8] employed a delayed VOLE functionality
Fp,q,S∆,C,l,L

sVOLE that allows P to first generate its values Ki, ui independent of ∆,Mi

and to generate ∆,Mi after all proof messages have been “committed”. This
delayed VOLE functionality can then be realized via all-but-one oblivious transfer,
which is further realized by GGM-based vector commitments (VC). Since in
this work we focus on utilizing VOLEitH-based proof systems, we refrain from
providing all the details about how to realize this delayed functionality. In the
Fp,q,S∆,C,l,L

sVOLE -hybrid model, they then presented two instantiations. The first one
allows one to prove statements over large fields, and the second one is more
tailored for proving statements over small fields. In this work, we focus on their
second instantiation.
Optimizations of VOLEitH. Though being a new paradigm, VOLEitH has
received significant attention from the community [57,6,33,27,19] and several
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works have improved upon VOLEitH. Baum et al. [6] introduced batch all-but-one
VC, rejection sampling, and proof of work at the prover’s side to reduce commit-
ment opening sizes. Also, the improved GGM-based puncturable pseudorandom
function proposed by Bui et al. [27] can be used as a drop-in replacement of
the GGM-based VC. These optimizations are fundamental to improving the
realization of the delayed functionality Fp,q,S∆,C,l,L

sVOLE . While introducing significant
improvement when designing standard signature schemes, these optimizations are
relatively small for designing advanced primitives such as RS and GS. Neverthe-
less, in the corresponding sections, we will briefly mention how these optimizations
improve the signature sizes of our constructions.

3 New Techniques for Proving Regular Encoding Process

In this section, we introduce new techniques for proving the correctness of a
regular encoding process within the VOLEitH paradigm [8]. Our starting point
is to explicitly express the non-linear regular encoding function RE as low-degree
polynomial relations, which then can be proved efficiently using VOLEitH. To
this end, we first present a protocol Πt

dD-Rep for proving degree-d polynomial
constraints in Section 3.1, which is a generalization of the protocol Πt

2D-Rep [8]
for proving degree-2 constraints. Then, we show how to express the non-linear
regular encoding function RE as low-degree polynomial relations in Section 3.2.

3.1 VOLE-in-the-Head for Degree-d Constraints

Let us now describe our protocol Πt
dD-Rep, which is a generalization of the protocol

Πt
2D-Rep [8] by incorporating the techniques in QuickSilver [84] for proving degree-

d polynomial satisfiability. The goal of P is to prove the knowledge of w ∈ Fl
p such

that fi(w) = 0 for i ∈ [1, t], where {f1, . . . , ft} are l-variate degree-d polynomials.
The protocol follows the commit-and-prove paradigm and works as follows.

In the commit phase, both parties invoke the delayed functionality FsVOLE.
The prover obtains u ∈ Fl+(d−1)rτ

p and V, while the verifer V will obtain Q and
∆ satisfying Q = V + u ·GCdiag(∆) (after receiving messages from P in the
prove phase). Next, P commits to its witness w by sending d = w − u[1,l] to V.

In the challenge phase, V samples uniformly random coefficients χ1, . . . , χt

and sends them to P. These coefficients will be used for the random linear
combination performed by P in the following phase.

In the prove phase, P basically reduces the task of proving fi(w) = 0 for
i ∈ [1, t] into the task of proving the satisfiability of (7). In the process, both
parties employ the remaining (d − 1)rτ relations related to u[l+1,l+(d−1)rτ ] to
generate a single VOPE correlation so as to mask a random linear combination
of the t equations (7). Note that (d − 1)rτ relations are required here while
(2d− 1)rτ are needed in QuickSilver. As pointed out by [6], this is because that
QuickSilver VOPE generation should be secure against malicious verifier while
VOLEitH does not have to.

Details of the generalization are given in the protocol Πt
dD-Rep.
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Protocol 1: Πt
dD-Rep

Parameters: Code CRep = [τ, 1, τ ]p with GC = (1, . . . , 1) ∈ F1×τ
p . q = pr.

Assume there is one-to-one correspondence between elements in Fq and [1, q].
Define S∆ = Fτ

q .
Inputs: Polynomials fi =

∑
h∈[0,d] fi,h ∈ Fpk [X1, . . . , Xl]≤d, i ∈ [t] with k|(rτ).

P holds a witness w = (w1, . . . , wl)
⊤ ∈ Fl

p such that fi(w1, . . . , wl) = 0 for all
i ∈ [t].
Round 1. P performs the following steps.

1. Call the functionality Fp,q,S∆,CRep,l+(d−1)rτ,L
sVOLE and receive u ∈

Fl+(d−1)rτ
p ,V ∈ F(l+(d−1)rτ)×τ

q . V receives done.
2. Compute d = w − u[1,l] ∈ Fl

p and send d to V.
3. For i ∈ [l+1, l+(d−1)rτ ], embed the i-th element ui ∈ Fp of u to ui ∈ Fqτ .

For i ∈ [l + (d − 1)rτ ], lift the i-th row vi ∈ Fτ
q of V into vi ∈ Fqτ . For

i ∈ [l], also embed the i-th element wi of witness w to wi ∈ Fqτ .

Round 2. V samples uniformly random χi
$←− Fqτ , i ∈ [t] and sends to P.

Round 3. After receiving χ1, . . . , χt, P does the following.

1. For each i ∈ [t], compute Ai,0, Ai,1, . . . , Ai,d−1 ∈ Fqτ such that

ci(Y ) =

d∑
h=0

fi,h(v1+w1Y, ..., vl+wlY )Y d−h = fi(w1, ..., wl)·Y d+

d−1∑
j=0

Ai,j ·Y j ,

where fi,h ∈ Fqτ [X1, . . . , Xl] is the embedding of fi,h ∈ Fpk [X1, . . . , Xl].
2. Generation of a VOPE correlation.

a) For j ∈ [1, d), compute

u∗
j =

∑
i∈[rτ ]

ul+(j−1)rτ+iX
i−1 ∈ Fqτ , v∗j =

∑
i∈[rτ ]

vl+(j−1)rτ+iX
i−1 ∈ Fqτ .

where Fqτ
∼= Fp[X]/F (X) with F (X) ∈ Fp[X] being an irreducible

polynomial of degree rτ .
b) Define g1(x) = v∗1 + u∗

1 · x. For i ∈ [1, d − 2], compute gi+1(x) =
gi(x)(v

∗
i+1 + u∗

i+1 · x). Then P is able to compute the coefficients
A∗

0, . . . , A
∗
d−1 ∈ Fqτ such that gd−1(x) =

∑d−1
j=0 A

∗
j · xj .

3. For j ∈ [0, d), compute ãj =
∑

i∈[t] χi ·Ai,j +A∗
j ∈ Fqτ , and send ãj to V.

Verification. After receiving all responses, V runs the following checks.

1. Call Fp,q,S∆,CRep,l+(d−1)rτ,L
sVOLE on input (get) and obtain ∆ ∈ S∆,Q ∈

F(l+(d−1)rτ)×τ
q such that Q = V + uGCdiag(∆). Let qi be the i-th row

vector of Q, for i ∈ [l + 1, l + (d− 1)rτ ].
2. Compute Q⋆ = Q[1,l] + d ·GC · diag(∆), which is supposed to be V[1,l] +

w ·GC · diag(∆). Let q⋆
1, . . . ,q

⋆
l ∈ Fτ

q be the rows of Q⋆.
3. Lift ∆ ∈ Fτ

q into ∆ ∈ Fqτ . Also, lift q⋆
1, . . . ,q

⋆
l ,ql+1, . . . ,ql+(d−1)rτ ∈ Fτ

q

into q⋆1 , . . . , q
⋆
l , ql+1, . . . , ql+(d−1)rτ ∈ Fqτ .
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4. Generation of a VOPE correlation.
a) For j ∈ [1, d), compute q∗l+j =

∑
i∈[rτ ] ql+(j−1)rτ+iX

i−1 ∈ Fqτ , which
should satisfy q∗l+j = v∗j + u∗

j ·∆.
b) Let B∗

1 = q∗l+1. Then for i ∈ [1, d − 2], compute B∗
i+1 = B∗

i · q∗l+i+1.
Define B∗ = B∗

d−1. Then one can verify that B∗ =
∑d−1

j=0 A
∗
j ·∆j .

5. For each i ∈ [t], compute

ci(∆) =

d∑
h=0

fi,h(q
⋆
1 , . . . , q

⋆
l ) ·∆d−h.

6. Compute c̃ =
∑

i∈[t] χi · ci(∆) +B∗ and check if c̃ =
∑d−1

j=0 ãj ·∆j .

Theorem 1. The protocol Πt
dD-Reprealizes the functionality F t

dD-ZKthat proves
degree-d polynomial satisfiability in the Fp,q,S∆,C,l,L

sVOLE -hybrid model. The security
holds against a malicious prover or a semi-honest verifier and the soundness
error is bounded by 1/prτ + d|S∆|−1.

Correctness of the protocol follows directly by inspection of the protocol. Details
of simulation are deferred to Appendix B.
Communication cost. In Πt

dD-Rep, in addition to the cost of the sVOLE steps,
P sends the initial commitment d ∈ Fl

p and {ãi ∈ Fqτ }i∈[0,d−1]. Therefore, the
total cost is summarized as follows:

CostΠt
dD-Rep

= CostsVOLE + l · log2 p+ d · r · τ · log2 p. (8)

Additionally, the verifier sends t values in Fqτ but this can be removed via the
Fiat-Shamir transform in the non-interactive setting and does not affect the final
proof size. When instantiating the delayed VOLE functionality Fp,q,S∆,C,l,L

sVOLE with
the aforementioned GGM-based VC (see [8, Sect. 3.1, Figure 3, Figure 4] for
details), the cost of sVOLE steps is

CostsVOLE = 2λ + (l + (d− 1) · r · τ + h) · (τ − 1) · log2 p
+ (s+ s · τ) · log2 p+ (2λ+ r · λ) · τ. (9)

The process of the instantiation employs an Fl
p-hiding and ϵ-universal hash

function H ∈ Fs×(l+(d−1)rτ+h)
p (see Definition 5 for details). Looking ahead, when

calculating concrete proof sizes in Section 5, we employ formulas (8) and (9).
Fiat-Shamir transform. As shown by Baum et al. [8], applying the Fiat-Shamir
transformation to Πt

dD-Rep(with the functionality Fp,q,S∆,C,l,L
sVOLE instantiated) results

in a non-interactive zero-knowledge argument of knowledge. Ganesh et al. [46] also
showed that the resulting non-interactive argument is simulation-extractable in
the programmable random oracle model. At a high level, simulation-extractability
guarantees that extractability holds even when the adversary sees simulated
proofs, and it implies simulation-soundness [77]. Note that simulation-soundness
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is required for constructing CCA2-anonymous group signatures [13] that utilizes
the Naor-Yung double encryption [69]. Therefore, replacing the Stern-like ZK
protocol underlying the group signature scheme [71] with the above protocol will
not degrade its security.

3.2 A New Technique for Proving the Regular Encoding Process

In this section, our target is to prove the regular encoding process within the
VOLEitH paradigm. We then observe that it suffices to transform the regular
encoding process into low-degree polynomial constraints. For simplicity, let us
focus on the regular encoding function RE : Fc

2 → F2c

2 .
We also observe that RE can be seen as 2c number of c-variate Boolean

functions f1(·), . . . , f2c(·). If we focus on the first output bit, then the truth
table of the corresponding Boolean function f1(·) is the unit vector e1 ∈ F2c

2

with 1 in the first position. Through Lagrange interpolation, one can obtain
f1(·)

△
= f(0,...,0)(X1, . . . , Xc) =

∏c
i=1(1+0+Xi). Interestingly, for the j-th output

bit, the truth table of fj(·) is the unit vector ej ∈ F2c

2 , and the Boolean function

is fj(·)
△
= f(j1,...,jc)(X1, . . . , Xc) =

∏c
i=1(1 + ji + Xi), where (j1, . . . , jc)

⊤ =
bin(j − 1).

To this end, we have successfully represented the non-linear encoding process
as degree-c relations. In particular, RE(x1, . . . , xc) =(

f(0,...,0)(x1, . . . , xc), . . . , f(j1,...,jc)(x1, . . . , xc), . . . , f(1,...,1)(x1, . . . , xc)
)⊤

.(10)

When applying RE to x ∈ Fn
2 , we simply write RE(x) = (f1(x), . . . , fm(x))⊤

for c|n, m = n
c · 2

c, and deg(fi) = c for i ∈ [1,m], without explicitly de-
scribing the details of fi. In fact, fj(X1, . . . , Xc) = f2c+j(X1, . . . , Xc) = . . . =
f(n

c−1)·2c+j(X1, . . . , Xc) for j ∈ [1, 2c]. Note that fj(x) only selects c inputs and
ignores other inputs.

Therefore, to show that z = (z1, . . . , zm)⊤ ∈ Regular(n, c) is indeed a regular
encoding of x = (x1, . . . , xn)

⊤ ∈ Fn
2 , it suffices to show that zj = fj(x) for all

j ∈ [1,m]. Since these m constraints are degree-c relations, and thus can be
proved in zero-knowledge using the protocol Πt

dD-Rep.

4 New Zero-Knowledge Protocols for Various
Cryptographic Building Blocks

In this section, we provide new code-based zero-knowledge protocols that are
essential for constructing privacy-enhancing primitives. This includes a ZK pro-
tocol for proving the knowledge of a committed value, a ZK protocol for proving
the knowledge of a secret value that is accumulated honestly, and a ZK protocol
for proving the knowledge of a plaintext for a variant of McEliece cryptosystem.
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4.1 ZK of a Valid Opening

We first describe a ZK of a valid opening for the commitment scheme from
Section 2.3. The goal of P is to convince the verifier that it possesses witnesses
x ∈ FL

2 and r ∈ Fk
2 such that c = C0 · RE(x) ⊕ C1 · RE(r). Denote C0 =

(ci,j)i∈[n],j∈[m0] ∈ Fn×m0
2 and C1 = (ci,m0+j)i∈[n],j∈[m1] ∈ Fn×m1

2 with m0 = L
c ·2

c

and m1 = k
c ·2

c. The protocol essentially relies on the techniques from Section 3.2
and works as follows.

Let x̃ = (x∥r) ∈ FL+k
2 , and c = (c1, . . . , cn)

⊤. Then c = C0 ·RE(x)⊕C1 ·RE(r)
is equivalent to c = [C0|C1] · RE(x̃). Denote RE(x̃) = (f1(x̃), . . . , fm0+m1

(x̃))⊤.
The prover then prepares n polynomials of degree c:

ϕi(·) =
m0+m1∑

j=1

ci,jfj(X1, . . . , XL+k)− ci, ∀ i ∈ [n],

and the witness x̃. At this point, P runs the protocol Πt
dD-Rep and applies the

Fiat-Shamir transform.

4.2 ZK of an Accumulated Value

Next, we describe a ZK of an accumulated value for the accumulator recalled in
Section 2.4. The prover aims to prove knowledge of a hash chain from a secret
leaf node to the root.

Specifically, the public inputs are B = [B0|B1] ∈ Fn×m
2 and the root u ∈

Fn
2 . The secret inputs consist of (j1, . . . , jℓ)

⊤ ∈ {0, 1}ℓ, v1, . . . ,vℓ ∈ Fn
2 , and

w1, . . . ,wℓ ∈ Fn
2 such that

j1 · (B0 · RE(v1)⊕B1 · RE(w1)) + j1 · (B0 · RE(w1)⊕B1 · RE(v1)) = u, (11)

and for all θ ∈ [2, ℓ]:

jθ · (B0 · RE(vθ)⊕B1 · RE(wθ)) + jθ · (B0 · RE(wθ)⊕B1 · RE(vθ)) = vθ−1. (12)

Denote B = (bi,j)i∈[n],j∈[m], x1 = (v1∥w1) and y1 = (w1∥v1), and u =

(u1, . . . , un)
⊤ ∈ Fn

2 . We have RE(x1) = (f1(x1), . . . , fm(x1))
⊤ and RE(y1) =

(fm+1(y1), . . . , f2m(y1))
⊤ for some polynomials f1, . . . , f2m of degree c. Then

equation (11) is equivalent to the following n degree-(c+ 1) constraints:

ϕi(·) = j1 ·
( m∑

h=1

bi,hfh(x1)
)
+ j1 ·

( m∑
h=1

bi,hfm+h(y1)
)
− ui, ∀ i ∈ [n]. (13)

Here, the extra degree is due to multiplication with j1.
Similarly, equation (12) is equivalent to the following n degree-(c+ 1) con-

straints:

ϕ(θ−1)n+i(·) = jθ ·
( m∑

h=1

bi,hf2(θ−1)m+h(xθ)
)
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+ jθ ·
( m∑

h=1

bi,hf2(θ−1)m+m+h(yθ)
)
− vθ,i, ∀ i ∈ [n], (14)

where xθ = (vθ∥wθ), yθ = (wθ∥vθ), vθ = (vθ,1, . . . , vθ,n)
⊤, and f2θm−2m+1, . . .,

f2θm are 2m polynomials of degree c.
To this end, P are prepared with ℓn polynomials ϕ1(·), . . . , ϕℓn(·) of degree c+1,

and possesses witness x̃ = (j1∥ . . . ∥jℓ∥v1∥w1∥ . . . ∥vℓ∥wℓ) ∈ Fℓ+2ℓn
2 . Therefore,

it can run the protocol Πt
dD-Rep and utilize the Fiat-Shamir transform to make it

non-interactive. One can see that the witness size is optimal.

4.3 ZK of Plaintext Knowledge

Now, we provide a ZK of plaintext knowledge for the variant of randomized
McEliece encryption schemes with regular noise described in section 2.5. The
prover needs to prove knowledge of a plaintext for a given ciphertext.

Specifically, the public inputs are G ∈ Fne×ke
2 and a ciphertext c ∈ Fne

2 , and
the secret inputs consist of u ∈ Fk1

2 , m ∈ Fk2
2 as well as e′ ∈ Fk

2 with k
c · 2

c = ne

such that

c = G ·
(
u
m

)
⊕ RE(e′). (15)

Let u = (u1, . . . , uk1
)⊤, m = (mk1+1, . . . ,mk1+k2

)⊤, G = (gi,j)i∈[ne],j∈[ke],
and c = (c1, . . . , cne)

⊤. According to the technique in Section 3.2, we will have
RE(e′) = (f1(e

′), . . . , fne
(e′))⊤ for some polynomials f1, . . . , fne

of degree c. Then
equation (15) is equivalent to the following ne degree-c constraints:

ϕi(·) =
k1∑
j=1

gi,j · uj +

k1+k2∑
j=k1+1

gi,j ·mj + fi(e
′)− ci, ∀ i ∈ [ne]. (16)

To this end, P prepares ne public polynomials ϕ1(·), . . . , ϕne
(·) of degree c,

and the witness x̃ = (u∥m∥e′) ∈ Fke+k
2 . As a result, P can run the protocol

Πt
dD-Rep and make it non-interactive via the Fiat-Shamir transform.

5 ZK Protocols for Advanced Primitives

In this section, we provide new ZK protocols for code-based advanced privacy-
preserving primitives, including ring signature scheme [71], a variant of group
signature scheme [71], and fully dynamic attribute-based signature scheme [58].
Then we estimate the signature sizes of the above schemes by employing our ZK
and Stern-like ZK [78]. The results show that the signature sizes utilizing our
ZK protocols are two to three orders of magnitude smaller.
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5.1 ZK for a Ring Signature Scheme

Being prepared with ZK protocols for proving the correctness of the regular
encoding process from Section 3.2 and for proving the knowledge of an accu-
mulated value from Section 4.2, we now provide a more efficient ZK protocol
supporting the code-based ring signature scheme proposed by Nguyen et al. [71].
The construction is recalled in Appendix C.4.

This protocol is an extension of the one from Section 4.2, where P additionally
convinces the verifier the following fact: He/She knows a secret key x0,x1 ∈ Fn

2

such that

vℓ = B0 · RE(x0) +B1 · RE(x1). (17)

In fact, we have already seen how to transform the above equation (17) into
n constraints of degree c in Section 4.1. More specifically, there exist some
polynomials f2ℓm+1, . . . , f2ℓm+m of degree c such that

RE(x0∥x1) = (f2ℓm+1(x0∥x1), . . . , f2ℓm+m(x0∥x1))
⊤.

Therefore, equation (17) is equivalent to the following n degree-c relations:

ϕℓn+i(·) =
m∑

h=1

bi,h · f2ℓm+h(x0∥x1)− vℓ,i, ∀ i ∈ [n], (18)

where vℓ = (vℓ,1, . . . , vℓ,n)
⊤ and [B0|B1] = (bi,j)i∈[n],j∈[m]. At this point, P has

witness x̃ = ( j1 ∥ . . . ∥ jℓ ∥ v1 ∥w1 ∥ . . . ∥ vℓ ∥wℓ ∥ x0 ∥ x1 ) ∈ Fℓ+2ℓn+2n
2 and the

newly appeared n degree-c constraints ϕℓn+1(·), . . . , ϕℓn+n(·) in addition to the ℓn
degree-(c+ 1) constraints ϕ1(·), . . . , ϕℓn(·) from Section 4.2. Therefore, it suffices
for P to run the protocol Πt

dD-Rep and then apply the Fiat-Shamir heuristic.

5.2 Parameters and Efficiency

We now estimate the concrete sizes of the above ring signature scheme using our
ZK protocol and Stern-like protocol [71]. Note that the security of the scheme
relies on the hardness of 2-RNSDn,2n,c problem. Also, we need to make sure the
underlying proof systems achieve small enough soundness errors. See Theorem 2.
Details of the parameters are given in Table 2.
On the parameters of 2-RNSD problem. As discussed in Section 2.2, we choose
parameters according to [3]. In particular, they chose n = 1024, w = 128,m = 221

and n = 1984, w = 248,m = 31 · 216 for 128-bit and 256-bit security levels,
respectively. However, we work in a setting where n, c uniquely determine w and
m. Therefore, we adjust the parameters slightly by setting c = 8 and increasing
n from 1024 to 1280 and from 1984 to 2560, respectively.
On the parameters of the VOLEitH proof system. We choose parameters
according to the specification given in [8,7], for 128-bit security. Regarding the
parameters for 256-bit security level, we double the repetition parameter τ .
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Table 2. Parameters for the hash function hB, for the proof system from VOLEitH
paradigm, and for the McEliece encryption cryptosystem that achieve 128-bit
security and 256-bit security.

Parameters Description 128-bit Security 256-bit Security

λ Security level 128 256
n Hash hB output length 1280 2560
c 2-RNSD Parameter 8 8

w = 2n
c

hB input Hamming weight 320 640
m = 2n

c
· 2c hB input length 5 · 214 5 · 215

p Base field Fp 2 2
q Extension field Fq 28 28

τ Repetition for VOLEitH 16 32
s = λ+ 16 Universal hash parameter 144 272
h = λ+ 16 Universal hash parameter 144 272

κ Repetition for Stern 219 438

ne McEliece parameter 4096 8192
ke McEliece parameter 3328 6528
te McEliece parameter 64 128

Repetition for Stern-like protocols. The underlying ZK protocol for the
above ring signature schemes used by Nguyen et al. [71] is Stern-like protocol [78].
Originally, it was designed to prove knowledge of a vector with exact Hamming
weight. Later, it was adapted to prove various lattice-based and code-based linear
and quadratic relations, e.g. [59,55,71], giving rise to various applications such as
ring signatures [56,71], group signatures [55,71], attribute-based signatures [58],
group encryption [70] and so on. However, it has the main disadvantage of large
soundness error 2/3. Therefore, to achieve 2−128 and 2−256 soundness errors, one
needs to repeat the protocol for 219 and 438 times.

Given the above parameters, we then give a detailed comparison about
signature sizes for the ring signature scheme that employs our ZK protocol
presented in Section 5.1 and that employs Stern-like protocols. Theoretically,
both signature sizes are logarithmic in the size of the ring. Concretely, the
performance of our ZK protocol appears to be significantly better. In particular,
Table 3 shows that for 128-bit and 256-bit security levels, the signature sizes
of [71] are around 934× ∼ 1140× larger than ours for different ring sizes.

There are several reasons for the huge differences. One reason is that one needs
to repeat Stern-type protocol for 219 times and 438 times to achieve negligible
soundness error, while we only need to repeat VOLEitH proofs 16 and 32 times.
Another reason is that their witness size is (2 · ℓ+1) · ( 2nc · 2

c) + 2 · ℓ ·n bits while
our witness size is just ℓ+ 2ℓn+ 2n bits.
Optimizations from [6]. As mentioned in Section 2.7, Baum et al. [6] proposed
several optimizations to improve the realization of Fp,q,S∆,C,l,L

sVOLE . In particular,
it brings the decommitment size, Costdecom = (2λ + r · λ)τ from (9), down

22



Table 3. Ring signature sizes by employing our ZK proof system and Stern-like
ZK arguments.

Ring size
128-bit security 256-bit security

This paper Stern-type [71] This paper Stern-type [71]
(KB) (MB) (KB) (MB)

25 35.12 32.26 140.24 129.04

27 45.12 43.93 180.25 175.74

210 60.13 61.44 240.26 245.78

215 85.14 90.63 340.28 362.51

220 110.15 119.81 440.30 479.25

230 160.17 178.18 640.34 712.72

to 2λ · τ + Topen · λ, where Topen is a threshold number considered in [6]. Let
Topen = 102 and Topen = 218 for λ = 128 and λ = 256, then the decommitment
sizes are reduced by around 416 bytes and 1212 bytes, respectively. Therefore, the
figures of our constructions in Table 3 could be further improved. We, however,
have to admit that these improvements are relatively small for privacy-preserving
protocols, and will no longer consider them in GS and FDABS schemes.

5.3 ZK for a Group Signature Scheme

Next, we provide a more efficient ZK protocol supporting the code-based group
signature scheme proposed by Nguyen et al. [71], with the modification that the
McEliece scheme is replaced with one with regular noise. The construction is
described in Appendix C.5 for completeness.

This protocol is extended from the one in Section 5.1, for which an encryption
layer is added. Specifically, P additionally proves the following statement: He/She
knows extra secret values r1, r2 ∈ Fke−ℓ

2 , e′1, e′2 ∈ Fk
2 with k

c · 2
c = ne such that

c1 = G1 ·
(

r1
bin(j)

)
⊕ RE(e′1), and c2 = G2 ·

(
r2

bin(j)

)
⊕ RE(e′2), (19)

where G1,G2 ∈ Fne×ke
2 and c1, c2 ∈ Fne

2 .
We have described in Section 4.3 on transforming the above equations (19)

into polynomial constraints. For θ ∈ {1, 2}, let

cθ = (cθ,i)i∈[ne], Gθ = (g
(θ)
i,j )i∈[ne],j∈[ke], rθ = (rθ,1, . . . , rθ,ke−ℓ)

⊤,

RE(e′θ) = (f2ℓm+m+ne(θ−1)+1(e
′
θ), . . . , f2ℓm+m+ne(θ−1)+ne

(e′θ))
⊤,

for some polynomials f2ℓm+m+1, . . . , f2ℓm+m+2ne of degree c. Therefore, equa-
tion (19) is equivalent to the following 2ne degree-c relations:
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ϕℓn+n+i(·) =
ke−ℓ∑
h=1

g
(1)
i,h · r1,j +

ℓ∑
h=1

g
(1)
i,ke−ℓ+h · jh

+ f2ℓm+m+i(e
′
1)− c1,i, ∀ i ∈ [ne],

ϕℓn+n+ne+i(·) =
ke−ℓ∑
h=1

g
(2)
i,h · r2,j +

ℓ∑
h=1

g
(2)
i,ke−ℓ+h · jh

+ f2ℓm+m+ne+i(e
′
2)− c2,i, ∀ i ∈ [ne].

Now, P has witness x̃ ∈ Fℓ+2ℓn+2n+2(ke−ℓ)+2k
2 of the following form

x̃ = ( j1 ∥ . . . ∥ jℓ ∥ v1 ∥w1 ∥ . . . ∥ vℓ ∥wℓ ∥ x0 ∥ x1 ∥ r1 ∥ r2 ∥ e′1 ∥ e′2 ) (20)

and the newly appeared 2ne degree-c constraints ϕℓn+n+1(·), . . . , ϕℓn+n+2ne(·) in
addition to the ℓn+ n constraints ϕ1(·), . . . , ϕℓn+n(·) from Section 5.1. Now P
can proceed as before by running the protocol Πt

dD-Rep and then applying the
Fiat-Shamir heuristic.

5.4 Parameters and Efficiency

We now estimate the concrete sizes of group signature scheme using our ZK proto-
col and Stern-like protocol [71]. The security of the scheme relies on the hardness
of 2-RNSDn,2n,c problem, on the CPA-security of the McEliece encryption scheme,
as well as the security of the supporting ZK protocols. See Theorem 3. We use
the same parameters proposed in Table 2.
On the parameters of McEliece encryption scheme. We choose parameters
for McEliece cryptosystem following the document [2] with minor adaptations.
Since we modify the noise vector to be a regular vector, the CPA-security of
the McEliece encryption scheme now depends on the decisional RSD problem as
discussed in Section 2.5. However, this is not an issue as shown in [61, Table 1,
Table 2], the usage of regular noise for LPN and SD problems does not reduce the
bit security significantly. In fact, one can always choose slightly larger parameters
to obtain targeted security levels. In our setting, we then slightly increase the
Goppa code length ne (and hence the dimension ke) so that it is the form of
k
c · 2

c with k
c = te.

With the above parameters, we then estimate signature sizes using our ZK
and Stern-like ZK for various group sizes. Details are in Table 4. The results also
show the superiority of our ZK protocols. In particular, for 128-bit and 256-bit
security, the signature sizes of [71] are around 683× ∼ 1053× larger than ours
for different group sizes.

5.5 ZK for a Fully Dynamic Attribute-Based Signature Scheme

Quite recently, Nguyen et al. [58] proposed a fully dynamic attribute-based
signature (FDABS) scheme from codes. The scheme employs a refined Stern-like
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Table 4. Group signature sizes by employing our ZK proof system and Stern-like
ZK arguments.

Group size
128-bit security 256-bit security

This paper Stern-type [71] This paper Stern-type [71]
(KB) (MB) (KB) (MB)

25 49.60 33.27 197.19 133.02

27 59.60 44.94 237.19 179.72

210 74.59 62.45 297.18 249.76

215 99.58 91.63 397.16 366.50

220 124.57 120.82 497.14 483.23

230 174.55 179.18 697.10 716.70

protocol and is proven secure in the quantum oracle model (QROM) using the
variant of Unruh transform [79] presented in [44]. To the best of our knowledge,
we are unaware of existing works on making VOLEitH protocol secure in QROM.
A related work by Aguilar-Melchor et al. [67] presented a security proof for
Hypercube-SDitH [66] in the QROM. It remains open if one can apply their
techniques to the VOLEitH paradigm. Therefore, we provide a new ZK for their
FDABS scheme that is only secure in the ROM and then compare efficiency with
their degraded variant. The description of the scheme is recalled in Appendix C.6.

We now provide our new ZK protocol. It is an extension of the one from
Section 4.2, where P additionally convinces the verifier the following facts: He/she
knows an attribute x ∈ {0, 1}L together with a randomness r ∈ {0, 1}k such that

vℓ = C0 · RE(x)⊕C1 · RE(r); (21)
wt(vℓ) = 1 mod 2; (22)

P (x) = 1, (23)

where P is an arbitrary binary circuit with L bit inputs and K multiplication
gates.

We have already shown how to transform the equation (21) into polynomial
constraints. Recall that C0 = (ci,j)i∈[n],j∈[m0], C1 = (ci,m0+j)i∈[n],j∈[m1] with
m0 = L

c · 2
c and m1 = k

c · 2
c. Let vℓ = (vℓ,1, . . . , vℓ,n)

⊤. Then equation (21) is
equivalent to the following n degree-c relations

ϕℓn+i(·) =

m0+m1∑
h=1

ci,hf2ℓm+h(x∥r)− vℓ,i, ∀i ∈ [n].

Regarding (22), it asks to prove that the Hamming weight of vℓ is odd. We then
observe that this is equivalent to proving

vℓ,1 + vℓ,2 + · · ·+ vℓ,n = 1.

25



Define ϕℓn+n+1(X1, . . . , Xn) = X1 + · · ·+Xn − 1 ∈ F2[X1, . . . , Xn]. Then equa-
tion (22) is further equivalent to the following linear polynomial

ϕℓn+n+1(·) = vℓ,1 + vℓ,2 + . . .+ vℓ,n − 1. (24)

In terms of (23), as observed by Ling et al. [58], it is equivalent to the following
K quadratic equations:

ϕℓn+n+1+1(·) = xα(1) · xβ(1) ⊕ xL+1 − 1,

· · ·
ϕℓn+n+1+K−1(·) = xα(K−1) · xβ(K−1) ⊕ xL+K−1 − 1,

ϕℓn+n+1+K(·) = xα(K) · xβ(K) ⊕ xL+K − 1,

(25)

where xL+1, . . . , xL+K are the output wire values of multiplication gates and
α, β : {1, . . . ,K} → {1, . . . , L+K − 1} are two functions specifying the topology
of the circuit P .

Now P has witness x̃ ∈ Fℓ+2ℓn+L+k+K
2 of the following form

x̃ = (j1 ∥ . . . ∥jℓ ∥ v1 ∥w1 ∥ . . . ∥ vℓ ∥wℓ ∥ x ∥ r ∥ xL+1 ∥ . . . ∥ xL+K ), (26)

and the newly appeared n + 1 + K constraints ϕℓn+1(·), . . . , ϕℓn+n+1+K(·) in
addition to the ℓn constraints ϕ1(·), . . . , ϕℓn(·) from Section 4.2. Now P can
proceed as before by running the protocol Πt

dD-Rep and then applying the Fiat-
Shamir heuristic.

We remark that our technique of handling odd Hamming weight vectors can
be employed to upgrade the static GS scheme recalled in Appendix C.2 to a
fully dynamic one with the same signature sizes. Specifically, we first modify the
fully dynamic GS scheme [81] by restricting the user public key vℓ

3 to have odd
Hamming weight. Then we modify the ZK presented in Section 5.3 to additionally
show that vℓ has odd Hamming weight. Since this change does not increase the
witness length, the signature sizes remain the same.

5.6 Parameters and Efficiency

We now estimate the concrete sizes of FDABS scheme using our ZK protocol
and Stern-like protocol [58]. The security of the scheme relies on the hardness
of 2-RNSDn,2n,c and 2-RNSDn,L+k,c problems, as well as the security of the
supporting ZK protocols. See Theorem 4. To this end, we use the same parameters
proposed in Table 2 and let the bit length of attribute be L = 128 and the bit
length of randomnesses for committing the attributes be k = n+ 2λ.

We calculate various signature sizes regarding different security parameters
and (ℓ,K) pairs, where 2ℓ is the maximum number of attributes allowed in the
system and K is the number of multiplication gates representing the policy P .
Details are in Table 5. The results further confirm the superiority of our ZK
3 Originally, it is required to be non-zero.
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protocols. For K = 29, the signature sizes of [58] are 783× ∼ 839× larger than
ours. For K = 216, the differences of the two ZK are smaller, and their signature
sizes are 288× ∼ 550× larger than ours. The main reason is that their witness
sizes are dominated by the term 2ℓ · 2nc · 2

c and thus less sensitive to changes of
the policy size K. In contrast, our witness size is ℓ+ 2ℓn+ L+ k +K, and thus
is susceptible to the changes of K.

Table 5. Signature sizes of the FDABS scheme by employing our ZK proof
system and Stern-like ZK arguments. The bit length of the attribute in the
following instances are always chosen as L = 128.

(2ℓ,K)
128-bit security 256-bit security

This paper Stern-type [58] This paper Stern-type [58]
(KB) (MB) (KB) (MB)

(210, 29) 59.38 45.41 234.76 181.29

(210, 216) 186.38 52.20 488.76 194.87

(215, 29) 84.39 67.30 334.78 268.85

(215, 216) 211.39 74.08 588.78 282.43

(220, 29) 109.40 89.18 434.80 356.40

(220, 216) 236.40 95.97 688.80 369.98

6 A New Code-Based Signature Scheme

A standard paradigm to construct a signature scheme is to first design a public-
coin ZK protocol for proving the knowledge of a preimage of a one-way function
and then apply the Fiat-Shamir [45] transform to make it non-interactive. There-
fore, the technique from Section 3.2 directly implies a code-based signature
scheme, which we name ReSolveD+ and has slightly smaller signature sizes than
the state-of-the-art code-based signature scheme ReSolveD [33] based on RSD
problems.

6.1 Description of the Signature Scheme

The secret key is binary string x ∈ Fn
2 , and the public key is y = B · RE(x),

where B = (bi,j)i∈[n],j∈[m] ∈ Fn×m
2 for c|n and m = n

c · 2
c are public parameters.

To sign a message M ∈ {0, 1}∗, the signer proves knowledge of x such that
y = (y1, . . . , yn)

⊤ = B · RE(x). In particular, the signer prepares n polynomials
of degree c:

gi(·) =
m∑
j=1

bi,jfj(X1, . . . , Xn)− yi, ∀ i ∈ [n],
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and the witness x ∈ Fn
2 . Next, it runs the protocol Πt

dD-Rep and makes it non-
interactive via the Fiat-Shamir transform. Let the resultant proof be π, which
would be the signature. Verification of the signature is to verify the proof π.
Correctness and security directly follows from that of Πt

dD-Rep and the design
paradigm, based on the hardness of the RSDn,n,c problem.

Table 6. Parameters for ReSolveD+ Signature Scheme when c = {2, 3, 4}.

Scheme Parameter set Estimated
n c m = n

c
· 2c w = n

c
τ Bit Security

ReSolveD+ -128-Var1-2 892 2 1784 446 14 128.10

ReSolveD+ -128-Var2-2 892 2 1784 446 10 128.10

ReSolveD+ -128-Var1-3 453 3 1208 151 14 128.31

ReSolveD+ -128-Var2-3 453 3 1208 151 10 128.31

ReSolveD+ -128-Var1-4 332 4 1328 83 14 128.33

ReSolveD+ -128-Var2-4 332 4 1328 83 10 128.33

6.2 Parameters and Efficiency

We follow the approach in [30] to select parameters n, c. In particular, we estimate
the complexity of linearization attack, ISD attack, and birthday paradox according
to formulas [30], and take their minimum as the estimation of security level.
Using this estimation, we choose the smallest parameter n by fixing c = 2, 3, 4,
respectively so that it has complexity estimation 2128 following the footprint
of [33]. Details are in Table 6. Regarding the parameters for VOLEitH, we employ
the same optimizations adopted by Cui et al. [33] (instead of the non-optimized
ones from Section 3.1), to have a fair comparison with them. In Table 7, we
compare the signature sizes of our signature scheme ReSolveD+ with ReSolveD for
different parameter sets. The results show that we achieve smallest signature sizes
when c = 3. In addition, our scheme ReSolveD+ has slightly shorter signature sizes
than [33] when c = 3 and c = 4. Note that Baum et al. [6] recently obtained better
performances for FAEST signature scheme by proposing several optimizations.
Since those optimizations apply to all protocols within the VOLEitH paradigm,
both signature sizes of ReSolveD and ReSolveD+ could be further reduced by a
few hundred bytes. In particular, let Topen = 112 for τ = 14 and Topen = 102
for τ = 10. Then the signature sizes are reduced by 256 bytes and 416 bytes,
respectively. The optimized signature sizes are given in Table 7 in blue color.

We also compare our signature scheme with some other post-quantum sig-
nature schemes, for 128-bit security level in Table 8. The results show that
our signature sizes are competitive with those schemes and are smallest among
schemes based on SD and regular SD problems. Also, Bidoux et al. [19] proposed
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Table 7. Comparison of our signature schemes for different choices of c, τ,Topen

with the signature scheme proposed by Cui et al. [33] for the same security levels.
The percentages in parenthesis are the increases/decreases of signature sizes
compared to [33].

Scheme parameters
Signature sizes in bytes

CLY+24 [33] c = 2 c = 3 c = 4

τ = 14
Topen = - 4082 4572(+12.0%) 4026(−1.4%) 4040(−1.0%)

Topen = 112 3826 4316(+12.9%) 3770(−1.5%) 3784(−1.1%)

τ = 10
Topen = - 3510 3860(+10.0%) 3470(−1.1%) 3480(−0.9%)

Topen = 102 3094 3444(+11.3%) 3054(−1.3%) 3064(−1.0%)

signature schemes based on Rank SD and MinRank problems from MPCitH and
VOLEitH paradigm, we only include the variants that employ the optimizations
from [6] within the VOLEitH paradigm. Adj et al. [1] proposed a signature scheme
based on MinRank problem preceding [19] and had slightly larger signature sizes.
Therefore, we do not include their results [1] in the table.

Conclusions and Open Questions. In this work, we advanced the state-of-
the-art code-based cryptography by proposing new ZK protocols from VOLEitH
paradigm. In particular, we presented ZK protocols for proving the correctness of
the regular encoding process and various code-based relations. Built upon these
ZK protocols, we obtained privacy-preserving signatures whose signature sizes
are significantly smaller than those based on Stern-like ZK protocols. We view
the problem of improving the computational efficiency, particularly decreasing
the number of multiplications over large finite fields required in Πt

dD-Rep and
improving the realization of Fp,q,S∆,C,l,L

sVOLE , as fascinating opening questions for
future investigations.
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Supplementary Material
A More Preliminaries

A.1 Syntax and Security Requirements of Accumulator

An accumulator scheme is a tuple of algorithms (Setup,Accu,WitGen,Verify)
defined as follows.

TSetup(1λ). Given a security parameter 1λ, output the public parameter pp.
TAccupp(R). Given a set R with n data values as R = {d0, . . . ,dN−1}, output

an accumulated value u.
TWitGenpp(R,d). It takes as inputs the set R and a value d, and outputs a

witness w such that d is accumulated in TAcc(R). If d /∈ R, it directly
returns ⊥.

TVerifypp(u,d, w). This algorithm take as inputs the accumulator value u and
(d, w), and outputs 1 if (d, w) is valid for the accumulator value u, otherwise
return 0.

Correctness. For all pp← Setup(1λ), the accumulator is said correct if

TVerifypp(TAccupp(R),d,TWitGenpp(R,d)) = 1 for all d ∈ R.

Security. An accumulator is secure, if it is infeasible to output a valid witness
for a value d∗ not chosen from the data value set, i.e., an accumulator is secure
if for all PPT adversaries A

Pr[pp←TSetup(1λ); (R,d∗, w∗)← A :

d∗ /∈ R ∧ TVerifypp(TAccupp(R),d∗, w∗) = 1] = negl(λ).

A.2 Universal Hash function

When realizing the delayed functionality Fp,q,S∆,C,l,L
sVOLE , we utilize an Fl

p-hiding
and universal linear hash function for consistency check. We recall its definitions
following [76,8].

Definition 5. A linear ϵ-almost universal family of hashes is a family of matrices
H ⊆ Fs×l

q such that for any nonzero v ∈ Fl
q, PrH←H[Hv = 0] ≤ ϵ.

Definition 6. Let p and q = pk be prime powers. A matrix H ∈ Fl+h
q is Fl

p-hiding
if the distribution of H · v is independent from v[1,l] for a uniformly random
v ∈ Fl+h

p . Equivalently, if H′ ∈ F(s·k)×(l+h)
p is H reinterpreted as an Fp-linear

map, the the column space of H′ must equal the column space of H[l+1,l+h]. A
hash family H ⊆ Fs×(l+h)

q is Fl
p-hiding if every H ∈ H is Fl

p-hiding.

A.3 Definitions of Some Functionalities

In this section, we provide details of all the functionalities mentioned in Section 2.
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Functionality 1: Fp,r
VOLE

The functionality runs between two parties P and V and the adversary A. The
Initialize phase is run once only.

– Initialize: Upon receiving (init) from P and V, sample ∆ ← Fpr if V is
honest, and receive ∆ ∈ Fpr from the adversary A otherwise. Store ∆ and
send it to V.

– Extend: Upon receiving (extend, l) from P and V, do as follows:
• If V is honest, sample K← Fl

pr . Otherwise, receive K ∈ Fl
pr from A.

• If P is honest, sample u ← Fl
p and compute M := K − ∆ · u ∈ Fl

pr .
Otherwise, receive u ∈ Fl

pr and M ∈ Fl
pr from A, and then recompute

K := M+∆ · u.
• Send (u,M) to P and K to V.

Functionality 2: Fp,r
VOPE

The functionality runs with two parties P and V and the adversary A. The
Initialize phase is run once only.

– Initialize: Upon receiving (init) from P and V, sample ∆ ← Fpr if V is
honest, and receive ∆ ∈ Fpr from the adversary A otherwise. Store ∆ and
send it to V.

– Generate VOPE: Upon receiving (VOPE, d) from P and V, do as follows:
• If V is honest, sample B ← Fpr . Otherwise, receive B ∈ Fpr from A.
• If P is honest, sample Ai ← Fpr for i ∈ [d] and compute A0 :=

B −
∑

i∈[d] Ai ·∆i. Otherwise, receive {Ai}i∈[0,d] with Ai ∈ Fpr from
A, and recompute B :=

∑
i∈[0,d] Ai ·∆i.

• Send {Ai}i∈[0,d] to P and B to V.

Functionality 3: Fp,q,S∆,C,l,L
sVOLE

The functionality interacts with a sender P, a receiver V and an adversary
A. It is parametrized by integers l and p, q, such that q = pk, as well as an
[nC , kC, dC ]p linear code C over Fp with a generator matrix GC ∈ FkC×nC

p .

1. Upon receiving (init) from the prover P and the verifier V, sample U ←
Fl×kC
p , V← Fl×nC

p and ∆← S∆ ⊆ FnC
q and set Q := V +UGCdiag(∆).

– If P is corrupt, receive U,V from the adversary A, and recompute Q
as above.

– If V is corrupt, receive ∆,Q from the adversary A, and compute
V := Q−UGCdiag(∆).

– Send (U,V) to P.
– If P is corrupt, receive a leakage query L ∈ L from A.

2. Upon receiving (get) from V, if ∆ /∈ L, send (check-failed) to V and abort.
Otherwise, send (∆,Q) to V.
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Functionality 4: F t
dD-ZK

Upon receiving (prove, {fi}i∈[t], w1, . . . , wl) from P and (prove, {fi}i∈[t]) from
V, where {fi}i∈[t] are degree at most d polynomials over l variables. If
fi(w1, . . . , wl) = 0 for all i ∈ [t], the functionality sends true to V. Otherwise, it
sends false to V.

B Deferred Security Proof of Theorem 1

Proof. In the following, we construct simulators for the malicious prover and
verifier cases to argue soundness and zero-knowledge properties respectively.

Malicious Prover. The simulator interacts with adversary A as follows:

1. S emulates Fp,q,S∆,CRep,l+(d−1)rτ
sVOLE for A by sampling τ uniform values ∆i ∈ Fτ

q ,
receiving u ∈ Fl+(d−1)rτ

p and V ∈ F(l+(d−1)rτ)×τ
q from A, and computing

Q = V + uGCdiag(∆).

2. When A sends d ∈ Fl
p in step 2 of Round 1, S recovers w = d+ u[1,l].

3. S then executes the rest of the protocol as an honest verifier, randomly
sampling the t challenges χi ∈ Fτ

q and using ∆ and Q as defined during the
emulation of Fp,q,S∆,CRep,l+(d−1)rτ

sVOLE to execute the verification step. If the check
at step 6 of the verification fails, then S returns w =⊥ to the functionality;
if it passes, S outputs w as a valid witness.

Due to the honest sampling of the ∆i and χi values, the view of A simulated by
S has the identical distribution as its view in the real-world execution. Whenever
a real-word verifier rejects A’s proof, the ideal-world verifier rejects as well since
S return ⊥. Thus, it only remains to bound the error probability ϵ of a real-world
verifier accepting the proof when in fact the witness w extracted by S does not
satisfy the constraint system fi.

Let fi(w) = yi for some yi ∈ Fpk , for each i ∈ [t], where w is extracted from
A by S as above. According to the definition of ci(∆) for i ∈ [t], we have:

ci(∆) = f̄i(w) ·∆d +

d−1∑
j=0

Ai,j ·∆j

= yi ·∆d +

d−1∑
j=0

Ai,j ·∆j

where the embedding constraints f̄i ∈ Fqτ [X1, . . . , Xl] produce an embedded
yi ↪→ Fqτ .

In step 3 of Round 3, S receives ã′0 = ã0 + e0, . . . , ã
′
d−1 = ãd−1 + ed−1 from

A, where ã0, . . . , ãd−1 are computed with w and the additional (d− 1)rτ sVOLE
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correlations used for {u∗j ,v∗j}j∈[1,d−1] as well as {A∗i }i∈[0,d−1], and e0, . . . , ed−1 ∈
Fqτ are error terms chosen by A. By expanding the computation of c̃, we have:

c̃ =
∑
i∈[t]

χi · ci(∆) +B∗

=
∑
i∈[t]

χi · (yi ·∆d +

d−1∑
j=0

Ai,j ·∆j) +

d−1∑
j=0

A∗j ·∆j

= ∆d ·
∑
i∈[t]

yiχi +∆d−1 · (
∑
i∈[t]

Ai,d−1χi +A∗d−1) + . . .+ (
∑
i∈[t]

Ai,0χi +A∗0)

= ∆d ·
∑
i∈[t]

yiχi +∆d−1 · (ã′d−1 − ed−1) + . . .+ (ã′0 − e0).

If the real-word verifier accepts the proof, then it must hold that c̃ =
∑d−1

j=0 ã
′
j ·∆j .

Therefore, we have the following:

∆d ·
∑
i∈[t]

yiχi − (∆d−1ed−1 + . . .+∆ · e1 + e0) = 0. (27)

If the random choice of χi leads to
∑

i∈[t] yiχi = 0, then the optimal strategy for
the prover is to set e0 = 0, . . . , ed−1 = 0, i.e., compute {ãi}i∈[0,d−1] honestly. This
ensures that (27) will hold with probability 1 for any value of ∆. By assumption
that the extracted witness w does not satisfy the constraint system, there exists
at least one yi ̸= 0. Then the probability that

∑
i∈[t] yiχi = 0 is at most 1/prτ ,

since χi ∈ Fqτ are sampled uniformly at random after the yi are committed to.
If
∑

i∈[t] yiχi ̸= 0, then equation (27) can be solved for at most d values of ∆
by the simulator based on the values it received from A. If there are no solutions,
S aborts; otherwise, it submits the solution(s) ∆ ∈ Fτ

q to its internally simulated
FsVOLE which aborts if they differ from the sampled values. The probability that
the solutions to equation (27) will equal the sampled ∆ is at most d · |S∆|−1,
since ∆← S∆ uniformly at random and it is kept secret from A.

Using the union bound, we conclude that the soundness error is upper bounded
by 1/prτ + d|S∆|−1.
Semi-honest Verifier. The simulator interacts with adversary A as follows:

1. S emulates Fp,q,S∆,CRep,l+(d−1)rτ
sVOLE for A by receiving τ uniform values ∆i ∈ Fq

and l + (d− 1)rτ outputs Q ∈ F(l+(d−1)rτ)×τ
q .

2. S then simulates Round 1 of the prover by sending l uniform values d ∈ Fl
p

to A.
3. To simulate {ãi}i∈[0,d−1] in step 3 of Round 3, S first computes c̃ based on

the received ∆ and Q. Subsequently, it samples ã1, . . . , ãd−1 at random and
sets ã0 = c̃− (ã1 ·∆+ . . .+ ãd−1 ·∆d−1). Then, S sends {ãi}i∈[0,d−1] to A.

Note that u and V are kept secret from A. Therefore, we conclude that the
view of A in the simulation is indistinguishable from the real-world execution.
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C Ring, Group, and Attribute-Based Signature Schemes

In this section, we recall the RS scheme, the GS scheme proposed by Nguyen et
al. [71], and the FDABS scheme by Ling et al. [58]. Before that, we recall the
definitions of them as put forward in [15,48], [13], and [58].

C.1 Definition of Ring Signatures

A ring signature scheme RS = (RSetup,RKgen,RSign,RVerify) consists of a
quadruple of polynomial-time algorithms defines as follows.

RSetup(1λ). On input the security parameter 1λ, output the public parameter
pp available to all users.

RKgen(pp). On input pp, output a pair of public key and the corresponding
secret signing key (pk, sk).

RSign(pp, (sk,M,R)). Take as inputs pp, sk, a message M ∈ {0, 1}∗ and a ring
R = (pk0, . . . , pkN−1). Output a ring signature Σ on M with respect to the
ring R.

RVerify(M,R,Σ). The deterministic algorithm verifies a purported ring signature
Σ on the message M with respect to the ring of public keys R. It outputs 1
if accepting and 0 if rejecting the ring signature.

Definition 7 (Correctness). A ring signature (RSetup,RKgen,Rsign,RVerify)
is correct if for any pp ← RSetup(1λ), any (pk, sk) ← RKgen(pp), any R such
that pk ∈ R, any M ∈ {0, 1}∗, we have RVerify

(
M,R,RSign(pp, (sk,M,R))

)
= 1.

A ring signature is considered secure if it satisfies two key properties: un-
forgeability with respect to insider corruption, and statistical anonymity. The
unforgeability with respect to insider corruption ensures that it is infeasible to
forge a ring signature without controlling one of the ring members. The statistical
anonymity requirement dictates that signatures generated by two adversarially
chosen key are statistically indistinguishable. Readers are referred to [15,48] for
formal definitions.

C.2 Definition of Group Signatures

A group signature scheme GS = (GKey,GSign,GVerify,GOpen) consists of four
polynomial-time algorithm defined as follows.

GKey(1λ, 1N ). On inputs the security parameter λ and the group size N , it
returns a tuple (gpk, gmsk,gsk) where gpk is the group publik key, gmsk is
the group manager’s secret key, and gsk is an N -vector of keys with gsk[i]
being a secret signing key for signer i ∈ [0, N − 1].

GSign(gpk, gsk[i],M). On inputs gpk, gsk[i] for some signer i ∈ [0, N − 1] and a
message M , it outputs a group signature Σ of M under gsk[i].

GVerify(gpk,M,Σ). On inputs gpk,M,Σ, the deterministic group verify algo-
rithm outputs 1 if the signature is valid or 0 otherwise.
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GOpen(gpk, gmsk, Σ,M). On inputs gpk, gmsk, Σ,M , the deterministic opening
algorithm returns an identity i or ⊥ to indicate failure.

Definition 8 (Correctness). A group signature is correct if for all λ,N ∈ N,
all (gpk, gmsk,gsk)← GKgen(1λ, 1N ), for any i ∈ [0, N−1] and any M ∈ {0, 1}∗,
the following conditions hold:

GVerify
(
gpk,M,GSign(gpk, gsk[i],M)

)
= 1 and

GOpen
(
gpk, gmsk,GSign(gpk, gsk[i],M),M

)
= i.

We say that Σ is a true signature of M if there exists i ∈ [0, N − 1] such that
Σ ∈ {GSign(gpk, gsk[i],M)}. The first equation requires that true signatures
are always valid, and the second equation requires that the opening algorithm
correctly recovers the identity of signer from a true signature.

A group signature is considered secure if it satisfies two key properties:
full-anonymity (or CCA2-anonymity) and full-traceability. The full-anonymity
requirement states that it is infeasible for any probabilistic polynomial-time
(PPT) adversary to distinguish which of two signers of its choice signed a targeted
message. This must hold even if the adversary has access to all group members’
secret keys, can choose the message to be signed, and can query the opening oracle
for any signature except the challenge one. The full-traceability property ensures
that it is infeasible for any PPT adversary to output a valid group signature that
either fails in the opening algorithm or that is traced to a user who is not in the
coalition set. This must hold even if the adversary is able to corrupt the group
manager. Readers are referred to [13] for formal definitions.

C.3 Definition of Fully Dynamic Attribute-Based Signatures

Let X be the universe of possible attributes and P = {P : X → {0, 1}} be a
policy family. We say an attribute x ∈ X satisfies a policy P ∈ P if P (x) = 1.

An FDABS scheme consists of the following polynomial-time algorithms.

Setupinit(1
λ): Run by a trusted authority, this algorithm generates public param-

eter pp that specifies attribute space X , a policy family P, a time space T ,
and a message space M.

Setupauth(pp): This algorithm is run by an attribute-issuing authority. It outputs
a key pair (mpk,msk) and initialize system information info0 and a public
registration table reg.

AttrGen(msk, x, infoτcurrent , reg): This algorithm is invoked by a user who wishes
to join the system. It is run by the authority who will generate an attribute
key (or a signing key) skx to the user. The authority will then add a new
record to the table reg.

Update(msk,S, infoτcurrent
, reg): This algorithm is run by the authority who will

advance the epoch and update system information. Given the inputs, the
authority computes new system information infoτnew and may also update
reg.
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Sign(skx,M, P, infoτ ): This algorithm is run by the user who possesses the signing
key skx. Given skx, a message M ∈M, a policy P ∈ P , and infoτ , it returns
a signature Σ.

Verify(M,P, infoτ , Σ): This algorithm is run by any verifier. Given the inputs,
it outputs a bit indicating the validity of signature Σ on message M with
respect to policy P and system information infoτ .

Informally speaking, an FDABS scheme is correct if any honestly generated
signature is deemed valid. Security requirements of FDABS then consist of privacy
and unforgeability. Privacy demands that signatures do not give away additional
information on the attribute except that it satisfies the policy. Unforgeability
requires that no colluding set of signers can create valid signatures with respect
to a policy with which they are not supposed to sign. Formal definitions are given
in [58].

C.4 Code-Based Ring Signature Scheme by Nguyen et al.

We recall the RS scheme proposed by Nguyen et al. [71] in the following. However,
we do not include the details of how the signing algorithm RSign generates a
proof Πring. This is where we differ from [71].

RSetup(1λ). Let λ be the security parameter, choose n = O(λ), c = O(1) and
m = 2 · nc · 2

c. Sample a uniformly random matrix B
$←− Fn×m

2 , and return
pp = {n, c,m,B}.

RKgen(pp). On input pp, choose an uniformly random vector x = (x0∥x1)
$←− F2n

2 ,
generate d = hB(x0,x1) ∈ Fn

2 , and output (pk, sk) = (d,x).
RSign(pp, (sk,M,R)). It takes as inputs pp, sk, a message M ∈ {0, 1}∗, and a

ring R = (d0, . . . ,dN−1), and outputs a ring signature Σ on M . Specifically,
let sk = (x0∥x1) ∈ F2n

2 such that d = hB(x0,x1) ∈ R. This algorithm then
performs the following steps.

1. First, run the algorithm TAcc(R) to build a Merkle tree, obtaining an
accumulated value u ∈ Fn

2 .
2. Next, run the algorithm TWitGen(R,d) to obtain the corresponding

witness

w =
(
(j1, . . . , jℓ)

⊤, (wℓ, . . . ,w1)
)
∈ {0, 1}ℓ ×

(
Fn
2

)ℓ
,

indicating that d is accumulated in the root u.
3. Generate a non-interactive ZK proof Πring to show the possession of a

valid pair (pk, sk) = (d,x) such that d is correctly accumulated in u in
the Merkle tree.

4. Output Σ = Πring.

RVerify(M,R,Σ). On input pp, a message M , a ring R = (d0, . . . ,dN−1) and a
signature Σ, the algorithm outputs 0/1 as follows:
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1. Build a Merkle tree based on the ring R, i.e., run the algorithm TAcc(R)
to compute the root u.

2. Verify the validity of the proof Πring. Return 1 if Πring is valid, and 0
otherwise.

Theorem 2 ([71]). The above RS scheme is correct. If 2-RNSDn,2n,c problem
is hard and the supporting zero-knowledge protocol is witness indistinguishable,
then the RS scheme provides unforgeability with respect to insider corruption and
anonymity in the random oracle model.

C.5 Code-Based Group Signature Scheme by Nguyen et al.

We now describe the code-based GS scheme proposed in [71] with one difference
that we employ a variant of randomized McEliece encryption with regular noise
within the scheme. In addition, we do not include the details of how the signing
algorithm GSign generates a proof Πgroup. In deed, this would be where we differ
from [71].

GKgen(1λ, 1N ). On input the parameters 1λ, 1N , the algorithm samples a uni-
formly random matrix B

$←− Fn×m
2 . Then it performs as follows to get the

group public key, group manager’s secret key and secret signing key for each
group user.
1. For each j ∈ [0, N−1], sample a random binary vector xj = (xj,0∥xj,1)

$←−
F2n
2 and compute di = hB(xj,0,xj,1) ∈ Fn

2 . {dj}N−1j=0 should be pair-
wise distict, otherwise restart the process. Then define the set R =
(d1, . . . ,dN−1).

2. Run algorithm TAcc(R) to build a Merkle tree based on R and the hash
function hB, and obtain the accumulated value u ∈ Fn

2 .

3. Let ℓ = ⌈logN⌉. For each j ∈ [0, N − 1], let (j1, . . . , jℓ)
⊤ be the binary

representation of j. Run the algorithm TWitGen(R,dj) to output a
witness w(j) of dj such that dj is correctly accumulated in u.

w(j) =
(
(j1, . . . , jℓ)

⊤ ∈ {0, 1}ℓ, (w(j)
ℓ , . . . ,w

(j)
1 ) ∈ (Fn

2 )
ℓ
)
.

Then define gsk[j] = (xj ,dj , w
(j)).

4. Run ME.KeyGen(ne, ke, te) twice to obtain two key-pairs (pkME
(1) = G1 ∈

Fne×ke
2 , skME

(1)) and (pkME
(2) = G2 ∈ Fne×ke

2 , skME
(2)).

5. Output

gpk := {B,u,G1,G2}; gmsk := skME
(1); gsk := (gsk[0], . . . , gsk[N− 1]).

GSign(gpk, gsk[j],M). On input M ∈ {0, 1}∗ and the user’s secret signing key
gsk[j] = (xj ,dj , w

(j)), where w(j) =
(
(j1, . . . , jℓ)

⊤, (w
(j)
ℓ , . . . ,w

(j)
1 )

)
, the user

performs as follows:
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1. Encrypt the identity bin(j) = (j1, . . . , jℓ)
⊤ ∈ {0, 1}ℓ twice using the

variant of randomized McEliece encryption scheme. More precisely, for
each i ∈ {1, 2}, sample ri

$←− Fke−ℓ
2 , e′i

$←− Fk
2 and compute

ci = Gi ·
(

ri
bin(j)

)
⊕ RE(e′i) ∈ Fne

2 .

2. Generate a non-interactive ZK proof Πgroup to show the possessions of a
valid tuple τ = (xj ,dj , w

(j), r1, e
′
1, r2, e

′
2), where

xj = (xj,0 ∥ xj,1) and w(j) =
(
(j1, . . . , jℓ)

⊤, (w
(j)
ℓ , . . . ,w

(j)
1 )

)
,

such that:
(a) hB(xj,0,xj,1) = dj and TVerify(u,dj , w

(j)) = 1.
(b) c1 and c2 are both correct encryptions of bin(j) = (j1, . . . , jℓ)

⊤

with randomness (r1, e
′
1) ∈ Fke−ℓ

2 × Fk
2 and (r2, e

′
2) ∈ Fke−ℓ

2 × Fk
2 ,

respectively.
3. Output the group signature Σ = (Πgroup, c1, c2).

GVerify(gpk,M,Σ). Given the pair (M,Σ) with Σ = (Πgroup, c1, c2), this algo-
rithm simply verifies the validity of Πgroup. Return 1 if Πgroup is valid, and 0
otherwise.

GOpen(gpk, gmsk, Σ,M). On input gmsk = skME
(1) and a group signature Σ on

message M , this algorithm proceeds as follows:

1. Return ⊥ if GVerify(gpk,M,Σ) = 0.

2. Run ME.Dec(skME
(1), c1) to decrypt c1. If decryption fails, return ⊥.

Otherwise, let p = (j′1, . . . , j
′
ℓ)
⊤ ∈ {0, 1}ℓ be the result of decryption.

3. Output the index j ∈ [0, N−1] that has binary representation (j′1, . . . , j
′
ℓ)
⊤.

Theorem 3 ([71]). The above GS scheme is correct. If 2-RNSD problem is hard,
the variant of McEliece cryptosystem with regular noise is CPA-secure, and the
supporting ZK protocol is simulation-sound, then the GS satisfies full traceability
and full anonymity in the random oracle model.

C.6 Code-Based Fully Dynamic Attribute-Based Signature Scheme
by Ling et al.

In this section, we describe a variant of the FDABS scheme by Ling et al. [58]
by degrading their QROM security to ROM security. Except with the difference,
the following are taken verbatim from [58].

Setupinit(1
λ): Given the security parameter 1λ, this algorithm performs the

following steps.
– Let L = poly(λ) be a positive integer. It then specifies the time space
T = {0, 1, 2, 3, . . .}, the message spaceM = {0, 1}∗, the attribute space
X = {0, 1}L, and the policy family P = {P : X → {0, 1}} that consists
of all possible polynomial-size Boolean circuits with L-bit input.
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– Specify an integer ℓ = ℓ(λ) that determines the maximum number
N = 2ℓ = poly(λ) of potential attributes.

– Choose n = O(λ), c = O(1) such that c divides both L and n and set
m = 2 · 2c · nc .

– Sample a random matrix B
$←− Zn×m

2 that specifies a hash function hB

as in Definition 3.
– Choose k ≥ n+ 2λ+O(1) such that c divides k. Let m0 = 2c · L/c and

m1 = 2c · k/c. Sample C0
$←− Zn×m0

2 and C1
$←− Zn×m1

2 that specifies a
statistically hiding and computationally binding commitment scheme.

– Let COM : {0, 1}∗ × {0, 1}k → {0, 1}n be the extended commitment
scheme as described in Sextion 2.3.

– Pick a secure hash function HFS : {0, 1}∗ → 1, 2, 3κ, where κ = O(λ) to
be modelled as a random oracle in the Fiat-Shamir heuristic [45].

It then outputs public parameter

pp = {L, T ,M,X ,P, ℓ,N, n, c,m, k,m0,m1,B,C0,C1,COM,HFS}.

Setupauth(pp): This algorithm is run by the attribute-issuing authority. On input
parameter pp, it runs (mpk,msk)← AuthGen(pp). In addition, it initializes
the following.
– A registration table reg := (reg[0], . . . , reg[N−1]) so that reg[i][1] = 0n,

reg[i][2] = −1, and reg[i][3] = −1 for all i ∈ [0, N − 1]. Looking ahead,
reg[i][1] will store a (non-zero) commitment of an attribute while reg[i][2]
and reg[i][3] represent the epochs an attribute is enrolled in and removed
from the system, respectively.

– A Merkle treeMT built on top of reg[0][1], reg[1][1], . . . , reg[N − 1][1].
We remark that this MT is all-zero at this stage. However, it will be
eventually updated either when an attribute is enrolled in or revoked
from the system.

– A counter of enrolled attributes j := 0, initial time epoch τ = 0, and
initial system information info0 = ∅.

The authority will then publish public key mpk and broadcast reg and info0
while keeping MT and j for itself. We assume that both reg and info are
visible to everyone but only editable by a party who owns msk. It is further
required that one can efficiently verify the well-formedness of reg and info.

AttrGen(msk,x, infoτcurrent
, reg): When a user requests an attribute key for his

provided attribute x ∈ {0, 1}L at current epoch τcurrent, the authority executes
this algorithm and proceeds as follows.
1. Issue an identifier for this attribute x as the binary representation of j,

denoted as bin(j) ∈ {0, 1}ℓ.
2. Sample randomness r

$←− {0, 1}k and compute a commitment of x as
d = C0 · RE(x) ⊕C1 · RE(r). Repeat the process until the weight of d
is odd. Return skx = (x, r, bin(j)) to the user. From now on, we write
skxj = (xj , rj , bin(j)) to distinguish signing keys of different attributes.
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3. Update MT by running the algorithm TUpdateB(bin(j),d), register the
attribute to reg as reg[j][1] = d, reg[j][2] = τcurrent, and increase the
counter j to j + 1.

Update(msk,S, infoτcurrent , reg): This algorithm is run by the authority to update
the system and advance the epoch. Let S = {xi1 , . . . ,xir} contain attributes
to be revoked. If there exists t ∈ [1, r] so that IsActive(xit , infoτcurrent) = 0,
this algorithm aborts. Otherwise it performs the following steps.
1. For each t ∈ [1, r], run TUpdateB(bin(it),0

n) to update MT and set
reg[it][3] = τnew.

2. Note that all the zero leaves in updated MT are associated with either
revoked attributes or potential attributes that have not registered to the
system yet. In other words, only active attributes have their odd-weight
commitments, denoted as {dj}, accumulated in the root uτnew of the
updated tree.
For each j, let w(j) ∈ Zℓ

2 × (Zn
2 )

ℓ be the witness for the fact that dj

is accumulated in uτnew . (This can be obtained by running algorithm
TWitGenB as described in Section 2.4). The authority then announces
the updated system information as

infoτnew = (uτnew , {w(j)}j).

As commented by the authors, it is unnecessary for a signer or a verifier to
download infoτnew

as a whole. In fact, a signer with an active attribute only
needs to download its corresponding witness w(j) of O(λ · ℓ) bits once so as to
sign messages at time τnew. Meanwhile, it suffices for a verifier to download
uτnew

of O(λ) bits to verify all signatures associated with τnew.
Sign(skxj ,M, P, infoτ ): This algorithm is run by a user possessing an attribute

key skxj = (xj , rj , bin(j)) who wishes to sign a message with respect to a
policy P . It aborts if P (xj) = 0 or infoτ does not include a witness containing
bin(j). Otherwise, it proceeds as below.
1. Download uτ and the witness w(j) = (bin(j), (wℓ, . . . ,w1)) from infoτ .
2. Generate a proof to show the possession of tuple

ξ = (dj ,xj , rj , bin(j),wℓ, . . . ,w1) (28)

such that
(a) dj is correctly accumulated in the root uτ , i.e.,

TVerifyB(uτ ,dj , bin(j), (wℓ, . . . ,w1)) = 1.

(b) dj is an odd-weight commitment of xj , i.e.,

dj = C0 · RE(xj)⊕C1 · RE(rj) and wt(dj) = 1 mod 2.

(c) The attribute xj satisfies the claimed policy P . In other words,
P (xj) = 1.
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3. Let the resultant proof be Π. Return signature as Σ = Π.
Verify(M,P, infoτ , Σ): This algorithm checks the validity of the message signature

pair (M,Σ) with respect to the policy P and time epoch τ . It returns 1 if Π
is valid, and 0 otherwise.

Theorem 4 ([58]). The above FDABS scheme is correct. If the supporting
ZK protocol is ZK and sound, the Merkle tree accumulator is secure, and the
commitment scheme used to commit the attributes is statistically hiding and com-
putationally binding, then the FDABS scheme satisfies privacy and unforgeability.
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