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Abstract. Probabilistic data structures (PDS) are compact representa-
tions of high-volume data that provide approximate answers to queries
about the data. They are commonplace in today’s computing systems,
finding use in databases, networking and more. While PDS are designed
to perform well under benign inputs, they are frequently used in appli-
cations where inputs may be adversarially chosen. This may lead to a
violation of their expected behaviour, for example an increase in false
positive rate.

In this work, we focus on PDS that handle approximate membership
queries (AMQ). We consider adversarial users with the capability of mak-
ing adaptive insertions, deletions and membership queries to AMQ-PDS,
and analyse the performance of AMQ-PDS under such adversarial inputs.

We argue that deletions significantly empower adversaries, presenting a
challenge to enforcing honest behaviour when compared to insertion-only
AMQ-PDS. To address this, we introduce a new concept of an honest
setting for AMQ-PDS with deletions. By leveraging simulation-based
security definitions, we then quantify how much harm can be caused
by adversarial users to the functionality of AMQ-PDS. Our resulting
bounds only require calculating the maximal false positive probability
and insertion failure probability achievable in our novel honest setting.

We apply our results to Cuckoo filters and Counting filters. We show
how to protect these AMQ-PDS at low cost, by replacing or composing
the hash functions with keyed pseudorandom functions in their construc-
tion. This strategy involves establishing practical bounds for the proba-
bilities mentioned above. Using our new techniques, we demonstrate that
achieving security against adversarial users making both insertions and
deletions remains practical.
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1 Introduction

Probabilistic data structures (PDS) are widespread in today’s data-driven world.
They find a multitude of uses across our computing systems, in databases, net-



working and communication. By compactly representing data, they offer im-
proved efficiency, with the tradeoff of providing approximate (rather than exact)
answers to queries about the data.

Each PDS is specifically designed to answer certain kinds of queries. An im-
portant category of PDS is those providing approximate answers to membership
queries, i.e. “is an element z a member of a set S?”. We refer to this category
as AMQ-PDS, which are the focus of this work. Examples of AMQ-PDS include
Bloom filters [5], Counting filters [12] and Cuckoo filters [10]. While Bloom fil-
ters only support insertions of elements into the set, Counting and Cuckoo filters
also allow elements to be deleted. Other categories of PDS include frequency es-
timators such as Count-Min sketches [9] and Heavy Keepers [17], and cardinality
estimators such as HyperLogLog [14] and KMV sketches [3].

PDS find a myriad of applications, from estimating the number of distinct
Google search queries [19] and detecting anomalies in network traffic [17, 22] to
building privacy-preserving recommendation systems [28]. AMQ-PDS are bene-
ficial for database query speedup [34], spam detection [38], resource and packet
routing in networks [6], certificate revocation systems [23], DNA sequence anal-
ysis [37, 29], and more [26]. In particular, AMQ-PDS that support deletions,
such as Counting and Cuckoo filters, are useful for cache sharing among web
proxies [12], speedup of post-quantum TLS handshakes [36], efficient certificate
revocation checking [35], mobile private contact discovery [20, 18], and fighting
fake news [25].

The wide deployment of PDS across applications, however, comes with an
increasing risk of adversarial interference. By carefully choosing inputs, malicious
users can force specific elements to become false positives in AMQ-PDS [16],
cause frequencies of elements to be overestimated [8, 27|, or artificially inflate
cardinality estimates [33], for example. This leads to dangerous consequences for
the use of PDS in practice. In spite of this, such adversarial settings are typically
not covered by the performance guarantees of PDS; their expected behaviour
is characterised assuming honest inputs. To protect PDS against adversarial
influence, cryptographic techniques can be a powerful tool. Combining PDS with
cryptography results in a significant new research area with many critical open
questions.

1.1 Owur Contributions

In this paper, we study the correctness of AMQ-PDS in adversarial settings.
We focus on malicious users interacting with an AMQ-PDS hosted by an honest
service provider. In practice, users interact with the AMQ-PDS through an API,
allowing dynamic updates to the stored dataset, through insertions and deletions,
as well as membership queries. In this work, we address how malicious users can
leverage adaptive insertions, membership queries and deletions to manipulate
the performance of AMQ-PDS. We will argue that deletions, in particular, are a
powerful tool for adversaries. While we focus on two commonly used AMQ-PDS,
Cuckoo filters [10] and Counting filters [12], our definitions are general and can
be applied to a broad range of AMQ-PDS.



Syntax for AMQ-PDS. Inspired by [13, 8], we establish a syntax for AMQ-PDS
that support insertions, deletions and membership queries. We identify consis-
tency rules for the behaviour of AMQ-PDS, satisfied by Counting and Cuckoo
filters, that will allow us to prove results on their adversarial correctness.

Simulation-based framework. We employ a simulation-based approach [24] to
define security, following recent work [13, 33]. In this approach, the adversary is
modelled as interacting with the AMQ-PDS in either a “real world” or an “ideal
world”. In the real world, the adversary has access to the AMQ-PDS through
an API that allows it to insert and delete items, and make membership queries.
In the ideal world, the adversary instead interacts with a simulator that models
honest behaviour of the AMQ-PDS. At the end of its execution, the adversary
produces an output, which is used to distinguish between the two worlds. By
quantifying the distance between the worlds, we bound how much harm the
adversary can do in the real world by relating it to the honest operation of the
AMQ-PDS in the ideal world.

Simulation-based security definitions are traditionally used to analyse no-
tions of privacy (for example, in searchable encryption [7]), where the simulator
is given some leakage. By proving that the two worlds are indistinguishable, one
concludes that the adversary can only learn this leakage, which is deemed ac-
ceptable. In contrast, our approach does not require indistinguishability between
the worlds in order to give useful bounds; we will show how they can be used to
set parameters for secure PDS in practice.

The power of the simulation-based approach in analysing correctness is that
it covers all adversarial goals, in contrast to the game-based approach with a
specific adversarial goal [8]. In practice, this means that one only needs to com-
pute the probability of achieving a particular goal in the honest setting (which
is well-studied in the PDS literature), in order to upper bound the probability
of achieving it in the adversarial setting.

Adversarial correctness for AMQ-PDS with insertions and deletions. To analyse
adversarial correctness using the simulation-based approach, the first question
to address is how to define “honest” behaviour. Allowing deletions (in addition
to insertions and membership queries), however, introduces substantial hurdles.

In [13], the notion of a non-adversarially-influenced (NAI) state was proposed
for insertion-only AMQ-PDS. Intuitively, this captures the idea that the state of
an AMQ-PDS can be thought of as honest if one cannot predict the effect of each
insertion on the state, prior to the insertion. To achieve this for many prominent
AMQ-PDS, one can replace the hash functions used in their constructions with
keyed Pseudo-Random Functions (PRFs).

With deletions, however, the above idea no longer suffices to capture honesty.
The ability to delete elements after inserting them means that an adversary
could effectively reset the state if not satisfied. For example, consider cache
summarisation for content routing [1, 12]. Here, an element is automatically
added to or removed from the filter whenever the cache is updated. The cache’s
size poses a natural bound on the number of elements the filter stores. So, the



attacker might want to force removal of elements that do not contribute to its
goal of, for example, increasing the false positive probability (FPP) or making a
specific target a false positive. The former significantly increases time for content
retrieval on average, while the latter substantially increases retrieval time of the
targeted content. While such a final state satisfy insertion unpredictability, it
would still be adversarially influenced. Therefore, the deletion functionality of
AMQ-PDS forms an intrinsic barrier to enforcing honesty.

Further, another complication arises from false negatives. While insertion-
only AMQ-PDS may have false positives (elements that appear to be in the set
when they have not been inserted), deletions may also lead to false negatives
(elements that appear to not be in the set when they have not been deleted).
The FPP of AMQ-PDS is typically well-characterised; false negatives, which can
arise (for example) through deleting elements that were never inserted, are often
assumed not to occur under honest operation. In an adversarial setting, we can
no longer assume this.

We circumvent these obstacles by proposing a new notion of honesty for
AMQ-PDS with both insertions and deletions, which we call NAT*. We show that
building a simulator that satisfies NAT* suffices to analyse adversarial correctness
for our AMQ-PDS of interest.

Our results show how to provably protect AMQ-PDS by replacing or com-
posing public hash functions with PRFs and giving concrete bounds on the
probability of achieving any adversarial goal through adaptive queries. Practi-
tioners can use our concrete bounds to set AMQ-PDS parameters that guarantee
security even with adversarial users. This is in contrast to how parameters are
currently set in practice, with bounds on (for example) FPP being easily violated
through precomputation attacks (on public hash functions). Using our results,
practitioners can guarantee that FPP will stay below a certain threshold even
with adaptive queries. This extends to any adversarial goal, e.g. creating false
negatives, causing insertion failures. By showing how to ensure AMQ-PDS be-
have as expected even with malicious users, our work impacts any application of
AMQ-PDS - in particular, applications requiring dynamic deletions, insertions
and membership queries (e.g. cache sharing, coupon validation, etc.).

We emphasise that our focus is on users exploiting the API that allows inter-
action with an AMQ-PDS hosted by an honest service provider. To our knowl-
edge, such an API typically does not allow users to view its internal state, e.g.
[2]. Of course, in a different adversarial scenario with a compromised service
provider, users could gain access to the state. While out of scope in this work,
we later discuss why our results are not directly applicable to such a setting in
Remark 3.

Analysis of Counting and Cuckoo filters. We conclude by providing a concrete
evaluation of our security theorems by analysing Counting and Cuckoo filters.
The usage of public hash functions in their original formulations leads to vulnera-
bilities from precomputation attacks [16, 8]. Using our theorems, we demonstrate
how to provably protect them by replacing or composing the hash functions with
PRFs (at the cost of needing secure key management). This requires deriving



novel bounds on their NAT* false positive probability, as well as their NAT* in-
sertion failure probability, both of which we show how to upper bound using
results from the (insertion-only) AMQ-PDS literature.

Finally, we investigate the impact of our analysis for choosing appropriate
parameters to secure AMQ-PDS in practice. Our results illustrate that protect-
ing AMQ-PDS against adversarial users who can harness their full functionality
is practical. Further, as a result of our new insights and techniques, extending
the user’s capabilities to include deletions does not compromise security.

1.2 Related Work

In [13], Fili¢ et al. proposed a simulation-based framework for analysing the
adversarial correctness and privacy of AMQ-PDS that only support insertions.
By building a simulator that models the non-adversarial operation of AMQ-PDS,
they derived bounds on the closeness of an adversarially generated state to that
of an honest one, applying their framework to derive correctness guarantees for
Bloom and insertion-only Cuckoo filters under adversarial inputs. In our work,
we use a similar methodology but cover the full functionality of AMQ-PDS, i.e.
allowing deletions as well as insertions. Thus, we solve an important question left
unanswered by their work, resulting in a more complete analysis of adversarial
correctness of AMQ-PDS.

A simulation-based approach was also employed in [33] to study the Hyper-
LogLog cardinality estimator in adversarial settings. While our proof technique
is conceptually similar, the types of queries supported by AMQ-PDS lead to
more powerful adversarial strategies, and thus a more complicated analysis.

The work of Clayton et al. [8] focused on the adversarial correctness of
AMQ-PDS Bloom and Counting filters. They examined an “l-thresholded” vari-
ant of Counting filters, where insertions are disallowed if more than ¢ counters are
set. Their approach utilised a game-based formalism, which required defining a
specific winning condition for the adversary, i.e. finding a certain number of false
positives or false negatives. We provide a more detailed comparison of our work
with [8] in Supplementary material C. A similar approach was adopted in [4]
with an adversary who tries to maximise the false positive rate of AMQ-PDS
by repeating membership queries. In contrast to these game-based methods, the
simulation-based formalism does not require specifying an adversarial goal. This
allows one to use our results to re-derive bounds for any specific adversary.

In [31, 32], Naor and Yogev studied the adversarial correctness of Bloom
filters, again using a game-based approach. Recent work by Naor and Oved [30]
further extended this to propose various robustness notions for Bloom filters.
However, their adversarial model is more restricted than ours, without the ability
to make adaptive insertions and membership queries. Further, as their focus is
on Bloom filters, deletions do not play a role.

In [39], Yeo analysed Cuckoo hash tables, which are closely related to Cuckoo
filters. However, they considered a static adversarial setting, where a set of el-
ements is inserted at the start, with a specific adversarial goal of causing the
insertion of this set to fail. In this work, we are interested in a more powerful



setting where adversaries can dynamically update the dataset and can have any
goal. Adversarial influence on the false positive rate of Cuckoo filters was studied
n [21], but in a similarly restricted adversarial model.

Therefore, in comparison to previous work, we are the first to rigorously anal-
yse adversarial correctness of Counting and Cuckoo filters in their full capability,
for any adversarial goal. This fills a significant gap in the literature.

For scenarios where the data itself is sensitive, studying privacy might also be-
come important. Leveraging the power of deletions to deduce information about
elements in Counting filters, [15] proposed attacks on their privacy. This high-
lights an intrinsic challenge in enforcing privacy for AMQ-PDS with deletions,
leaving the task an interesting open question.

1.3 Paper Organisation

We start with preliminaries in Section 2. In Section 3.1, we define the syntax for
AMQ-PDS with deletions, the notion of a non-adversarial setting, and properties
of our AMQ-PDS of interest. We analyse adversarial correctness in Section 4,
and discuss the usefulness of our results in practice in Section 5.

2 Preliminaries

Notation. We follow the notation of [13], repeated here for clarity. For an integer
m € Z>1, we write [m] to denote the set {1,2, ..., m}. We consider all logarithms
to be in base 2. Given two sets © and R, we define Funcs[®, ] to be the set
of functions from D to R. We write F <s Funcs[®, ] to mean that F is a

random function ® - 9. Given a set S , we denote the identity function over
S as Idg: S — S. For a probability distribution D, we write x <—s D to mean
that x is sampled according to D. We define the statistical distance between
two random variables X,Y with finite support D = Supp(X) = Supp(Y) as
SD(X,Y) = § Y. cp|Pr[X =z] = Pr[Y = 2]|. For a set S (resp. a list L), we
denote by |S| (resp. |L|) the number of elements in S (resp. L). A fixed-length
list of length s initialised empty is denoted by a < L*. We denote by load(a) the
number of set entries of a. To insert an entry x into the first unused slot in a we
write a’ <—aox such that ' =x L ... L with s—1 trailing 1s and load(a’) =1. A
further insertion a” < a’ ¢ y results in ' =xy L ... L with load(a”) = 2, and so
on. We refer to the i-th entry in a list a as a[i]. In algorithms, we assume that all
key-value stores are initialised with value L at every index, using the convention
that L < n, Vn € R, and we denote it as {}. For a key-value store a, we refer to
the value of the entry with key k as a[k]. We write variable assignments using
<, unless the value is output by a randomised algorithm, for which we use <s.

For a randomised algorithm alg, we write output < alg(input,, inputs, ...,
input,; r), where r € R denotes the coins that can be used by alg and R is the
set of possible coins. We may also suppress coins whenever it is notationally
convenient to do so. For a deterministic algorithm, r can be set to L. We remark
that the output of a randomised algorithm can be seen as a random variable over



EzphRF(B) Oracle RoR(z)

1 K<+sK; F<sFunc[®,R%] 1ifb=0: y+<+ Rx(z)
2 b+s{0,1}; b s BER 2 else : y <« F(x)

3 return v’ 3 return y

Fig.1: The PRF experiment.

the output space of the algorithm. Unless otherwise specified, we will consider
random coins to be sampled uniformly from R, independently from all other
inputs and/or state, and refer to such r as “freshly sampled”. If alg is given
oracle access to functions fi, ..., f,, we denote it by algfl"“f”.

We will consider AMQ-PDS that can store elements from finite domains ©
by letting ® = UL_ {0, 1}* for some large but finite value of L, say L = 2%4. In
our constructions, we will make use of pseudorandom functions, which we will
model as truly random functions to which the AMQ-PDS has oracle access.

Definition 1. Consider the PRF experiment in Fig. 1. We say a pseudorandom
function family R: K x® — R is (q,t,€)-secure if for all adversaries B running

i time at most t and making at most q queries to its RoR oracle in Ea:pﬁRF,

AdvbPE (B) == |Pr[V =1b=0] - Pr[b/ = 1|b=1]| <e.
We say B is a (¢,t)-PRF adversary.

3 AMQ-PDS

In this section, we formalise the syntax of AMQ-PDS and their behaviour under
non-adversarial inputs. We formally define our AMQ-PDS of interest, Counting
and Cuckoo filters, and discuss some common properties that they satisfy.

3.1 Syntax

We now define the syntax of an AMQ-PDS, extending that of [13] to include
deletions. Let IT be an AMQ-PDS. We denote its public parameters by pp, and
its state as o0 € X/, where X denotes the space of possible states of IT. The set of
elements that can be inserted into I7 is denoted by ®, unless stated otherwise.
We consider a syntax consisting of four algorithms:

— The setup algorithm o < setup(pp; r) sets up the initial state of an empty
PDS with public parameters pp; it will always be called first to initialise the
AMQ-PDS.

— The insertion algorithm (b, ¢’) <« ins(z, o; 7), given an element z € D,
attempts to insert it into the AMQ-PDS, and returns a bit b € {1, T} rep-
resenting whether the insertion was successful (b = T) or not (b = L), and
the state o’ of the AMQ-PDS after the insertion.



— The deletion algorithm (b, ¢’) + del(x, o), given an element z € D, attempts
to delete x from the AMQ-PDS, i.e. attempts to remove everything that a
successful insertion on z added to o. The algorithm return a bit b € {1, T}
representing whether the deletion was successful (b = T) or not (b= L), and
the state o’ of the AMQ-PDS after the deletion.

— The membership querying algorithm b < qry(z, o), given an element z € D,
returns a bit b € { L, T} (approximately) answering whether & was previously
inserted (b= T) or not (b = L) into the AMQ-PDS.

We remark that we only consider AMQ-PDS where membership queries do not
change the state of the AMQ-PDS; thus, qry does not need to output a new o’
value. This includes popular AMQ-PDS such as Counting and Cuckoo filters.

Due to the approximate nature of AMQ-PDS, qry calls may return a false pos-
itive result with a certain probability. That is, we may have T + qry(z, o) even
though no call ins(z, ¢’; ) was made post setup and prior to the membership
query. We refer to the probability Pr[T < qry(z,0) |  was not inserted into I7]
as the false positive probability of an AMQ-PDS II. In addition, since Counting
and Cuckoo filters support deletions, gry calls may return a false negative result,
where we may have L < qry(x, o) even though an ins(z, o’; ) call was made be-
forehand. We refer to the probability Pr[L < qry(x, o) | z was inserted into 7]
as the false negative probability of an AMQ-PDS II.

Moreover, the insertion algorithm may fail to insert an element, for example
if the AMQ-PDS has reached capacity. We denote the probability Pr[(L, o) <s
ins(z, 0)] as the insertion failure probability.

3.2 AMQ-PDS under non-adversarial inputs

We now define the expected behaviour of AMQ-PDS in a non-adversarial setting,
since we will later quantify how much the state of an AMQ-PDS can deviate from
this under adversarial inputs. As in [13], we will focus on AMQ-PDS that satisfy
the following properties of function-decomposability and reinsertion invariance.

Definition 2 (Function-decomposability [13]). Let IT be an AMQ-PDS
and let F <s Funcs[D,R] with R C D be a random function to which IT has
oracle access. We say II is F-decomposable if
ins!" (z, oy 1) = ins'™ (F(z), o;7) Yz eD,0€ X, reR,
del” (z, o) = del"™ (F(z), 0) Vo e®, o¢cX,
an” (@, 7) = ay ™ (F(a), 0) Vo €D, o€ 5,

where ins'®, del'®™ and qry'®™ cannot internally evaluate F due to not hav-
ing oracle access to it and F being truly random. Function-decomposability also
applies to AMQ-PDS with oracle access to multiple functions.

Definition 3 (Reinsertion invariance [13]). Let IT be an AMQ-PDS. We
say II is reinsertion invariant if for all x € ©,0 € X such that T + qry(x,o0),
we have (T,0’) < ins(z,0;1) = oc=0" Vr e R.



Reinsertion invariance is a natural property to expect from AMQ-PDS since
they are designed to represent sets and not multisets. Note that if reinsertion
invariance does not apply, simply repeatedly inserting a single element could
lead to blocking of further insertions.

If a reinsertion-invariant AMQ-PDS contains multiple copies of the same
element, deleting one copy will result in all other copies being deleted. However,
reinsertion invariance does not require the state of the AMQ-PDS to remain
unchanged if elements are reinserted after being deleted.

For an insertion-only AMQ-PDS satisfying function-decomposability and
reinsertion invariance, the notion of a non-adversarially influenced state was
proposed in [13]. We give an alternative (but equivalent) definition below.

Definition 4 (n-NAI state). Let IT be an AMQ-PDS with public parameters
pp using F' = Idw satisfying reinsertion invariance, and let o < setup(pp). Let
n be a non-negative integer. Let X1, ..., X, s R. Let L be the list of operations
on o, where L = [insld‘““ (X1,0), .. ins@ (Xn,0)]. Then, o is an n-NAT state.

We then give an alternative (but equivalent) definition of the NAT false positive
probability from [13].

Definition 5 (NAI false positive probability). Let II be an AMQ@-PDS
with public parameters pp, using a random function F : ® — R satisfying F-
decomposability and reinsertion invariance. Let n be a non-negative integer. De-
fine the NAI false positive probability after n distinct insertions as

o < setup(pp)
Prpp(FP|n) :=Pr |fori e [n]: (b,o) s ins'®™ (X; s R, 0) :
T s gryl¥ (X s R, 0)

Remark 1. Defs. 4 and 5 are equivalent to that of [13, Def. 3.4] for F-decomposable
AMQ-PDS. Sampling n distinct elements from ® is equivalent to sampling n
strings X s . Similarly, sampling the queried element from D \ V, where V
is the set of n inserted elements, is equivalent to sampling X <s fR.

As mentioned, the NAI state constructed in Def. 4 captures honesty for
insertion-only AMQ-PDS. As long as the effect of every insertion on the state
is unpredictable, the final state cannot deviate from “honest”. However, for
AMQ-PDS that also allow deletions, defining an honest setting is more involved.
The deletion capability means that a user could insert elements, observe their
effects, and then decide whether to delete them, i.e. to reset the state if not
satisfied. In other words, even if every insertion is unpredictable, the final state
may still be adversarially influenced (i.e. no longer an NAI state).

We overcome these issues with a new definition of the non-adversarial setting
for function-decomposable, reinsertion-invariant AMQ-PDS, which we call NAT*.
NAT* captures honesty up to the extent that can be achieved with both insertions
and deletions. We will show that the final state of the AMQ-PDS satisfying NAT*



suffices to capture a non-adversarial setting that we can analyse using results
from the PDS literature.

A key component of NAT* will be the following notion: for any element not
previously inserted, the effect of its insertion on the state is unpredictable (in-
sertion unpredictability). Intuitively, this can be thought of as replacing every
insertion of an element z € ® with X € R sampled uniformly at random. This is
not necessarily ensured only by F-decomposability, since the interplay between
ins, del and qry on the same input could reveal information about F'. We define
insertion unpredictability in Def. 6.

Definition 6 (Insertion unpredictability). Let II be an AMQ-PDS with
public parameters pp, using a random function F : D < R, and satisfying F -
decomposability and reinsertion invariance. Let o < setup(pp). Let {z;} be the
elements that are successfully inserted into o. For every first insertion of z;, let
(T,0") < ins’ (z;,0;) and (T,7) « ins"® (X s R, 0;). We say o has insertion
unpredictability if SD (J’ ,E) =0.

We are now ready to define an n-NAT* state. Although an NAT* state of an
AMQ-PDS can be constructed through both insertions and deletions of elements,
our definition will require that all insertions are unpredictable, deletions only
happen on currently inserted elements, and repeated insertions of elements only
change the state if that element has been deleted. These requirements essentially
capture what we would expect from honest insertions and deletions on function-
decomposable, reinsertion-invariant AMQ-PDS.

Definition 7 (n-NAT* state). Let IT be an AMQ-PDS with public parameters
pp using F = Idyx satisfying reinsertion invariance, and let o < setup(pp). Let
n be a non-negative integer. Let X1, ..., X, s R. Let L be the list of operations
on o, where each item in L is either ins'®™ (-,o) or de/Id”‘(~,a) on Xq,...,X,.
Then, o is an n-NAI* state if:

— for all X; there is an operation in L equal to ins'® (X, 0),

— for all successful del (X;,0) operations in L, the preceding successful op-
eration in L on X; is ins'™ (X;,0),

— all successful ins'® (Xi,0) operations in L for which any prior successful
operation in L on X; is ins'® (X;,0) either do not change the state, or have
del (X;,0) as their preceding successful operation on X; in L.

It is clear to see that every n-NAI state (Def. 4) is then an n-NAT* state. We
now give an analogous formulation of Def. 7 for F-decomposable AMQ-PDS,
where unsuccessful insertions do not change the state.

Corollary 1. Let IT be an AMQ-PDS with public parameters pp using a random
function F : © — R satisfying F-decomposability and reinsertion invariance,
where unsuccessful insertions do not change the state. Let o < setup(pp) and n
be a mon-negative integer. Let L be the list of operations on o, where each item
in L is either ins’ (-,0) or del” (-,0). Then, o is an n-NAT* state if:

10



it satisfies Def. 0,

— there are n distinct elements {z;}ie[n) for which an operation in L on z; is
ins'" (2, 0),

— for all successful del” (zi,0) operations in L, the preceding successful opera-
tion in L on z; is ins’ (z;,0), and

— all insF(zi, o) operations in L for which any prior successful operation in L

on z; is ins' (z;,0) either do not change the state, or have del” (z;, o) as their

preceding successful operation on z; in L.

A natural next step would be to define the false positive probability and in-
sertion failure probability for NAI* states, analogous to that of the insertion-only
setting [13]. However, while deleting an inserted element may be an operation
allowed under NAT*, a user could insert elements, observe their effects, and then
decide whether to delete them, i.e. to reset the state. This means that, using only
n distinct elements, a user can create many different NAT* states. Therefore, a
more useful notion for NAT* states is the mazimal false positive and insertion
failure probability, defined in terms of the “worst possible” NAT* state.

Definition 8 (Maximal NAT* false positive probability). Let IT be an
AMQ@Q-PDS with public parameters pp using a random function F : © — R
satisfying F-decomposability and reinsertion invariance. Let n be a non-negative
integer. Define the mazximal NAT* false positive probability after n insertions as

Xi,..,X,+sR
* — Idoy '
Pl pp(FP|n):=Pr | o« Uy (X1,..., Xy) :
T < qry!®™ (X «s R, 0)

)

where L{II}%?p(Xl v X)) outputs an NAI* state created using ins'® (-,0),del"™ (-,o)
on Xi,...,X, that has the mazimal false positive probability.

Def. 8 captures the false positive probability of the “worst possible” NAI* state
that can be created with insertions and deletions. The algorithm U gets n strings
sampled uniformly at random from R as input, and finds the ordering of inser-
tions and deletions of these strings (possibly excluding some) that maximises
the false positive probability. Since the queried X <—sfR is sampled randomly,
U is not increasing the probability that a particular element is a false positive;
rather, it is creating a state with the highest false positive probability in general.

Definition 9 (Maximal NATI* insertion failure probability). Let IT be
an AMQ-PDS with public parameters pp, using a random function F' : © — R
satisfying F'-decomposability and reinsertion invariance. Let n be a non-negative
integer. Define the mazimal NAI* insertion failure probability within n insertions
as

Xl;-“;Xn s R
P} pp(IF|n) :=Pr o VER (X, Xy)
or some | € [n], (L,0) s ins"™(X;,0)

)

11



where Vlljd,?p(Xl,...,Xn) outputs an NAI* state created using ins"® (-,0), del'* (-,0)
on X1,...,X,, that has the maximal probability of an insertion on one of X1,...,.X,

failing.

Def. 9 captures the insertion failure probability of the “worst possible” NAT*
state that can be created with insertions and deletions. The algorithm V gets
as an input n strings sampled uniformly at random from R, and then finds the
ordering of insertions and deletions of these strings (possibly excluding some)
that maximises the probability that inserting one of these strings will fail. Note
that the definition is of a slightly different flavour to Def. 8; V can optimise
its output in respect to X; that is most likely to result in an insertion failure.
Def. 9 naturally extends upon insertion failure definitions found in the literature
[10, 12], where the probability is defined as one among n insertions failing.

3.3 Counting filters

Counting filters are an extension of the popular Bloom filters, with the added
capability of supporting deletions of elements. A Counting filter consists of an
array of counters o of length m initially set to 0™, and a family of k£ independent
hash functions H; : {0,1}* — [m], for ¢ € [k]. To insert an element z into the
filter, all k counters H;(z) of o are incremented; if any counter reaches the
maximum value mazxVal, the insertion fails. To delete an element z from the
filter, if all k& counters H;(z) are greater than zero, they are all decremented;
if not, the deletion fails. A membership query on x returns T if all £ counters
H;(x) are greater than zero. Due to collisions in the hash functions H;, Counting
filters can have both false positives and false negatives. As in [13], we will bundle
the k hash functions H; into a single function F : ® — [m]*.
We now formally define Counting filters.

Definition 10. Let m,k,mazVal be positive integers. We define an (m,k,mazVal)-
Counting filter to be the AMQ-PDS with algorithms defined in Fig. 2, with
pp = (m,k,mazVal), and F : D — [m]".

We recall from the literature a bound on the NAI false positive probability
for Counting filters. Due to their membership query algorithm only checking for
non-zero counters, as in the case of Bloom filters, this bound is the same for
both Counting and Bloom filters.

Lemma 1. ([12],[13, Lemma 3.7]) Let II be an (m,k, mazVal)-Counting filter

using a random function F : ® — [m]k. Then, for any n, P ,,(FP|n) <
(n4+0.5)k - L

[l—e_ m—1 ] .

We now derive upper bounds on the maximal NAT* false positive probability
and the maximal NAT* insertion failure probability for Counting filters.

Lemma 2. Let IT be an (m, k, mazVal)-Counting filter using a random function
_ (n+0.5)k

F:®D — [m]*. Then, for anyn, P, (FP|n) <[l —e  m-1 ]k.

12



setup(pp) ins” (z, o) del”(z,0)

1 m, k, mazVal<+ pp 1 (p1,...,px) < F(x) 1 (p1y...,pk) < F(x)

20+ 0" 2a+ T 2 for i € [k]
3 return o 3 for i € [k] 3 ifo[pi] =0
ary” (z, ) 4 ifo[pi] =0 4 return L, o
5 a+ L 5 fori € [k]: olp]—=1
1 (pr,---spk) < F(%) 6 if ¢ = T : return T,0 6 return T,0
2 for i€ [K] 7 for i € [k]
3 ifo[p] =0 8 if o[pi] > mazVal
4 return L 9 return 1,0

5 return T 10 for i € [k] : o[ps]+ =1

11 return T,0

Fig. 2: AMQ-PDS syntax instantiation for the Counting filter.

Proof (sketch). We construct an algorithm that inserts all Xi,...,X,, with
mazVal set to oo, and show that the false positive probability of the resulting
state (which follows from Lemma 1) is an upper bound on the false positive
probability of any n-NAT* state. For the full proof, see Supplementary Material.

Lemma 3. Let IT be an (m, k, mazVal)-Counting filter using a random function
F:® — [m]k. Then, for any n, P ,(IF[n) <m- [ enk ]maxval.

mazx Val-m

Proof (sketch). We construct an algorithm that inserts all Xi,..., X, using
a modified insertion algorithm that always increments counters (i.e. the check
in line 6 of the ins algorithm in Fig. 2 is skipped), and with mazVal set to oc.
Let the resulting state be denoted by A. We show that the insertion failure
probability of any n-NAT* state with mazVal equal to some limit can be upper
bounded by the probability that any counter in A exceeds limit. For the full
proof, see Supplementary Material.

3.4 Cuckoo filters

Cuckoo filters were proposed as an alternative to Bloom filters with improved
performance and support for deletions [10]. A Cuckoo filter consists of a collection
(0;); of 221 buckets, each indexed by i € [2*/] and containing s slots, together
with a stash ogqsp containing one slot. They use two hash functions Hy : © —
{0,1}* and Hy : ® — {0,1}7. To insert (resp. delete) an element z into the
filter, its tag is computed as Hp(x) and inserted (resp. deleted) into its first or
second bucket, whose indices are computed as iy = Hy(z),io = iy & Hr(Hr(z))
respectively. If both buckets are full, an eviction process begins. A membership
query on x returns T if Hrp(z) is found in either of its corresponding buckets
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or the stash. As for Counting filters, membership queries can return both false
positive and false negative responses.

In [13], a variant of the standard Cuckoo filter called the PRF-wrapped
Cuckoo filter was proposed, which was required for the proofs of adversarial
correctness and privacy. In this variant, inputs to the ins, del and qry algorithms
are simply preprocessed with a random function F : ©® — fR, resulting in a
function-decomposable filter that remains easy to implement, while satisfying
the desired properties. For this reason, our work will also make use of PRF-
wrapped Cuckoo filters, which we formally define below.

Definition 11. Let pp = (s, A, A\r,num) be a tuple of positive integers. We
define an (s, A1, A, num)-PRF-wrapped Cuckoo filter to be the AMQ-PDS with
algorithms defined in Fig. 7, with pp = (s, A\, A\p,num), making use of hash
functions Hy : ® — {0,1}* and Hy : ® — {0,1}*1.

Our next step is to derive upper bounds on the NAT* false positive probability
and the NAT* insertion failure probability for PRF-wrapped Cuckoo filters.

Lemma 4. Let IT be an (s, \;, Ay, num)-PRF-wrapped Cuckoo filter using ran-
dom functions F : ® — R, Hr : ® — {0,1}*7, and H; : ® — {0,1}*. Then,
foranyn, Py (FP|n)<1-— (1- 2_>‘T)25+1 + -

Proof (sketch). We demonstrate that, apart from the collision probability in
the range of F' between the queried element and those used to create the state,
the false positive probability bound in [10] upper bounds the probability for any
n-NAT* state. For the full proof, see Supplementary Material.

Lemma 5. Let IT be an (s, A\;, Ay, num)-PRF-wrapped Cuckoo filter using ran-
dom functions F : ® — R, Hy : ® — {0,1}*, and Hr : ® — {0,1}*. Then,
for any n,

s—1
PhltF 1 < ot () T e -2 )

Proof (sketch). We construct an algorithm that inserts all X, ..., X,,, using a
modified insertion algorithm where an element’s tag is added to both of its buck-
ets (if they do not already contain it), and with s set to co. Let the resulting state
be denoted by A. We show that the insertion failure probability of any n-NAT*
state with s equal to some limit can be upper bounded by the probability that
the load of any bucket in A exceeds limit. For the full proof, see Supplementary
Material.

3.5 Consistency rules

In this work, we will consider AMQ-PDS that satisfy some properties that we re-
fer to as consistency rules, specified below. These rules are satisfied by Counting
and Cuckoo filters.

14



Definition 12 (AMQ-PDS consistency rules). Consider an AMQ-PDS II.
We say II has

— Successful deletion of positives if for all x € D,0 € X, T + qry(x,0) =
(T,0") « del(z,0).

— Unsuccessful deletion of negatives if for allx € D,0 € X, L < qry(z,0) =
(L,0) + del(z,0).

— Unsuccessful operation invariance if for allz € ©,0 € X, (L, 0") « ins(zx, o)
= o' =0 and (L,0') < del(z,0) = o' =o0.

In the insertion-only setting, AMQ-PDS satisfy an additional consistency
rule: forallz € ©,0 € X, (T,0) « ins(z,0) = T < qry(x, o). In other words,
a membership query on an inserted element will always return T, meaning that
o has no false negative elements. In a setting with both insertions and deletions,
one might expect the same rule to hold as long as x has not yet been deleted
from o. In Def. 13, we define o having no false negatives more precisely.

Definition 13 (No false negatives). Let II be an AMQ-PDS with public
parameters pp satisfying reinsertion invariance, and let o < setup(pp). Let {z;}
be the elements that are successfully inserted into o. Let L; be the list of successful
operations on z;, where each item in L; is either ins(z;, o) or del(z;,0). We say
o has no false negatives if, for all z;, if the last item in L; is ins(z;,0), then
T+ qry(z;,0).

Unfortunately, with deletions, we cannot say that o contains no false negatives.
They can arise as a result of inserting or deleting false positive elements, as we
will see later. Therefore, Def. 13 is not satisfied by AMQ-PDS in general, and we
will not require this from the AMQ-PDS we consider. Instead, we will analyse
false negatives in our security proofs by using their relationship to false positives.

4 Adversarial Correctness

In this section, we analyse the correctness of AMQ-PDS under adversarial inputs.
Our starting point is the simulation-based security definition for adversarial cor-
rectness in [13]. However, while their focus was on AMQ-PDS that only support
insertions and membership queries, we are now interested in a more complex
scenario with insertions, membership queries and deletions. As we will see, this
increase in adversarial power requires tackling some new obstacles.

We derive bounds on the correctness of AMQ-PDS that satisfy function-
decomposability, reinsertion invariance, and the consistency rules in Def. 12.
Then, we apply our results to analyse Counting filters instantiated using a PRF,
and PRF-wrapped Cuckoo filters. In both cases, we provide concrete guarantees
on their adversarial correctness.

In the following, we consider an adversary A interacting with an AMQ-PDS
IT through an API, which we model as three oracles: Ins, which inserts elements
of its choice into IT, Del, which deletes elements of its choice from II, and Qry,
which responds to membership queries (i.e. whether x has been inserted into IT).
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Real-or-Ideal(A, S, D, pp) Oracle Ins(x)

1 d<+s{0,1} 1 (b,o) +sins’ (z,0)
2ifd=0 // Real 2 return b

3 K+sK;F+ Rk Oracle Del(x)

4 o < setup(pp)

5 out +s AMsPeLQry
6 else // Ideal

7 out<sS(A,pp)

8 return d’ <sD(out) 1 return ary” (z,0)

1 (b, o) s del”(z,0)
2 return b
Oracle Qry(x)

Fig. 3: Correctness game for AMQ-PDS IT.

4.1 Notions of Correctness

We employ a simulation-based approach to analysing the adversarial correctness
of AMQ-PDS, which proceeds as follows. The adversary A plays in either the
“real” or “ideal” world. In the real world, A interacts with a keyed AMQ-PDS 17,
through oracles allowing it to make insertions, deletions and membership queries
on elements of its choice. In the ideal world, A instead interacts with a simulator
S, constructed such that it provides an NAI* view of IT to A. (Note that this
differs from the definition of adversarial correctness in [13], which required S to
provide an NAT view.)

A then produces some arbitrary output, which the distinguisher D uses to
compute which world A4 was operating in. Finally, we bound D’s ability to dis-
tinguish between the two worlds. This allows us to quantify A’s probability of
achieving any adversarial goal in the real world (through adaptive insertions,
deletions and membership queries) by relating it to the ideal world, which we
know how to analyse.

In Fig. 3, we define the Real-or-Ideal game.

Definition 14. Let II be an AMQ-PDS with public parameters pp, and let Ry
be a keyed function family. We say II is (¢ins, Qqry> Qdels ta, td, ts, €)-adversarially
correct if, for all adversaries A running in time at most t, and making Gins, Ggry,
Qdel queries to oracles Ins, Qry, Del respectively in the Real-or-Ideal game (Fig. 3)
with a simulator S that provides an NAI* view of IT to A and runs in time at
most ts, and for all distinguishers D running in time at most ty, we have:

Advly s(D):=| Pr [ Real(A, D)=1] —Pr [Ideal(A,D,S)=1]]| < e.

Remark 2. We discuss why Def. 14 captures adversarial correctness, by outlining
how it can be used to analyse a specific adversarial goal. Consider an adversary
A that, throughout its execution, makes Ins and Del queries on adversarially
selected inputs 1, ..., ,, interspersed with Qry queries, and ending with a final
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Simulator S(A, pp) Oracle DelSim(x)

5 f«{}

6 return AInsSim, DelSim, QrySim

inserted[z] = L

1 F <s Funcs[D, R] 1 (097, 0%) «sdel” (z,0")
2 0« setup(pp) 2 b/ 1
3 0" < setup(pp) 3 if inserted[z] = T
4 inserted + {} 4 plleal T
5
6

(—,0) «s del" (f[z], o)

Oracle InsSim(x) "
7 return b/

1 (CG* ,0") «sins” (z,0") Oracle QrySim(zx)
2 C]deul

«— T a*

1 a9 « qry"(z,0%)

3 // If it’s not already inserted Tdeal

4 if inserted[z] = L
5  flz] <SR
(", 0) ¢=s ins'* (f[a], o)

6
Idg
s qr X +sR, o
7 // If the insertion succeeded any ( ’ )
8
9

2 a «~— T
3 // If it isn’t inserted
4 if inserted[z] = L

Ideal
a

Ideal G*
.p Ideal
if % =T 6 return a return a

inserted[z] «+ T

Ideal c*
10 return ¢ “** |return c

Fig. 4: Simulator and for AMQ-PDS with deletions.

membership query Qry(z) with z <—s® \ {21, ...,z,}. Suppose the output of A
is the result of that final query, and D’s output is identical to that of A. Then,
Pr[Real( A, D)] is the adversarial false positive probability of IT produced by A,
for which we cannot directly compute an upper bound, since A makes adaptive
queries. However, Pr[Ideal(A,D,S)] is the NAT* false positive probability, for
which we can derive upper bounds for our AMQ-PDS of interest. Then, if Def. 14
is satisfied, it means we can upper bound Pr[Real(A, D)] by Pr[Ideal(A, D, S)]+-e.
Note that our definition covers any adversarial goal (see [13, Appendix C.2]).

In Fig. 4, we construct a simulator S providing an NAT* view for function-
decomposable AMQ-PDS supporting insertions, deletions and membership queries.
We first observe that the state constructed by S is always an NAI* state (Def. 7).
Every insertion of element z; either executes ins'4* (-, o) on fresh X; <s 9 or does
not change the state if on a currently inserted element. Moreover, only deletions
of z; that are currently inserted run delld= (X;,0). Further, by inspection, the
runtime of S is not significantly higher than that of the underlying AMQ-PDS.

Theorem 1. Let qins, Gdet; Gqry be non-negative integers, and let to, tqg > 0. Let
F: D — R. Let IT be an AMQ-PDS with public parameters pp and oracle access
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Real-or-G* (A, D, pp) G*-or-l1deal(A, S, D, pp)
1 d+s{0,1} 1 d<+s{0,1}
2ifd=0 // Real 2ifd=0 // G*

3 K+sK;F+ Rxk 3 F <+sFuncs[®,R]

4 else // G 4 o <+ setup(pp)

5 F+sFuncs[D,R] 5 out«s AMsPelQry
6 o < setup(pp) 6 else // Ideal

7 out s APV 7 out s S(A, pp)

8 return d’ <sD(out) 8 return d <s D(out)

Fig. 5: Intermediate game G* for the proof of Theorem 1.

to I, such that IT satisfies the consistency rules from Def. 12, F-decomposability
(Def. 2), and reinsertion invariance (Def. 3). Let a, 8,7 be the number of calls
to F required to insert, query, delete an element respectively in II using its
ins, gry, del algorithms.

If Rg: © — R is an (aqins + BYgry + Ydel, ta + ta, €)-secure pseudorandom
function with key K s, then II is (Qins, Qqry Qdel, ta, ts, ta, €")-adversarially
correct with respect to the simulator in Fig. /, where ty = t, and ¢’ = ¢ +

2P]*7,pp(IF ‘ qins) + (qins + Qquy + qdel) . Pj*j’pp(FP ‘ qins)-

Proof. We define an intermediate game G* in Fig. 5. Let Real denote the d =
0 version of Real-or-G*, let G* denote the d = 1 version of Real-or-G* (or
equivalently, the d = 0 version of G*-or-Ideal), and let Ideal denote the d = 1
version of G*-or-Ideal. Then,

Adv%ﬂﬁ(i)) := |Pr[Real(A,D)=1] —Pr [ Ideal(A,D,S)=1]|
< |Pr[Real(A, D)=1]—Pr[G*(A, D)=1]|
+ |Pr[G*(A, D)=1]— Pr[ldedl(A, D, S)=1]|. (1)
Our proof proceeds by bounding the closeness of Real, G* in Lemma 6 in terms of

the PRF advantage, and that of G*, Ideal in Lemma 7 in terms of the probability
of some “bad” event. Then, we combine these lemmas to obtain our result.

Lemma 6. The difference in probability of an arbitrary ty-distinguisher D out-
putting 1 in experiments of game Real-or-G* in Fig. 5 with o (¢ins, Gqry, qdels ta)-
AMQ@Q-PDS adversary A is bounded by the maximal PRF advantage € of an
(qins + Bdgry + V4deis ta + ta, €)-PRF adversary attacking Ry :

Advfes g9 (D) == [Pr[Real(A, D) = 1] — Pr[G* (A4, D) =1]| < e.

Proof. Consider the PRF adversary B (Fig. 1), instantiating the AMQ-PDS
queried by A using its RoR oracle, in relation to the Real-or-G* game (Fig. 5).
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When b = 0, B is running Real for A, and when b =1, B is instead running G*
for A. Then, the advantage of B is AdvE™ (B) = Advgf%:gr'(; (D). Since Rk is

an (Oé%ns + 5qqry + Y4del, ta + tda g—:)—secure PRF? Advg?jll,—gr_c* (D) S €.

Lemma 7. The difference in probability of an arbitrary ty-distinguisher D out-
putting 1 in experiments of game G*-or-Ideal in Fig. 5 with a (¢ins, qqrys 4del, ta)-
AMQ@-PDS adversary A is bounded as follows:

Ad] 51" (D) := [Pr[G*(A,D) = 1] — Pr | Ideal(A, D, S) = 1]
S 2P1*77pp(IF | QZns) + (QMLS + 2quy + qdel) . P]*Ipp(FP | ans)

Proof. We wish to bound the probability of distinguishing between G* and Ideal.
Let E be the divergence event between G* and Ideal, which occurs due to a
mismatch in responses to Qry, Del, Ins queries across the two games (see Fig. 4).

First, we observe that Ideal cannot have false negative responses to member-
ship queries, but G* could have. If A induces a false negative for some element x
in G* and then calls Qry(z), the two games would diverge with probability one.
False negatives lead to repercussions when comparing responses to all types of
queries across the two games. Therefore, we will deal with them separately, by
defining Epn to be the event that a false negative occurs in G* before any other
query response mismatch. We then split the analysis of event E into two parts:
(1) the query response mismatch occurs without a false negative occurring in G*
beforehand (i.e.—~Epn), or (2) the query response mismatch occurs with a false
negative occurring in G* beforehand (i.e. Epyn). Then,

PI‘[E} SPI‘[E/\—‘EFN]-FPI‘[E/\EFN} SPI"[E/\—‘EFN]'FPI‘[EFN].

We will analyse E A =Epy for each query type separately. Let a&, b, & denote

[ A A

the responses to A’s i-th query, deletion, and insertion query in game G €
{G*, Ideal}. Then, the games diverge the first time that aiG* , biG or ciG does not

match al9eal pldeal or cldeal yespectively. We define
[[The first query response mismatch is] |
E = * . -E 2
Qry | al®t £ a8 for some i € [ggry] A FN_ ’ (2)
[ [The first query response mismatch is] |
E = « . A -E , 3
Del i bideal £ p&™ for some i € [qqel FN_ (3)
[The first query response mismatch is] |
Ens = “ -E . 4
s | cldeal £ ¢87 for some i € [ging] " o )
Hence,
PI‘[E] < PI‘[EFN] JrPI‘[EQ,-y] JrPI‘[E]:)el] JrPI‘[EInS] . (5)

We now proceed to bound the probability of each event in Eq. (5). In the
following, we take the probability over the randomness used by A (which we
refer to as A’s coins), and the randomness used by game G € {G*, Ideal} to
answer A’s queries (which we refer to as G’s coins). We will use z;,y; and z; to
denote the input to A’s i-th query, deletion and insertion query, respectively.
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Calculation of Pr[Epy]. We start by analysing the probability of a false nega-
tive occurring in G*. Our key observation is that false negatives can only occur
from inserting or deleting false positives.

Consider an element x that is a false positive due to insertions of {z1, ..., 2/},
where £ > 1. By the consistency rule successful deletion of positives, the deletion
of x will succeed, although it was never inserted. However, this may cause ele-
ments in {z1, ..., 2¢} to become false negatives. Now, consider inserting this false
positive z. By reinsertion invariance, the state will remain unchanged, but x will
become a true positive. Then, deleting any element in {z, 21, ..., z¢} will succeed,
but may cause other elements in {z, 21, ..., z¢} to become false negatives.

Recall that we are interested in analysing the probability of a false negative
occurring in G* before any other mismatch in query responses across the two
games. Therefore, we do not need to consider deletions of false positives; it would
result in a mismatch in Del responses, since Ideal does not allow deletions of
false positives while G* does. We will then focus solely on false negatives caused
by insertions of false positives in the following. We write

Pr[Epx ] := Pr A false negative occurs in G*
FNI-= before a query response mismatch occurred
< [ A false positive is inserted in G* }

before a query response mismatch occurred

< qzn prl % is the first false positive inserted in G*
T = before a query response mismatch occurred |
1=

Let o} denote the state of IT in game G* just before the i-th Ins query. Then,
since no prior query response mismatch occurred and z; is the first false positive
inserted, o contains no false negatives up to this point. Then,

Gins [2; is a false positive in o}]A
Pr[Epn] < Z Pr [0} has no false negatives]A
i=1 [no prior query response mismatch occurred]
Gins [inserted[z;] = L] A [T s qry?'(z;,07)]A
< Z Pr [0} has no false negatives]A . (6)
‘ G™’s coins . .
i=1 [geals coms | 11O Prior query response mismatch occurred]

A’s coins

Let L; be the list of successful operations on ¢* in G* up to the i-th Ins query,
where each item in L; is either ins™ (-,0*) or del”'(-,6*) on zi,..., z;_1. By the
consistency rule unsuccessful operation invariance, we do not need to consider
unsuccessful operations when constructing o;. So,

o} < setup(pp)
Gins for op'(z;,0*) € L; : (T, 0}) + opf'(2;,07):
Pr[Epn]| < Z Pr [inserted[z;] = L] A [T «sqryf(z;,00)|]A | . (7)
‘ G™*’s coins * ;
i=1 [Jeals coins [0} has no false negatives|A
A’s coins | [no prior query response mismatch occurred]
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Now, if no prior query response mismatch has occurred, inserted[z;] = L implies
that either z; was never inserted into o, or z; was inserted but then deleted. In
the latter scenario, since o contains no false negatives up to this point (as per
Eq. (7)), z; must be a positive at the time of its deletion. Then, by the consistency
rule successful deletion of positives, its deletion will succeed, thus fully undoing
the effect of its insertion on o}. Since F' is a random function satisfying F'-
decomposability and A has no information about F, we write Eq. (7) as

of < setup(pp)

Gins for op?'(z;,0%) € L;: (T,0}) + op'= (F(z;),07) :
Pr[Epn] < Z Pr [T s qry!da (X s R, o)A
G™’s coins !
=1 JJuals coins [0F has no false negatives|A
A’s coins [no prior query response mismatch occurred]

Now, since F' is a random function and A has no information about F', we can
replace every first insertion of an element F'(z;) by X., <% (i.e. o] satisfies
insertion unpredictability). For repeated insertions on an element, we have two
possibilities. If this element has not been deleted since its last insertion, the
repeated insertion will not change the state, due to reinsertion invariance. How-
ever, if it has been deleted since its last insertion, it will change the state in the
same way as its first insertion, since both use the same F. Therefore, we can
rewrite the above by sampling [{z1,...,2;—1}| random strings, and associating
each string to a distinct z;, giving
I 0+ |{Zl,...,Z¢_1}|
{Ul, ceey ’ug} — {Zl, ey Zifl}
Xuyy ooy Xy, ¢8R

Qins
of « setup(pp)
PrlE < P ° .
I'[ FN] — Z;]deal’src_oms for OpF(Zj,O'*) GLiZ(T7J;)<—OpIdm (ijao';:)Z (8)
'=% A’s coins [T s qry!= (X s R, 07)]A

[0F has no false negatives]A
[no prior query response mismatch occurred]

We now argue that every o) is an n-NAI* state, where n is upper bounded
by ¢ins, by showing that it satisfies the requirements in Corollary 1. Firstly,
observe that the construction of o in Eq. (8) enforces insertion unpredictability
(Def. 6). Secondly, there are at most gins insertions in ¢. Thirdly, since no query
response mismatch has yet occurred, all deletions must be on elements for which
the preceding successful operation was an insertion. Finally, since there are no
false negatives up to this point and reinsertion invariance holds, any insertion
on a currently inserted element will not change the state.

Let U}%?p be the algorithm from Def. 8 that, given Xj,..., X,,, outputs an

NAT* state created using ins'd®, del"* on X, ..., X,, with the maximal false
positive probability. Then, no matter how o} is created, the state output by
L{}%;‘p will result in an equal or higher false positive probability than that of ;.

Since ¢ < gins and with more distinct insertions, MIIYd;p may be able to create a

21



state with even higher false positive probability,

Gins Xla . X‘Ilm s R
r[Epn] < Zld v o <—Z/lldm (X1, X )
eal’s coins T s qryfdm (X s 9{, 0‘)

Finally, applying Def. 8, we obtain
Pr [EFN] < Gins - P]*Lpp(FP | qins)~ (9)

Calculation of Pr[Egr,]. We first rewrite Eq. (2) using the union bound as

dary [Qry(x;) yields the first mismatch]A
PrlEqey] < ) Pr (@}t =T)A(af” = 1)] A=Epx | . (10)
= Vi(aftot = 1) A (o = T]]

We start by inspecting the Qry algorithms of G* and Ideal to see where they
could diverge. In G*, the responses to A’s Qry queries are always computed
using the same function F', while in Ideal, a fresh random string X <sfR is
sampled each time a non-inserted element is queried.

Let o; denote the state of IT in game Ideal just before the i-th Qry query,
and o) denote the corresponding state in game G*. Since Qry(z;) yields the
first query response mismatch, both G* and Ideal must contain the same set of
inserted elements. As Ern did not yet occur, o has no false negatives. Moreover,
Qry queries in Ideal do not give false negative responses. This means that Qry
queries on elements that were inserted (and not yet deleted) will always return a
positive response in both games. Therefore, in order for x; to yield a mismatch in
Qry query responses between the games, we must have that x; is not currently
inserted in Ideal (i.e. inserted[z;] = L in line 4 of QrySim). This gives

dqry . .

- [Qry(z;) yields the first mismatch A

PrEqu] < Zl {Pr [ [ [inserted|z;] = L] A [afdeal = T] N Een
[Qry(z;) yields the first mismatch |A

+Pr { { [inserted[z;] = L] A [af" = T] A ~Eex ] (11)

Q

qry

[Pr[EGe!] +Pr[EG,, ||, (12)

Il
—

%

where, for simplicity, we will use Pr [ng;l] to denote the first term of Eq. (11),
and Pr [Egry] to denote the second term.

We start by bounding Pr [Eglf;l} In Ideal, a fresh random string X <s R
is sampled each time a non-inserted element is queried, and so

Pr [Eldeal} Pr [Qry(z;) yields the first mismatch |A
Qry Ideal’s coins [T 3 ql’yldf’R (X 3 iR, O'i)]

A’s coins
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We now argue that every o; is an n-NAI* state, with n being upper bounded
by ¢ins, by showing that it satisfies the requirements in Def. 7. Firstly, from
line 3 of DelSim, we observe that only deletions of currently inserted elements
run del'd= (-,0), possibly changing the state. Secondly, we note that in InsSim,
every insertion either executes ins'4” (-,0) on X; s R, or does not change the
state if it is on a currently inserted element. Therefore, o; is an NAT* state
containing at most gi,s elements. Then, we can upper bound the false positive
probability of o; by that of the NAI* state with the maximal false positive
probability (Def. 8), giving Pr [ng;l] < Pfppp(FP | Gins).

We use a reasoning similar to calculating Ery to compute Pr [Egry |, replac-
ing z; with ;. Under -Er N, the state o} contains no false negatives. Therefore,
we can apply Eq. (6) from the Epp calculation to get

Pr|EG, | = Pr
G*’s coins
Ideal’s coins
A’s coins

[[ [Qry(x;) yields the first mismatch A AE

| |linserted[z;] = L] A [T s qry” (z;, 07)] FN
[inserted[z;] = L] A [T s qry? (z;,07)]A

< Pr [cF has no false negatives|A

Teapeoms | [no prior query response mismatch occurred]
A’s coins
< PI*T,;D;D(FP | ¢ins)- (13)

Substituting Pr [ Eg! ], Pr[EG,, | in Eq. (12) gives
9qry
Pr[Eqry | <Y 2P} ,,(FP | Gins) = 2ary - Py p(FP | ins)- (14)

i=1

Calculation of Pr[Epe]. We first rewrite Eq. (3) using the union bound as

qdel [Del(y;) yields the first mismatch]A
Pr[Epe] <) Pr [[(bdeal = T) A (bf: =1)] A-Epx | . (15)
= VI(bldent = 1) A (6" = T)]]

We now examine the Del algorithms of G* and Ideal. In G*, the responses to A’s
Del queries are always computed using the same function F'. In Ideal, deletions
are only allowed on an element y; if it is currently inserted in the filter, and use
the same random string f[y;] that was used for y;’s insertion.

We note that in Eq. (15), we are only interested in the case where Del(y;)
is the first query response mismatch. In this case, both G* and Ideal must con-
tain the same set of inserted elements. As Eryn did not occur, every inserted
element is a true positive in both games. We observe that in Ideal, true positives
are always successfully deleted (see line 3 of DelSim), while in G*, successful
deletion of true positives is ensured by the consistency rule successful deletion of
positives. However, by the same consistency rule, deletions of false positives also
succeed in G*, while they do not in Ideal. Consequently, deletions in G* succeed
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on at least the elements on which they succeed in Ideal. Thus, it never happens
that a deletion succeeds in Ideal but not in G*, and we can rewrite Eq. (15) as

qdel N .
[Del(y;) yields the first mismatch]A
< .

Pr[Epe] <) Pr H [(bfeet = L) A (b = T)]

i=1

| =B |

Let o} denote the state of IT in game G* just before the i-th Del query. By the
consistency rule unsuccessful deletion of negatives,

qdel . .
[Del(y;) yields the first mismatch |A
< = .
Pr[Epel ] < Z G*7SP,:rOinS H[inserted[yi] = J_] A [T s qryt (yi, o7)] A BN
=1 Igeal’s coins
A’s coins

We use a reasoning similar to calculating Epy to compute this, replacing z;
with y;. Under —Epy, the state o] contains no false negatives. Therefore, we
can apply Eq. (6) from the Epx calculation to get

ddel [inserted[y;] = L] A [T s qry? (y;, 07)]A
Pr[Epel ] < Z G*yPr ' [0} has no false negatives|A
i=1 Jgoabs ooins | [0O prior query response mismatch occurred]
A’s coins
ddel
< Pipp(FP ins) = aer - Py pp (FP | gins). (16)
i=1

Calculation of Pr[Eps]. We first rewrite Eq. (4) as

[Ins(z;) yields the first mismatch]A
[[(c]*t = L) A(ef” = T)]

Pr [EIns] =Pr v[(ci]deal _ T) A (CG* = J_)H

A —Egpn | . (17)
K3
for some 7 € [gins)

Let us now compare the Ins algorithms of G* and Ideal. In G*, the responses to
A’s Ins queries are always computed using the same function F. On the other
hand, in Ideal, a fresh random string f[z;] <—s R is sampled at each insertion of
an element z; which is not already inserted.

Let 0; denote the state of IT in game Ideal just before the i-th Ins query, and
o} denote the corresponding state in game G*. If Ins(z;) is the first mismatch,
it must be that both G* and Ideal contain the same set of inserted elements up
to this point. In Ideal, by inspecting InsSim we observe that the insertion of
any currently inserted element z; will always succeed. In G*, since we are only
considering the case where Epy did not yet occur, o} has no false negatives.
This means that any element z; that was inserted and not yet deleted will result
in T < qry(z;,07). Then, by reinsertion invariance, the insertion of z; will
succeed (but not change the state) in G*. Therefore, for the first query response
mismatch it must be that z; is not currently inserted in Ideal (i.e. inserted|[z;] = L
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in line 3 of InsSim). Then,

[Ins(z;) yields the first mismatch |A
Pr[Ems]| < Pr [cfdeal — | ] A [inserted[z;] = L] A —Epn
for some @ € [qins)

[Ins(z;) yields the first mismatch |A

+Pr [c¢" = 1] A [inserted|z;] = L] A —Epn (18)
for some i € [gins)
— Pr[EBfie!] + Pr [ B, |, (19)

where, for simplicity, we will use Pr [E{ﬁz‘”] to denote the first term of Eq. (18),
and Pr [Eﬁls] to denote the second term.
We start by computing Pr [Elde“l] In Ideal, a fresh random string X <s ‘R

Ins
is sampled each time a non-inserted element is queried, and so we can write

[Ins(z;) yields the first mismatch |A

Pr [E{ﬁ?l] < Pr [(L,0;) s ins'd® (X s R, 0;)]
Ideal’s coins .
A’s coins for some i € [qins]

Since every o; is an n-NAT* state, with n being upper bounded by ¢;,s, we can
upper bound the insertion failure probability of o; by that of the NAT* state
with the maximal insertion failure probability (Def. 9), giving Pr [E{ﬁ‘;‘”] <
Py pp(TE | Gins).-

We now compute Pr [E{ ]. We have that

[Ins(z;) yields the first mismatch]A

Pr [Elns} < Pr (L, 0F) s ins" (21, 07)] A —Epy
G™’s coins f .
Ideal’s coins or some 7 € [qins]
A’s coins

Let L; be the list of successful operations on ¢* in G* up to the i-th Ins query,
where each item in L; is either ins’ (-,0*) or deIF(-,a*) on zi,...,2—1. Recall
that we do not need to consider unsuccessful operations when constructing o},
by the consistency rule unsuccessful operation invariance. Then,

o} < setup(pp)
for op'(zj,0*) € L;: (T, 0}) + op¥'(z;,07) :
Pr [EI . } < P [inserted[z;] = L] A [(L,0}) +=sins” (z;,07)]A
"1 7 @s coins [0F has no false negatives|A
I%Z‘,lslvsmfi%isns [Ins(z;) yields the first mismatch]
for some 7 € [gins)

o} < setup(pp)

for op?'(2z;,0%) € L;:(T,0}) + op! (F(2

- Py [inserted[z;] = L] A [(L,0}) <=s ins"™™ (F(z;

G*’s coins [0 has no false negatives|A

I‘iﬁ‘fsl’icfi%isns [Ins(z;) yields the first mismatch]
for some 7 € [gins)

zj),07) :
), oA
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by F-decomposability. Now, since F' is a random function and 4 has no informa-
tion about F, we can then proceed in a similar manner as in the Er calculation,
with the caveat that we are now interested in any of the gj,s insertions failing:

C— {21,y Zg. }
{ug, oy ugl {71, -, 2 b
Xugy ooy Xy 3R
for some i € [gins),
Pr[E¢ ] < i ZPr _ o} < setup(pp) . (20)

As coms | for op®'(z;,0%) € Li: (T, 07 )<—op'* (X, 07):
[(L,07) <sins'™ (X, s %R, oF)]A
[0} has no false negatives]A
[Ins(z;) yields the first mismatch]

Similarly as in Eq. (8), we conclude that o} in Eq. (20) is an NAT* state. Then,
we again upper bound the insertion failure probability of o by that of the NAT*
state with the maximal insertion failure probability (Def. 9), giving Pr [EIGH*S] <
Py oo (IF | ins). Substituting Pr [E{fec*]  Pr[EG ] in Eq. (19), we obtain
Pr[Ems] < 2Pp ,,(IF | gins)- (21)
Finally, substituting Eqs. (9, 14, 16, 21) in Eq. (5), we have
G*-or-Ideal * *
AdVH,A7SI (D) < QPHJ,I,(IF | Gins) + (Gins + 2qqry + qde1) - PHJ)I,(FP | Gins)-
To prove Theorem 1, we then apply Lemmas 6 and 7 to Eq. (1) to obtain
AdV%?;"g(D) S e+ 2P1*7,pp<IF ‘ qins) + (qins + 2Qer + qdel) . PI*Y)pp(FP | qins)-

Remark 3. We discuss why our results do not directly extend to a setting where
A can access the internal state o. In Fig. 4, observe that, upon reinsertion of an
element not currently in the filter, Ideal always samples a fresh X <—s R, while G*
inserts the same element again. This choice allowed us to obtain distinguishing
bounds involving only the NAT* false positive and insertion failure probabilities.
However, this difference is clearly detectable if A can view o after reinsertion,
leading to Ideal and G* being distinguished with a probability close to 1.

4.2 Guarantees for Counting and Cuckoo filters

In this section, we will use Theorem 1 to give concrete correctness guarantees
for Counting and Cuckoo filters.

Corollary 2. Let @ins, qdel, Gqry be non-negative integers, and let to, tq > 0. Let
F: 9 — R. Let II be a Counting filter AMQ-PDS with public parameters pp and
oracle access to F. If Ry for K <K is a (¢ins + Qqry + Qe ta + ta,€)-secure

pseudorandom function and F = Ry, then II is (qins, Gqry, Qdels ta,ts, ta, €')-

u] mazVal (

adversarially correct, where ts ~t, and e’ =&+ 2m - [mwwl.m + (Qins +

_ (4ips+0-5)k

2Qq7'y + qdel) : [1 —e€ m-t ]k-
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Proof. From the ins, del, qry algorithms in Fig. 2, we see that Counting filters with
oracle access to a random function F' are F-decomposable, reinsertion invariant,
and satisfy the consistency rules in Def. 12. Further, each ins,del and qry call
contains one call to the function F. Then, Theorem 1 holds with a = g =~ = 1.
Using Lemmas 2 and 3, we obtain the result.

Remark 4. The adversarial correctness bound for Bloom filters in [13, Corollary
4.4] holds for insertion-only Counting filters.

Corollary 3. Let qins, Qdels Qqry be non-negative integers, and let t,, tq > 0. Let
F:® — R. Let IT be a PRF-wrapped Cuckoo filter AMQ-PDS with public param-
eters pp and oracle access to F. If Rk for K <—s K is a (¢ins+qqry+qdel; ta+td, €)-
secure pseudorandom function and F' = Ry, then IT is (qins, qqrys Qdels tas ts, ta, €')-
adversarially correct, where ts ~ t, and

4 s—1
6/ =4+ (%ns) H |SR| 2,\T B )]

(|SR| 2AT+Ar— 1 i=1

Qins

R

— 2s+1
+ (Qins + 20gry + aer) - {1 —(1-27)" 4

Proof. From the ins,del, qry algorithms in Fig. 7, we see that PRF-wrapped
Cuckoo filters with oracle access to a random function F' are F-decomposable,
reinsertion invariant, and satisfy the consistency rules in Def. 12. Further, each
ins, del and qry call contains one call to the function F'. Then, Theorem 1 holds
with « = 8 = = 1. Using Lemmas 4 and 5, we obtain the result.

5 Secure instances

In this section, we outline how our results can be used to secure AMQ-PDS in
practice. Let us consider the example outlined in Remark 2, with the predicate
P :=[A’s final Qry(x) query on z <sD \ {21, ...,z,} returns T].

Since Theorem 1 holds for any predicate, the probability of an adversary A
satisfying P in the real world is given by Pr[D(A)=1] <e+2Pf , (IF | gins) +
(Qins + 2quy + qdel + 1) PI*Y pp(FP | Qins)-

We illustrate the behaviour of this bound for the example of Counting filters.
In Fig. 6, we plot an upper bound of the false positive probability against the size
of the Counting filter in three settings: the non-adversarial setting, the insertion-
only adversarial setting, and the setting with deletions studied in this work. By
Remark 4, we can analyse the insertion-only setting using the results in [13]:
Pr[D(A)=1] <e+ (Qquy +1)- PH,pp(FP | Gins)-

From Fig. 6, we observe that guaranteeing a specific false positive probability
even in an adversarial setting with deletions requires roughly trebling the size
of the filter, when compared to the honest (NAI) setting. Crucially, deletions
do not incur a significant cost when compared to the insertion-only setting; the
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Fig.6: Correctness guarantees vs. storage trade-offs for Counting filters with
mazVal = 16, Gins = qdel = Qqry = 220 ¢ = 27128 Dashed lines represent non-
adversarial guarantees (Lemma 2), solid lines represent adversarial guarantees
for the insertion-only setting ([13, Corollary 4.4]), and dotted lines represent
adversarial guarantees for the setting with insertions and deletions (Corollary 2).

additional term of Py (IF|gns) can be made very small with the choice of
an appropriate mazVal. For Cuckoo filters, the same observation holds for the
choice of A\; and Ap. Hence, moving to the more complex scenario of allowing
deletions does not hinder the practicality of our results.
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A Counting Filters

In Lemma 2, we compute the maximal NAT* false positive probability for Count-
ing filters.

Lemma 2. Let IT be an (m, k, mazVal)-Counting filter using a random function
(n40.5)k

F:® — [m]*. Then, for any n, Py ,p(FP|n) < 1—e W]k,

Proof. Recall the maximal NAT* false positive probability definition (Def. 8),
where an algorithm U}}i?p constructs an NAT* state for a Counting filter with
public parameters pp = (m, k, mazVal) with the maximal false positive proba-
bility using X1, ..., X,,. To calculate the maximal false positive probability for

Counting filters, we would need to construct this algorithm U}?‘;p

We start by considering a L{Id‘;’fp that inserts all X3, ..., X, since the state
with the maximal false positive probability maximises the number of non-zero
counters, and the false positive probability cannot decrease with each insertion.
However, such a Z/{Id?p does not necessarily lead to the maximal false positive
probability due to the possibility of failed insertions. For example, consider two
elements, X; and X, for ¢ < j < n, which share a counter. If that counter reaches
max Val with the insertion of X;, any later insertion of X; will fail. However, it
may be that the insertion of X; would lead to more non-zero counters in o than
the insertion of X;, and so the false positive probability may be higher by not
inserting X; at all. Therefore, the construction of &/ 1.y for mazVal < oo (and
thus an exact calculation of Pfj)pp(FP |n)) is not so btralghtforward However,
we will show that it is still possible to upper bound Pp; , (FP|n) using the
existing results on false positive probability from Lemma 1.

To do so, let us consider a Counting filter with public parameters pp’ =
(m, k oo) Since every insertion will succeed when maxVal is equal to oo, we can

define H;‘p, as an algorithm that simply inserts all Xq, ..., X,,.

Let o be the output of U}??p, and let A be the output of uk b pp . Regardless
of the definition of ¢} mp running H pp and Y1 I pp/ on the same input will result

in at least all counters that are non-zero in o being non-zero in A. Therefore,

P pp(FP|n) < Pfy o (FP|0)
[ Xl,...,Xn —s R
=Pr | A« B2 (X1, X,)
| T s qrylp‘f R(X s R, A)
r Xy, X, s R
A + setup(m, k, 00)
forie[n]: (T,A)<sins"I(X;, A):
i T ¢ qryIdD‘(X +—sR,A)
= PHyPP(FP|n)v

=Pr

where the last line follows from Lemma 1.
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In Lemma 3, we compute the maximal NAI* insertion failure probability for
Counting filters.

Lemma 3. Let IT be an (m, k, mazVal)-Counting filter using a random function
F:® — [m]*. Then, for any n, Py (IF|n)<m- [ en-k ]manal.

mazVal-m
Proof. Recall the maximal NAT* insertion failure probability definition (Def. 9),
where an algorithm V}%g‘ constructs an NAT* state for a Counting filter with
public parameters pp = (m, k, maxVal) with the maximal probability of an in-
sertion on one of Xj,...,X,, failing. To calculate thls probability for Counting
filters, we would need to construct this algorithm V
First, note that if the insertion of X fails, then Xl must be associated with
a counter j € [m] such that o[j] > maxzVal. We can then upper bound this by

Xl,.. Xn —s R
P pp(IF | n) < Pr aev};*;jp(xl,...,xn);
| 3j € [m] such that o[j] > mazVal

ltmit + maxVal

X1, o, X s8R

= o Wi (Xl,... X,,, limit) : |’
| 35 € [m] such that o[j] > limit

where WII%‘SP(Xl,...,Xn, limit) outputs an NAT* state using ins'4% (-,0), del'** (-,0)
on Xi,...,X, that has the maximal probability of one of its counters being
greater than or equal to limait.

Although the latter probability increases with n, in general, we cannot con-
struct WJI%?[) by simply inserting all Xi,...,X,, due to insertion failures (as
in Lemma 2). Therefore, we will again upper bound this probability instead of
directly calculating it.

Let ins denote a modified version of the ins algorithm in Fig. 2, where the
counters are always incremented upon insertion, i.e. the check in line 6 is skipped.
Let W oo pp De the same as Wldm but where insertions are done using ins. Con-
sider a Counting filter with pubhc parameters pp’ = (m,k,00), such that no
insertion can fail. Then, we can define W H,pp/ as an algorithm that simply in-
serts all Xq,...,X,.

—Id .
Let o be the output of W}?’;p, and let A be the output of WH?;p,. Running

W}?‘;‘p and Wi;i?;p, on the same input will result in o[j] < A[j] for every counter
J € [m], giving
X1, o, Xp s8R
A « setup(m, k, 00)
forie[n]: (T,A) eﬁldm(Xi,A) :
3j € [m] such that A[j] > mazVal
e-n-k mazval
. [maxVal~ m]

Pr pp(IF [n) < Pr

b

where the last line follows from [12].
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B Cuckoo Filters

In Fig. 7, we give the AMQ-PDS syntax instantiation for PRF-wrapped Cuckoo
filters.

In Lemma 4, we compute the maximal NAT* false positive probability for
PRF-wrapped Cuckoo filters.

Lemma 4. Let IT be an (s, A1, A7, num)-PRF-wrapped Cuckoo filter using ran-
dom functions F : ® — R, Hr : ® — {0,1}*7, and H; : © — {0,1}*. Then,
for any n, Pj;  (FP|n) <1—(1- 2_’\T)2$+1 + W

Proof. In [10], an upper bound was proven on the false positive probability when
querying a randomly sampled element on any state, i.e. not necessarily an NAT*
state. To derive this bound, it is assumed that the “worst” state oyax can be
constructed, which contains a distinct fingerprint in every slot, and that the
queried element is not among elements V.« used to create the state.

Thus, from Def. 8, the result follows from [10], but accounting for a random
element from the range of F' equalling one of the n elements used to create the
state. Thus,

o « setup(s, Ay, Ap, num)

Xl,...,Xn —s R

Pr pp(FP|n) :=Pr VX, Xy
o URD (X1, X))
T +s qryféf"(X +sR,0)

o < setup(s, Ay, Ap, num) o « setup(s, A, A, num)
Xl,...,Xn<—$iR X17...,Xn<—$9%
< Pr V& Xq,..., X, + Pr V—Xq,..., X,
o URD (X, X)) o URD (X, Xy)
T s qry!ds (X s R\V, 0) [X +sReV]
<Pr [T s qry! 5 (X s R\ Vigax, O’max)] + Pr Xl[}(éjg; ;_;E]R :
< Pr[T s qry"® (X s R\ Vinax, Omax) | + %7
<1 (1—2 )t
( ) Bk

where the last step follows from [10].
In Lemma 5, we compute the maximal NAT* insertion failure probability for
PRF-wrapped Cuckoo filters.

Lemma 5. Let IT be an (s, A\;, A7, num)-PRF-wrapped Cuckoo filter using ran-
dom functions F : ® — R, Hp : ® — {0,1}*7, and H; : © — {0,1}*. Then,
for any n,

PP ) < ()] 1_1 (19 — )2 — 1)].

(|m| 2)\T+/\I 1
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Proof. Recall the maximal NAT* insertion failure probability definition (Def. 9).
If the insertion of X; in o fails, then X; must be associated with two distinct
buckets ji,j2 € [2*] such that load(c[j1]) = load(c[j2]) = s. Therefore, we can
upper bound this by

X1,y X 3R
oV (X, Xy)
371,42 € [2)"] such that
L[load(a[j1]) = s] A [load(o[j2]) = s]]
I Xl;-- X, +sR 1
<Pr oV (X, X))
|37 € [2M] such that load(c[j]) > s

limit < s
Xl, ,Xn s R
= o Wi (X1, .., Xy, limit) - '
|35 € [2M] such that load(c[j]) > limit

Py pp(IF |n) < Pr

where W}??p(Xl,...,Xn, limit) outputs an NAT* state using ins'* (-0, delld= (-,0)
on Xi,...,X,, that has the maximal probability of one of its buckets having at
least limit fingerprints.

Let ins denote a modified version of the ins algorithm in Fig. 7, where an

element’s tag is added to both of its buckets, if they do not already contain

—ldo
it. Let Wy, be the same as W}?;*p but where insertions are done using ins.

Consider a Cuckoo filter with public parameters pp = (00, A1, A1, num), such

that no insertion can fail. Then, we can define mep, as an algorithm that
simply inserts all X5, ..., X,,.

—1d
Let o be the output of Wlljdizp, and let A be the output of W;f;p/. Running

—ld
W}??p and W Hf;ip, on the same input will result in the set of tags in bucket o|[j]

being a subset of tags stored in bucket A[j] for every bucket j € [2*1], giving

i limit + s
le"'vXn +—s R
3] € [2%] such that load( [5]) > lzmzt
limit < s

)(17 X —s R

<P
= A%ng (X1, ey X, limat)

|35 € [2*1] such that load(A[j]) > limit

A <« setup(oco, A1, Ar, num)

Xl,...,X s R

=Pr , —Tdo

forie[n]: (T,A)«ins ~(X;,AQ):
]

| 37 € [21] such that load(A[j]) > s

Pl pp(IF |n) < Pr
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There are 2* possible choices of j, and ( ) possible choices of s elements whose
first or second bucket is j. Now, the s elements must be distinct in order to be
added to their buckets; since we are considering PRF-wrapped Cuckoo filters,
this means they must be distinct even after they are passed through F': ©® — R,
which occurs with probability [1 - (lgﬁ‘{ll) o ( mITg(;l*l) )] Then, observe that we

also require the tags of the s elements to be distinct, so that they are added to
A
their buckets. This occurs with probability [1 - (QXT_l) . (2 T-(s=1) )]. Finally,

27T 27T
we compute the probability that the s distinct elements have their first or second

bucket equal to j, which is (2A 1) Putting this together, we obtain

Piyp(TF | ) < 2% (") (A= -|~5§<||59_j ~ =)y
At 1) Ar (g N
<[F ”gs;‘im ( ”)} (23)
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setup(pp) ins" H 1 (1 ) delFHT i (5 )
1 8, A1, A7, num < pp 1 xz+ F(x) 1 z+ F(x)
2 // initialise 2! buckets 2 tag + Hr(x) 2 tag + Hr(z)
3 // and s Ap-bit slots 3 i1+ Hi(x) 3 i1 < Hi(x)
4 for i € [27] 4 iz < i1 @ Hi(tag) 4 iy + i1 ® Hi(tag)
5 o, < 1° 5 a + (tag = Ostash) 5 // tag in stash?
6 // stashed element bucket © @< @A (Kstasn € {i1,i2}) 6 if [tag = ostash]
7 kaash < L 7T a+aVtag €0y Vtag € iy T if (kstash € {i1,12})
8 // stashed element tag 8 ifa=T:return T,o 8 Ostash < L
9 Curaun o L 9 // ins disabled? 9 kstash — L
10 o (Ui)ie[gz\z],(fstash,kszash 0 if 0stasn # L : return 1, o 10 return T,o0
11 return o 11 // check if empty slots 11 // tag in bucket?
12 for i € {i1,i2} 12 for ¢ € {i1,i2}
qryF,HT7H1 (z,0) 13 if load(o;) < s 13 if tag € o;
14 o; < 0; © tag 14 o; + 0; \ tag
Lo F 15 return T, ¢ 15 // empty the stash
2 tag < Hr(z) 16 // displace something 16 if ostasn # L
° Z:1 < Hl(m) 17 i¢=s {ir,in} 17 J1 < Kstash
4 2 ¢ i & Htag) 18 o + evict™1 (i, tag, o) 18 J2 < j1 ® Hi(0stash)
5 // tag in stash? 1o return T, o 19 for j € {j1.4o}
6 a ¢ (tag = Ouach) 20 if load(o;) < s
7 a4 a A (kstash € {i1,12}) evict™ (i, tag, o) o 0 0) O Taaen
8 // tag in bucket?
9 a< aVtag €0y Viag € oy for g € [num] 22 Zstash <_j_
10 return a 2 slot s [s] 23 . stash <= '
3 elem + oi[slot] 24 // displace something
4 // swap elem, tag 25 if ostasn # L
5  oislot]  tag; tag < elem 26 j s {j1.j2}
6 i+ i® H(tag) 27 o + evict™ (j, Ostash, 0)
7 if load(o;) < s 28 return T,o
8 0+ 0y ¢ tag 29 // nothing to delete
9 return T, o 30 return 1, o
10 Kkstash < 1@
11 ostasn < tag
12 return o

Fig. 7: AMQ-PDS syntax instantiation for the PRF-wrapped Cuckoo filter. Fol-
lowing the reference implementation [11] by the authors of [10], after we delete
an element, we try to empty the stash by re-inserting the stashed element. We
write the procedure evict separately for ease of understanding.
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C More on comparison with [8]

Clayton et al. [8] focused on the adversarial correctness of Bloom and Counting
filters, as concrete instantiations of their general PDS syntax (which is the basis
of ours). They employed a game-based formalism, which required defining a
specific winning condition for the adversary, i.e. finding a certain number of false
positives or false negatives. In contrast, we use a simulation-based approach to
analyse correctness. The power of the simulation-based approach in analysing
correctness is that it covers all adversarial goals. In practice, this means that
one only needs to compute the probability of achieving a particular goal in the
honest setting (which is well-studied in the PDS literature) to upper bound the
probability of achieving it in the adversarial setting.

We analyse a class of AMQ-PDS with deletions, focusing on Counting and
Cuckoo filters with deletions. Counting filters generalise Bloom filters to allow
for deletions. With 1-bit counters and no deletions allowed, Counting filters
effectively become Bloom filters. However, Bloom filters do not stop accepting
insertions when some of their bit positions are set to their maximum value of 1.
Therefore, it is straightforward to see that setting the number of deletions and
the insertion failure probability to 0 in our Counting filter results yields bounds
for Bloom filters.

While [8] also analysed Counting filters, they examine an altered “/ - thresh-
olded” variant, a variant of Counting filters where insertions are disallowed if
more than ¢ counters are set. Clayton et al. [8] proved the variant to be ad-
versarially correct against a goal of finding r false positives or negatives. Their
proof’s complexity stems from the proof’s reliance on the chosen PDS and ad-
versarial goal. However, it is also important to study the difficulty of making
an insertion to the PDS fail in adversarial settings, as this tells us about the
difficulty of denial-of-service-style attacks against the structure. Unfortunately,
[8] did not analyse this, and their results are not easily transferable to address
alternative adversarial goals, such as insertion failure. Moreover, extending [8]
to a slight variant of any of their focus PDS, like traditional Counting filters, re-
quires a new proof of similar complexity, as evidenced by their separate analysis
of /-thresholded and traditional Bloom filters.

With our approach, (a) the process of deriving results for additional adversar-
ial goals for the same PDS is simplified, and (b) the effort required to transform
results for a PDS to its variant is reduced by focusing on NAT* probabilities,
which inherently exhibit closer relations among the same events for slight PDS
variations compared to those in adversarial settings.

Clayton et al. [8] did not analyse Cuckoo filters. However, they analysed
Count-Min sketches (CMS), but again a version with ¢-thresholding. As CMS
are primarily designed for frequency rather than membership queries, they fall
outside the scope of our paper due to their primary functionality goal. The
CMS analysis in [8] is worthwhile but has two limitations: (a) it examines an
impractical version due to ¢-thresholding; (b) their adversarial objective does
not align with typical ways of compromising CMS correctness, which considers
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the magnitude of overestimates, and not their count. A more suitable adversarial
goal for the CMS was discussed in [27].

D Recovering results for insertion-only AMQ-PDS from
[13]

In the following, we derive results for the class of insertion-only AMQ-PDS
analysed in [13]. In general, this class is characterised by the following consistency
rules.

Definition 15 (Insertion-only AMQ-PDS consistency rules [13]). Con-
sider an AMQ-PDS II. We say II has:

— Element permanence if for allz € D, o € X such that T + qry(x, o), and for
any sequence of insertions resulting in a later state o', b <+ qry(x,0’) =
b=T.

— Permanent disabling if given o € X such that there exists x € D, r € R where
(b,7) + up(z,o;7) and b = L, then T = o and for any 2’ € D, ' € R,
(t',0") < up(a’,o;1") =V = L and o’ = 0.

— Non-decreasing membership probability if for all o € X, x,y € O, r € R,
(b,0") < up(z,0;7) = Pr[T < qry(y,0)] < Pr[T < qry(y,o’)].

— No false negatives if for allz € ©,0 € X suach that (T,0) < ins(z,0), and for
any sequence of insertions resulting in a later state o/, b <+ qry(x,o’) =
b=T.

These rules are satisfied by, for example, Bloom and Cuckoo filters.

We use our new definition of Ideal, along with a modified version of the
simulator from Fig. 4 that allows for permanent disabling. We manage to rederive
results from [13], but with the NATI probabilities in the bounds being replaced
with maximal NAT* probabilities. We note that this does not worsen the bounds
for Bloom and Cuckoo filters.

Theorem 2. Let Gins, qqry be non-negative integers, and let tq, tq > 0. Let
F: D — R. Let IT be an AMQ-PDS with public parameters pp and oracle access
to F, such that II satisfies F-decomposability (Def. 2), and reinsertion invari-
ance (Def. 3). Let o, be the number of calls to F required to insert or query
an element respectively in I using its ins, gry algorithms.

If IT satisfies permanent disabling and no false negatives (Def. 15), Rk : © —
R is an (Qqins+BYqry, ta+1ta, €)-secure pseudorandom function with key K s K,
then II is (Qins, Qqrys 9det = 0, %q, ts, ta, e’)-adversarially correct with respect to the
simulator in Fig. 8, where ts =t and €' =€ + 2qq4py - Pl*j’pp(FP | Qins)-

Note that our result relies solely on permanent disabling and no false nega-
tives (Def. 15). Focusing on NAT* instead of NAI probabilities allows the result
not to depend on the other consistency rules, making it more general than the
result in [13].
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Proof. As in the proof of Theorem 1, we use an intermediate game G* (Fig. 5
with the simulator from Fig. 8) to obtain

Advy s(D) := |Pr [ Real(A, D)=1] —Pr [ Ideal(A, D, S)=1]|
< |Pr[Real(A, D)=1]— Pr[G* (A, D)=1]|
+ |Pr[G*(A, D)=1]— Pr[Ideal( A, D, S)=1]|.

Using the proof to Lemma 6 with gqe) = 0, we get a bound on the closeness of
Real, G* in terms of the PRF advantage €, obtaining

AdvEYy s(D) := |Pr | Real(A, D)=1] —Pr [ Ideal(A, D, S)=1]
< & + |Pr[G*(A, D)=1]— Pr[Ideal( A, D, S)=1]|. (22)

We next bound the closeness of G*, Ideal, proving the statement.

Lemma 8. The difference in probability of an arbitrary ty-distinguisher D out-
putting 1 in experiments of game G*-or-Ideal (Fig. 5 with the simulator from

Fig. 8) with a (Qins; Ggry; Qdet = 0,t4)-AMQ-PDS adversary A is bounded as:

Ado] 5" (D) := [Pr[G*(A,D) = 1] — Pr [ Ideal(A, D, S) = 1]
< 2quy : PI*Y,pp(FP | qzns)

Proof. Let E be the divergence event between G* and Ideal, which occurs due
to a mismatch in responses to the adversary’s queries across the two games (see
Fig. 8). Then,

Pr[E] =Pr[Equy] (23)

with
. B HThe first query response mismatch is” (24)
Qry : aildeal # al.G for some ¢ € [quy] ’

where af defines the response to the adversary’s i-th query.

In contrast to the proof of Theorem 1 and its Eq. (5), Eq. (23) does not
involve divergence events related to a mismatch in responses to Del, Ins queries
across the two games. This is because the number of deletions is set to 0, allowing
us to focus on the simulator from Fig. 8. Due to F-decomposability (Def. 2), both
G* and Ideal from Fig. 8 on insertions proceed to change the state in exactly the
same way, outputting exactly the same answer to the adversary, and permanently
disabling the structure at exactly the same time. So, responses to Ins queries
cannot help the adversary to distinguish between the two games.
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Simulator S(A, pp) Oracle QrySim(z)

1 F «s Funcs[D, R| 1a% ary” (z,0")
2 o <+ setup(pp) 2 gl T
3 0" < setup(pp) 3 // If it isn’t inserted
4 inserted + {} 4 if inserted[z] = L
5 f«{} 5 o s qry"'? (X s R, 0)
6 return A™MsSi™ QrySim Ideal
6 return a return a
Oracle InsSim(x)
1r+sR

2 (%, 0%) «sins’ (z,0";7)

3 (""" o) s ins'* (F(z),0;7)

rde .
4 return ¢/ | return ¢

Fig. 8: Simulator and for AMQ-PDS.

We now proceed to bound the probability of Eqyy. In the following, we take
the probability over the randomness used by A (which we refer to as A’s coins),
and the randomness used by game G € {G*, Ideal} to answer A’s queries (which
we refer to as G’s coins). We will use z; and z; to denote the input to A’s i-th
query and insertion, respectively.

We first rewrite Eq. (2) using the union bound as

dary [Qry(z;) yields the first mismatch]A
PrEqry] < ) Pr [[(aldeat = T) A (a§" = 1)] . (25)
= Vi(afteet = 1) A (o = T)]

In G*, the responses to A’s Qry queries are always computed using the same
function F', while in Ideal, a fresh random string X <—s %R is sampled each time
a non-inserted element is queried.

Let o; denote the state of IT in game Ideal just before the i-th Qry query,
and o} denote the corresponding state in game G*. Due to the no false negatives
consistency rule, o} has no false negatives. Moreover, Qry queries in Ideal do
not give false negative responses. This means that Qry queries on elements that
were inserted will always return a positive response in both games. Therefore, in
order for z; to yield a mismatch in the Qry query responses, we must have that
x; is not currently inserted in Ideal (i.e. inserted[z;] = L in line 4 of QrySim).
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This gives

dary . .
[Qry(z;) yields the first mismatch |A
Pr{Eqmy] < Z [Pr { [inserted|r;] = L] A [aldeal = T]

i=1
[Qry(x;) yields the first mismatch |A
+Pr [ [inserted[z;] = L] A [af™ = T] (26)
dqry
= [Pr[BGs) + Pr[EG, |, (27)

s
Il
-

where, for simplicity, we will use Pr [ng;l] to denote the first term of Eq. (26),

and Pr[Eg,, | to denote the second term.

We start by bounding Pr [Eglf;l} In Ideal, a fresh random string X <s R
is sampled each time a non-inserted element is queried, and so

;) yields the first mismatch |A
Ideal] [Qry(z;) yie
Pr [Eer ] - Ideal’srcoins [T <3 qryldm (X —s R, Uz)]

A’s coins

(28)

We now argue that every o; is an n-NAI* state, with n being upper bounded by
Gins, Dy showing that it satisfies the requirements in Corollary 1. Let {z;} e[,
be inputs to A’s insertions before the i-th query.

As A has no direct access to random function F' and IT satisfies permanent
disabling, no information about F(z;) is available to A before z; has been suc-
cessfully inserted. Unsuccessful insertions do not reveal any information about
the action of F' on elements not yet inserted. This is because if an insertion does
not succeed, permanent disabling ensures that also no other element can be suc-
cessfully inserted. So, every first call to InsSim on z; can use X, s R in place
of F(z;), without changing the distribution of the resulting state. Therefore, o
satisfies insertion unpredictability (Def. 6).

The requirements of Corollary 1 related to deletions are trivially satisfied
as gqel = 0. Moreover, reinsertions do not change the state due to reinsertion
muariance.

Thus, o; is an NAI* state containing at most ¢, elements, and we can
upper bound the false positive probability of o; by that of the NAI* state with
the maximal false positive probability (Def. 8), giving

Pr[E&e] < Pr
[ Qry ] " Ideal’s coins
A’s coins

[Qry(z;) yields the first mismatch |A
[T s qry!da (X <s R, 0;)]

< Pjipp(FP | Gins)- (29)
We next compute

[Qry(x;) yields the first mismatch JA } (30)

P [EG* } = P .
I'| HQry G*s coins | [inserted[z;] = L] A [T s qry (z;,07)]
Ideal’s coins
A’s coins
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We have that a{™* is never returned to A in Ideal, A has no direct access to
random function F' and II satisfies permanent disabling. So, no information about
F(z;) is available to A (as z; has never been successfully inserted), and we can
write Eq. (30) as
G
Pr |:Eer:| = Ideal’s coins (31)
A’s coins

[Qry(x;) yields the first mismatch |A
[T <s qry!d=2 (X; <s R, 07)]

Since o} = o; (Fig. 8), the right-hand sides of Eq. (31) and Eq. (28) are equal,
and Eq. (29) implies

Pr By | < Pir (PPl dine): (32)

Substituting Pr [Eglf;l] , Pr [Egry] in Eq. (27) gives

dary
Pr(Eqry] <Y 2P}, (FP | Gins) = 2ary * Pir pp(FP | Gins).  (33)
i=1
O
To prove Theorem 2, we then apply Lemma 8 to Eq. (22) and obtain
AdV%?}47S(ID) S €+ 2‘1qry : Pﬁ,pp(FP ‘ qins)'
O
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