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Abstract

Watermarking techniques have been used to safeguard Al-generated content. In this paper, we study
publicly detectable watermarking schemes (Fairoze et al.), and have several research findings.

First, we observe that two important security properties, robustness and soundness, may conflict with
each other. We then formally investigate these two properties in the presence of an arguably more realistic
adversary that we called editing-adversary, and we can prove an impossibility result that, the robustness
and soundness properties cannot be achieved via a publicly-detectable single watermarking scheme.

Second, we demonstrate our main result: we for the first time introduce the new concept of publicly-
detectable dual watermarking scheme, for Al-generated content. We provide a novel construction by using
two publicly-detectable watermarking schemes; each of the two watermarking schemes can achieve “half”
of the two required properties: one can achieve robustness, and the other can achieve soundness. Eventually,
we can combine the two halves into a whole, and achieve the robustness and soundness properties at the
same time. Our construction has been implemented and evaluated.

1 Introduction

Generative Al and robust watermarking. Generative Al technologies, especially advancements in large
language models (LLMs), exhibit a broad range of impressive capabilities. However, these powerful
tools also present risks, such as the potential for misuse in spreading fabricated or false information. To
address these cybersecurity concerns, watermarking schemes have been proposed to safeguard Al-generated
content [16, 1, 18]. These schemes embed a watermark into the output text during LLM generation, with the
primary goal of ensuring that the watermark remains detectable even if the text is modified by an adversary.

Achieving both robustness and soundness properties, using watermarking. Two important security properties,
robustness and soundness, have been formalized [9, 10]. In [9], the soundness property is formally defined.
To achieve the soundness property, a construction has been developed. Concretely, a “secret watermark”
is embedded in the output of the generative model, by using a secret key. When a text is received, we can
check whether the text has been watermarked or not by using the secret key. The downside of the above
mentioned privately detectable watermarking mechanism is obvious: the generative model and the detector
must share the same secret key, and a party is not allowed to detect LLM-generated content if he/she is
not aware of the secret information that has been embedded in the content. Very recently, publicly detectable
watermarking for Al-generated content is proposed in [10]. With this new primitive, any party is allowed to
detect if a content is watermarked or not.

A technical difficulty. Unfortunately, we observe that there is a technical difficulty in achieving soundness
and robustness properties at the same time. Intuitively, the robustness property requires that even if a
watermarked text has been modified, the embedded watermark should not be eliminated; instead, it should
still be able to be detected. We remark that, an adversary could simply remove the entire watermarked text



with the goal of eliminating the embedded watermark. To avoid this trivial attack, in the formalization for
the robustness property in [10], the adversary is not allowed to remove the entire watermarked text; instead,
the modified version from the adversary, denoted as t’, and the original version of the watermarked text,
denoted as t, must have an overlapping of at least a /-length segment, where § € N. To better illustrate our
ideas, here let’s use t’' ><5 t to denote the -length segment overlapping between text ¢’ and text . On the
other hand, the soundness property requires that an adversary, after seeing multiple watermarked texts,
say t1,to, ..., t, should not be able to generate a valid (i.e., detectable) but “different” watermarked text ¢'.
Here difference means there is no overlapping of a k-length window between two texts ¢’ and ¢, we write as
t' v4y, t, where k € N. For all texts, it is required that (¢ péy t1) A (F B t2) A--- A (E bhg ty).

We must note that, the conditions in the two properties are conflicting with each other. Robustness
requires that the modified text has a sufficient overlap (J-length) with the original text, while soundness
requires that the generated text does not have a sufficient overlap (k-length) with the original text. Let
t € {t;}1<i<q- These two properties will lead to the following dilemma. For simplicity, Let ¢ be the actual
length of the longest overlapping segment of ¢’ and ¢.

e Casel (d > k): If £ > 6, then the condition ¢’ <5 t is satisfied. However, since ¢ > k, the condition
t' 14y, tis not met. Conversely, if £ < ¢, then ¢’ ;5 ¢ is not satisfied. Therefore, we conclude that no
modified text ¢’ can simultaneously satisfy both ¢’ <5 t and ¢’ p4y, ¢ in Case 1.

e Case2 (0 < k): If £ < §, then t’ x5 t is not satisfied. If £ > k, then t’ t4,, t is not satisfied. If 6 < £ < k
and the robustness property holds, meaning the watermark can be detected from ¢’, then the soundness
property is violated.

More concretely, in Case 1, if the length of the overlapping segment between ¢’ and ¢ is greater than or equal
to 0 (i.e., ¢ > 6), then ' overlaps with t by more than k. Consequently, ¢ does not satisfy the assumption
of the soundness property, which states that ¢’ 54, t. Conversely, if the length of the overlapping segment
is less than ¢ (i.e., ¢ < §), then t’ does not meet the assumption of the robustness property, which requires
t' <5 t. In Case 2, the length of the overlapping segment between ¢’ and ¢ can satisfy the assumptions of
both the robustness and soundness properties (i.e., § < ¢ < k). However, if the watermark can be detected
from ¢/, the soundness property is violated; otherwise, the robustness property is compromised.

Our research question. Based on the above discussions, we have the following question:

Is it possible to achieve the robustness and soundness properties at the same time, in a publicly
detectable watermarking scheme for LLM-generated content?

1.1 Owur Contributions

We give an affirmative answer to the above research question. In this paper, we carry out a systematic study
on publicly detectable watermarking for LLM-generated content. We want to highlight that, we are the
first to introduce the new concept of publicly detectable dual watermarking, for LLM-generated content.
Concretely, we have the following results.

1.1.1 Editing adversaries and publicly detectable (single) watermarking

New adversaries with edit distance. We first remark that in [10], the differences between texts are measured
using the length of overlapping substrings. This way of measuring differences is not strict enough, as an
adversary could change small amounts of text at specific positions to avoid long consecutive substrings.

In natural language, a more reasonable way to measure the differences of text is based on edit distance.
Edit distance is the minimal steps that are needed to modify a text to another one. We emphasize that it is
non-trivial using edit distance to describe texts embedding watermark because small edit distance cannot
guarantee the integrity of the watermark.

We are the first to consider a restricted but arguably more realistic adversary, that we called editing-adversary,
with the goal of providing a better understanding of the security properties when we study watermarking
for LLM-generated content. Here, considering the text generated by the adversary and the text generated



by the generative model, if the difference is measured by edit distance, then the adversary is called an
editing-adversary.

A formal treatment for publicly detectable (single) watermarking. If in a watermarking scheme, the
watermark can be detected publicly, it is defined as publicly detectable watermarking in [10]. If the watermark
detector returns a unique boolean value to indicate if the watermark is detected in the watermarking scheme,
we observe that the robustness and soundness security properties may conflict with each other. We define
this type of watermarking scheme as publicly detectable (single) watermarking.

An impossibility result in the presence of editing adversaries. We redefine soundness and robustness in
the presence of editing-adversary. We now are able to formally investigate if the two conflicting properties,
soundness and robustness, can be achieved at the same time or not, for a publicly detectable (single) water-
marking. Indeed, we can formally establish an impossibility result for achieving soundness and robustness at
the same time in the presence of an editing-adversary, if we use a single watermarking scheme.

1.1.2 Publicly detectable dual watermarking against editing adversaries

A new concept: Publicly detectable dual watermarking. To bypass the impossibility result, we introduce a
new primitive, publicly detectable dual watermarking, for LLM-generated content. We formally define the
syntax and the required properties, including robustness and soundness, of the new primitive. We remark
that, the impossibility result of achieving robustness and soundness at the same time, does not hold for the
dual watermarking scheme anymore.

A new construction of publicly detectable dual watermarking scheme. We then demonstrate our feasibility
result by constructing a publicly detectable dual watermarking scheme. In our construction, we use
two publicly detectable watermarking schemes as building blocks. Note that neither scheme can achieve
soundness and robustness at the same time in the presence of an editing-adversary; however, the two
watermarking schemes can achieve “half” of the two required properties, respectively: one can achieve
robustness, and the other can achieve soundness. Interestingly, we are able to combine the two halves into a
whole, and achieve the robustness and soundness properties at the same time! In this way, we successfully
reconcile the two properties in watermarking for LLMs.

Implementation and evaluation. We implement our publicly detectable dual watermarking scheme based
on the OPT-2.7B model [34]. We then evaluate the probability that a watermark bit is embedded correctly; we
also evaluate the quality of the text which is affected by watermark embedding. Our experiments show that,
with a small tune factor the watermark can be embedded with very high probability. Our experiments further
show that in our dual watermarking scheme, the text quality is reduced marginally. Finally, our experiments
demonstrate that the parameter selection made in the theoretical parts of the paper is achievable.

Organization In Section 2, we introduce the necessary background knowledge: the formal definitions and
building blocks of watermarking. In Section 3, we redefine the security properties and prove the impossibility
result. In Section 4, we give a novel definition of publicly detectable dual watermarking and corresponding
secure properties. In Section 5, we introduce our main construction. In Section 6, we prove our scheme
achieving the secure properties. In Section 7, we introduce the implementation of our scheme and describe
the evaluation results.

Finally, in Section 8, we include the related work including Al-generated content detection and wa-
termarking schemes for LLM. In Section 9, we make a conclusion of the paper. We provide detailed
preliminaries in Appendix A, supporting materials for analysis in Appendix B and additional experiments
result in Appendix C.

2 Preliminaries

We use A to denote the security parameter. A negligible function negl(\) are those functions that decay faster
than the inverse of any polynomials in A.



In this paper, we describe each text ¢ generated by the LLM as a vector of tokens x1, . . ., x,; we write it as

= 1| - - - ||zn. We let e denote the empty vector. We define the length of the text ¢ as |¢|, which represents

the number of tokens in the text, denoted as |t| = n. We use the symbol ¢[i] to denote the i-th token z; of the
token-vector ¢t.

When the context is clear, we often also refer to a token as a word, and a vector of tokens as a string. We
use substring # to denote any consecutive tokens in t such as ¢ = ;|21 - - - |J2; where 1 <4 < j < n. For
simplicity, we use t[i :] to denote the substring of ¢ from the i-th element to the end; thatis ¢[i ;] = x;|| - - - | zn.
When we append a token z to a vector ¢, we writeitas ¢ || z.

Finally, we use V to represent the token vocabulary; we use V* to denote texts with arbitrary lengths where
tokens are from V.

2.1 Building Blocks

In this section, we introduce the building blocks that we will use in our design.

2.1.1 Hash Functions

Our construction uses cryptographic hash functions H : {0,1}* — {0,1}™, with m-bit output where m € N.
In our security analysis, cryptographic hash functions will be treated as random oracles. As formalized in [3]
by Bellare and Rogaway, a random oracle is a random function drawn from the set of all possible functions
uniformly and randomly (over specific input and output domains). We use LSB(H (z)) to denote the least
significant bit of H(z).

2.1.2 Digital Signature Schemes

In our construction, we will use a digital signature scheme to generate watermark sequences that will be
embedded in the output tokens. Please see the syntax and security definitions of a digital signature scheme
in Appendix A.1.

2.1.3 Error Correcting Codes

An error-correcting code (ECC) is a coding scheme used for the transmission of messages. In our construction,
we will employ ECC to correct errors in watermark data. A formal definition for ECC can be found in
Appendix A.2.

2.1.4 Edit Distance

Measuring the similarity between two strings is a crucial task in various domains. The edit distance (also
known as the Levenshtein distance [20]) is a commonly employed similarity measurement, which quantifies
the minimum number of operations required to transform one string into another (i.e., insertion, deletion,
and substitution). We use edit distance to limit how a text ¢ can be modified by adversary. The formal
definition of edit distance can be found in Appendix A.3.

2.2 Publicly-Detectable Watermarking of LLM
2.2.1 Preliminaries

In this paper, we explore the watermark embedding algorithm in a large language model, commonly
referred to as LLM. The large language model is a probabilistic generative model. We follow the definitions
in [16, 9, 10], as below:

Definition 2.1 (Auto-regressive Model). An auto-regressive model Model over vocabulary V takes prompt
p € V* and the previous output of the model ¢t € V* as input. Then it outputs a vector of logits of each word

in the vocabulary as D & Model(p, t).



Definition 2.2 (Generative Language Model). A generative language model GenModel over vocabulary V
takes prompt p € V* and generated text t as input. Then it outputs a sequence of words in V with length n.

In the generative language model (GenModel), the auto-regressive model Model(-) serves as the founda-
tion, with a prediction algorithm Predict(-) utilized to choose the subsequent output token, as outlined in
Algorithm 1. Most commonly, Predict(-) normalizes the logits values of D and takes the token z with the
highest probability as the output.

Algorithm 1 Generative Language Model (GenModel)

Input: p, t, n
fori=1,...,ndo
D& Model(p, t)
t < t || Predict(D)
end for
return t

2.2.2 Syntax

Our focus in this paper is on publicly detectable watermarking for LLM. We adopt the definition of a publicly
detectable watermarking scheme (PDWS) as presented in [10].

Definition 2.3 (Publicly-Detectable Watermarking Scheme). A publicly detectable watermarking scheme
PDWS for a generative language model GenModel over token vocabulary V consists of a tuple of algorithms
PDWS = (Setup, Watermark, Detect) where:

e The setup algorithm (pk, sk) & Setup(1*).

The algorithm Setup takes as input a security parameter 1* and outputs a pair of public and private
keys (pk, sk).

¢ The watermarking algorithm ¢ & Watermark(sk, p).

The algorithm Watermark takes as input a private key sk and a prompt p € V* and outputs a text
tec V.

¢ The watermark detection algorithm ¢ <— Detect(pk, t’).

The deterministic algorithm Detect takes as input a public key pk, a candidate watermarked text t’, and
outputs a boolean value ¢, with ¢ = true meaning valid and ¢ = false meaning invalid.

2.2.3 Properties

First, we define the completeness; basically, the completeness property ensures that a text of sufficient length
that was watermarked faithfully must be detected (i.e., must be treated as a valid watermarked text), except
negligible probability.

Definition 2.4 (y-Completeness). We say publicly detectable watermarking scheme PDWS = (Setup,
Watermark, Detect) is y-complete if for every prompt p € V*, it holds that

pr | (pk;sk) & Setup(1*); ¢ & Watermark(sk, p) | - negl())
: (Detect(pk,t) = false) A(|t| > v) - '

We now describe the robustness and soundness properties as in [10]. Intuitively, the robustness property
requires that even if a watermarked text is modified, the embedded watermark cannot be eliminated and
can still be detected. However, an adversary could simply remove the entire watermarked text so that the
embedded watermark can be eliminated. To avoid this trivial attack, in the formalization for the robustness
property in [10], the adversary is not allowed to remove the entire watermarked text; instead, the modified



version from the adversary, denoted as ¢/, and the original version of the watermarked text, denoted as ¢,
must share at least a J-length segment, where § € N.

On the other hand, the soundness property requires that an adversary, after seeing multiple watermarked
texts, say t1,t2, ..., t,, should not be able to generate a valid (i.e., detectable) but “different” watermarked
text. We will introduce some notations, and formally define the difference between two watermarked texts.

Notations <, and %,,. To facilitate our presentation, we introduce the notation “,,” and its negation
“v4y,”. Concretely, consider two texts ¢,t’ € V*. If the two texts ¢’ and ¢ share at least an n-length segment, we
write t’ i, t. In contrast, if there is no overlapping of an n-length window between the two texts ¢’ and ¢,
we write t' 14, t.

In addition, when the text t’ does not overlap an n-length window of tokens with any of the texts in a set
Q, where Q = {t1,ts,...,t,} and ¢ € N, we write (¢ 54, t1) A (t' 14, t2) A --- A (' 14, t;); when the context
is clear, we also write t' 14, Q.

We are now ready to formally define the robustness and soundness properties as in [10]. We remark that
the adversaries are restricted in the sense that their behavior on a text can be defined with substring; we thus
call them substring-adversaries.

Definition 2.5 (6-Robustness). We say publicly detectable watermarking scheme PDWS = (Setup, Watermark,
Detect) is d-robust if for all PPT substring-adversaries A, for every prompt p € V*, it holds that

pr | (Pk;sk) & Setup(1*); ¢ & Watermark(sk, p); t’ & Alpk,t) | - negl(\)
: (Detect(pk,t') = false) A (t' 5 t) - ’

Definition 2.6 (k-Soundness). We say publicly detectable watermarking scheme PDWS = (Setup, Watermark,
Detect) is k-sound if for all PPT substring-adversaries .4, it holds that

(pk, sk) & Setup(1*); 8/ & AWetermark(sko ) ()

PI1 (Detect(pk, /) — true) A (¢ v Q)

] < negl(}),

where Q is the history of queries that the substring-adversary A made to the watermarking oracle Watermark(sk, -).

Another property distortion-freeness is often used to describe the text quality of watermarked text.
Distortion-freeness ensures that the watermarking algorithm does not noticeably decrease the quality of the
model output. We will give the definition of distortion-freeness in Definition B.1 in Appendix and evaluate
the text quality of our scheme in Section 7.2.

3 Soundness and Robustness in the presence of an Editing-Adversary,
and an Impossibility Result

As we discussed in the introduction, the conditions for robustness and soundness properties in Defini-
tion 2.5 and Definition 2.6 conflict with each other. Therefore, it is infeasible to achieve the two properties
simultaneously based on the definitions in [10]. In this section, we will define the robustness and soundness
properties in the presence of a new type of adversaries called editing-adversaries. We then formally prove an
impossibility result of achieving the robustness and soundness properties at the same time in the presence
of editing-adversaries. Jumping ahead, in Section 4, we will show to how to bypass the impossibility
result by introducing a revised version of the definitions for robustness and soundness (in the presence of
editing-adversaries).

3.1 Why using edit distance (instead of overlapping substring)

Using overlapping substrings to measure differences between two texts is equivalent to measuring text
similarity by the length of the longest common substring. Compared to the length of overlapping substrings,
edit distance has significant advantages in measuring text similarity. Unlike the length of overlapping
substrings, edit distance evaluates the minimum number of operations (insertions, deletions, and substitutions)



needed to transform one text into another. This allows it to comprehensively consider words change between
two texts, whether these matching parts are successive or separated. Consequently, edit distance can
more generally capture local similarities within texts, such as matching subsequences scattered in different
positions, providing a more accurate similarity assessment.

Edit distance is highly sensitive to changes in words order, effectively reflecting minor differences caused
by order variations. For example, altering the order of words in a text produces a new string. In such cases,
the length of overlapping substrings between the two texts might not be long, but edit distance can clearly
measure their overall similarity. The length of overlapping substrings focuses only on the longest contiguous
matching segment, failing to comprehensively represent global similarity and struggling to capture the
effects of order modifications.

Additionally, edit distance excels in tolerating scattered word modifications and is compatible with
non-contiguous word replacements in texts. For instance, replacing words in specific positions can easily
reduce the length of overlapping substrings between two texts. Edit distance can measure the minimum
number of operations needed for text changes, specifically reflecting the degree of scattered modifications.

In summary, edit distance not only quantifies the specific differences between two texts but also highlights
their high degree of similarity through a small number of operations. Therefore, it possesses wider application
prospects and greater practical value in fields like text analysis compared to the length of overlapping
substrings.

3.2 Soundness and Robustness in the presence of an Editing-Adversary

To analyze if the two properties can be achieved simultaneously more formally, we redefine them with a
unified parameter. The edit distance is commonly used to measure the dissimilarity between texts, making
it a natural choice for describing the differences between the text generated by the adversary and the text
generated by Watermark(-). Because we use edit distance to describe the adversary’s output, we refer to this
type of adversary as an editing-adversary.

We use the edit distance Distance(t', t) to depict the relation between the output from the adversary and
the original outputs. In addition, for a text t and a set Q of texts where Q = {¢;,%s,...,t,} and ¢ € N, we
define the edit distance between ¢’ and Q as

Distance(t’, Q) = min{Distance(t’, t;) }+,co-

Definition 3.1 (d-Robustness). We say publicly detectable watermarking scheme PDWS = (Setup, Watermark, Detect)
is d-robust, if for all PPT editing-adversaries A, for every prompt p € V*, it holds that

pr | (Pk;sk) & Setup(1*);t & Watermark(sk, p); t’ & Alpk,t) | - negl(\)
: (Detect(pk,t’) = false) A (Distance(t’,t) < d) - '

Definition 3.2 (d-Soundness). We say publicly detectable watermarking scheme PDWS = (Setup, Watermark,
Detect) is d-sound, if for all PPT editing-adversaries .4, it holds that

Pr

3 ;8 atermark (sk, -
(pk, sk) < Set/up(l*); t < Av‘f termark( k; )(pk) < negl()),
: (Detect(pk,t’) = true) A (Distance(t’, Q) > d)

where Q is the history of queries that the editing-adversary .4 made to the watermarking oracle Watermark(sk, -).

The parameter d quantifies the extent to which the adversary alters the watermarked text. This parameter
constrains the difference between the original text ¢ and the manipulated text t'. By using a unified parameter
d for both robustness and soundness, we can analyze whether the protocol can simultaneously satisfy these
two properties.

3.3 An Impossibility Result

In order to prove the impossibility result we first define single watermarking scheme.

Definition 3.3. For a publicly-detectable watermarking scheme PDWS in Definition 2.3, if the output
¢ < Detect(pk,t') is a single boolean value, we say PDWS is a publicly-detectable single watermarking
scheme.



Theorem 3.4 (Impossibility of achieving d-robustness and d-soundness simultaneously). Let PDWS =
(Setup, Watermark, Detect) be a publicly detectable single watermarking scheme, then PDWS cannot achieve d-
robustness and d-soundness simultaneously.

Proof. Let (pk,sk) be a key pair which is generated as (pk, sk) <— Setup(1*). Let Q be the history of queries as
Q < Watermark(sk, -). Let A be any PPT algorithm.

Assume that PDWS is d-sound. After obtaining Q, the algorithm A produces an output t’ < A(pk).
The distance between ¢’ and Q is Distance(t’, Q) = d, indicating that there exists a text t € Q such that
Distance(t’, t) = d. Following the Definition 3.2, we have

Pr[Detect(pk,t') = true] < negl()). 1)

Assume that PDWS is also d-robust. The text ¢ which is generated by algorithm A as ¢’ « A(pk,t)
satisfies Distance(t’,t) = d. Following the Definition 3.1, Pr[Detect(pk, t') = false] < negl()). That is

Pr[Detect(pk,t') = true] > 1 — negl(\). (2)

Given that PDWS is publicly-detectable single watermarking scheme, the output of Detect(pk,t') = true
is a single boolean value so that Pr[Detect(pk,t') = true|] must be the same value for robustness and
soundness. Putting the equations (1) and (2) together we obtain

negl(\) > Pr[Detect(pk,t’) = true] > 1 — negl()). 3)
That is negl(A) > 1/2 which is contradicted with the definition of negligible function. O

Theorem 3.4 shows that if the PDWS is a single watermarking scheme, then it cannot achieve d-robustness
and d-robustness simultaneously. We also show the impossibility for substring-adversaries as in [10] in
Theorem B.2 in the Appendix.

4 Publicly-Detectable Dual Watermarking: Definitions

4.1 Syntax

In order to achieve d-robustness and d-soundness simultaneously, we define publicly-detectable dual water-
marking scheme. The primary distinction from the original publicly-detectable single watermarking scheme
is that the Detect(-) algorithm will output a tuple of boolean values, with one serving the robustness property
and the other the soundness property. We will highlight the difference in blue in this section.

Definition 4.1 (Publicly-Detectable Dual Watermarking Scheme). A publicly detectable watermarking
scheme PD2WS for an auto-regressive model Model over token vocabulary V consists of a tuple of algorithms
PD2WS = (Setup, Watermark, Detect) where:

e The setup algorithm (pk, sk) & Setup(1*).
The algorithm Setup takes as input a security parameter 1* and outputs a pair of public and private
keys (pk, sk).

¢ The watermarking algorithm ¢ & Watermark(sk, p).
The algorithm Watermark takes as input a private key sk and a prompt p € V* and outputs a text
te v

¢ The watermark detection algorithm (¢,, ¢5) < Detect(pk, t').

The deterministic algorithm Detect(-) takes as input a public key pk, a candidate watermarked text ¢/,
and outputs a tuple of boolean values (¢., ¢5). If ¢, = true the robustness watermark is detected. If
¢s = true the soundness watermark is detected.



4.2 Properties

Distortion-freeness is independent of the Detect(+) algorithm, requiring no additional modifications, which
we will not delve into here. We revise the definitions of completeness, robustness, and soundness below,
emphasizing the distinctions in blue.

Definition 4.2 (yv-Completeness). We say publicly detectable dual watermarking scheme PD2WS = (Setup, Watermark, Detect)
is y-complete, if for every prompt p € V*, it holds that

pr | (Pk,sk) & Setup(1*); ¢ il Watermark(sk, p); (¢r, ¢s) < Detect(pk,t) | - negl(\).
: (¢ = false) V (¢s = false)) A (|t| > 7) =

Definition 4.3 (d-Robustness). We say publicly detectable dual watermarking scheme PD2WS = (Setup,
Watermark, Detect) is d-robust, if for all PPT editing-adversaries A, for every prompt p € V*, it holds that

Pr
: (¢ = false) A (Distance(t,t') < d)

(pk, sk) & Setup(1); ¢ & Watermark(sk, p); t’ & A(pk, t); {¢r, s) < Detect(pk, t’) } < negl()).

Definition 4.4 (d-Soundness). We say publicly detectable dual watermarking scheme PD2WS = (Setup,
Watermark, Detect) is d-sound, if for all PPT editing-adversaries A, it holds that

$ $ atermark(sk, -
pr | (Pkisk) < Setup(l?);t/ <~ .IAW termark(sk,) (pk); (@, s ) < Detect(pk, t') < negl()),
: (¢s = true) A (Distance(t’, Q) > d)

where Q is the history of queries that the editing-adversary .4 made to the watermarking oracle Watermark(sk, -).

5 Publicly-Detectable Dual Watermarking: Construction

In this section, we show how to bypass the impossibility result as we demonstrated in the previous section.
Our novel construction which is named as Publicly-Detectable Dual Watermarking Scheme (PD2WS) will
utilize two different watermarking strategies, short-range watermarking and long-range watermarking, for
generating text of a LLM.

Short-range watermarking means that when a word in text ¢ is modified, it only impacts a small number
of bits (at least 1 bit) in the extracted watermark. This ensures that even if certain words are modified, the
extracted watermark remains similar to the original. Short-range watermarking provides the robustness
property.

On the other hand, long-range watermarking means that when a word is modified, it will affect a lot of
bits in the extracted watermark. This implies that when a few words are modified, the extracted watermark
is broken. Long-range watermarking provides the soundness property.

Following the definition of publicly-detectable watermarking scheme in Definition 2.3, PD2WS contains
three algorithms: Setup(-), Watermark(-) and Detect(-). Setup(1*) utilizes the key-generation algorithm
Gen(1*) of signature scheme to generate a pair of keys (pk, sk) which is simple. We introduce Watermark and
Detect algorithms in the following two subsections respectively.

5.1 Dual Watermarking of Generative Models

The Watermark(sk, p) algorithm is implemented with three subroutines: watermark generation, watermark
embedding and generative model of watermarking.

5.1.1 Watermark Generation

In our construction, the watermark is generated with public information and the private key which are input
into the LLM as parameters. Watermarks for the two halves are generated separately.

Short-range Watermark Generation We define the short-range watermark generation algorithm abbreviated
as SWG in Algorithm 2. The short-range watermark is the hash value of a public initial vector IV. The output
of SWG is denoted as mg with the length of m bits.



Algorithm 2 Short-range Watermark Generation (SWG)
Input: IV

g < H (I V)

return g

Long-range Watermark Generation We define the long-range watermark generation algorithm abbreviated
as LWG in Algorithm 3. First, the signature o is generated by signing the hash value of the previous tokens.
Then the signature is encoded with the error correcting code. The output of 7;, = Encode(o) is used as
long-range watermark. The error correcting code will ensure that if the watermark is modified slightly the
signature still can be recovered. The result of LWG is denoted as 77, with the length of ¢ bits.

Algorithm 3 Long-range Watermark Generation (LWG)

Input: ¢, sk

o & Sign(sk, H(t))
71, < Encode(o)
return 7,

5.1.2 Probabilistic Watermark Embedding

To embed watermark information in tokens, it is essential to select suitable tokens to signify 0 and 1
individually. We utilize the least significant bit of the hash value of a token to indicate the respective bit of
the embedded watermark. In the absence of additional constraints, this token bit generated by a language
model will match the watermark bit with a probability of 1/2.

If the token selected by the LLM with the highest probability does not meet this criterion, alternative
tokens must be explored. This approach contradicts the principle of selecting the token with the highest
probability, and opting for alternative tokens could potentially degrade the quality of the output text. The
study in [16] has demonstrated that employing a modified softmax function can enhance the likelihood of
selecting appropriate tokens with minimal effect on text quality. The definition of softmax function can be
found in A.5.

We use a similar method which is defined as Token Generation with Preferred Bit (TGPB) as in Algo-
rithm 4 to generate a token. The algorithm TGPB takes prompt p, previous output tokens ¢, a preferred bit b
and tune factor 7 as input. TGPB first employ an auto-regressive model Model(-) to produce a vector of logits
D of each word in the vocabulary V. Let D[z] be the logits value of token z in the vector. We use LSB(H (z))
to denote the least significant bit of H(x) for a token = € V. Let S, be a subset of V, a token = € S, if and
only if LSB(H (z)) = b. The D[z] is converted into a normalized probability p, using the softmax function
according to if it is in S;. The token 2 with the highest probability p, will be returned.

The input parameter 7 is employed to modify the likelihood of selecting a token from the vocabulary. If a
token = € Sp, its selection probability is heightened, and conversely, diminished otherwise. This approach
skews the least significant hash value of the resulting token towards matching b. As the value of 7 increases,
the probability of the returned token z satisfying LSB(H (x)) = b will rise. However, a larger 7 value may
disrupt the vocabulary distribution from the original output of Model(p, t), potentially reducing the quality
of the generated text.

It must be noticed that TGPB is a probabilistic watermark embedding algorithm. Whatever the value of
T is, the probability that LSB(H (z)) = b is less than 1. This means TGPB may generate a token that does not
embed a bit of watermark correctly. We will show that the probability a bit b is embedded correctly is high
enough while the negligible impact on text quality is slight with suitable parameter 7 in Section 7.

Both the short-range watermark and long-range watermark are embedded into tokens using TGPB
algorithm. Note that the algorithm TGPB will introduce errors; These errors will be processed in two
different ways:

Short-range Watermark Error The short-range watermark is used to guarantee the robustness property. We
treat the errors brought in TGPB the same as errors brought by the adversary. We use the edit distance to
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Algorithm 4 Token Generation with Preferred Bit (TGPB)
Input: p, t, 0, 7
/+ The input bit b is preferred bit to be embed in the generated token; the input 7 is used

to tune the probability that b will be embedded correctly. Note that, this algorithm is
parameterized by the vocabulary V and two disjoint subsets Sp and 81, where V = S U Sp and
S§1NSy=0. cConcretely, for be{0,1}, a token z €S, if and only if 1se(H(z))=b. «/

D& Model(p,t) //Run auto-regressive model and obtain the vector of logits.
w <+ 0
forallz € V do
ay < D[z] //Get the logits value of .
if z € S, then
w 4+ w ~+ exp (g + 7)
else
w — w~+ exp (o)
end if
end for
forall x € V do
if x € S; then

Py exp (ag+7)
w
else
p, — 2P (ax)
w

end if
end for
T €

forall y € V do
if p, > p, then
Ty
end if
end for
return x

11



measure the similarity of the extracted watermark with the original one. If they are close enough we say the
watermark is detected.

Long-range Watermark Error The long-range watermark is used to guarantee the soundness property.
Signature scheme is equipped to verify if an extracted watermark is the original one. The errors brought in
TGPB must be corrected to recover the signature. The error correcting code is utilized to achieve this goal.

5.1.3 Generative Model of Dual Watermarking

The Dual Watermarking of Generative Model (Watermark(-)) in Algorithm 5 is designed to generate wa-
termarked text. Here, Watermark(-) takes private key sk and prompt p as input parameters. The expected
output length is set as n.

Algorithm 5 Dual Watermarking of Generative Model (Watermark)
Input: sk, p
n < target length
t<€,mg €1 €
IV + “a constant string”
T+ ¢
while |t| < n do
if |t| < n — ¢ then
if |Tg| = 0 then
TS SWG(IV)
end if
08 7T5[0],7TS — 7'('5[1 :]
x + TGPB(p,t,55,7)
else
if |7rz| = 0 then
1 & LWG(t, sk)
end if
oy, <—7TL[O],7TL <—7TL[1 Z]
x + TGPB(p,t,51,7)
end if
t—t|=x
end while
return ¢

The procedure that the tokens are generated with dual watermarks is illustrated in Figure 1.

Generative Model of Short-range Watermark The short-range watermark is embedded periodically in
every m token except the last ¢ tokens. As the generation of the short-range watermark is from a constant
initial vector, the short-range watermark remains the same in each period. The generative model generates
the sequence of tokens which are embedded with the short-range watermark.

Generative Model of Long-range Watermark The generation of the long-range watermark, on the other
hand, depends on the tokens already generated which are embedded with the short-range watermark. The
long-range watermark is only embedded once in the last ¢ tokens.

Both SWG (in Algorithm 2) and LWG (in Algorithm 3) are used to generate short-range watermarks and
long-range watermarks, respectively. The watermarks are embedded using the token generation with the
preferred bit (TGPB) function in Algorithm 4. The factor 7 <— cis used as a parameter to tune the probability
that a watermark bit is correctly embedded in a token z.

The output tokens are generated one by one until the target length n is reached. It should be noted that
this algorithm does not guarantee that all the watermark bits are embedded correctly. As we mentioned in
the Algorithm 4, some bits of the watermark may not be embedded correctly. This error should be tolerated
in the detection algorithms.

12
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o < Sign(sk, H(t)) mr, < Encode(o)

Figure 1: The short-range watermark 7 g is embedded in the tokens periodically for every m tokens. The
long-range watermark 7, is embedded in the last ¢ tokens. All but the last ¢ tokens are used as input text of
LWG to generate 7y..

5.2 Dual Watermark Detector

Dual watermark detector, Detect(-) also can be divided into two halves: Short-range Watermark Detector
(SWD) in Algorithm 6 and Long-range Watermark Detector (LWD) in Algorithm 7.

Short-range Watermark Detector In order to detect if a text ¢’ contains the short-range watermark, all the
substrings of ¢’ will be checked. For one substring, each token is mapped to a bit using the hash function,
thereby forming a bit string 7 of length m. Because the probabilistic watermark embedding Algorithm 4
is used, the extracted watermark may not be exactly the same as the original one. Then the edit distance
between 7g and 7%, Distance(rg, 75), is used to measure if 7% is a valid watermark where g is the hash
value of the public initial vector IV. If Distance(mg, %) is less than a predefined threshold T, then the output
is true. If none of the substrings returns true then returns false.

Algorithm 6 Short-range Watermark Detector (SWD)
Input: ¢/, IV, T
n+ [t],i+0
whilei <n — (m +¢) do
TS < H(IV)
Ty €70
whilei+j <n—{do
ms g || LSB(H('[i + j]))
j—Jj+1
if Distance(mg, ) < T then
return true
end if
end while
1 1+1
end while
return false

Long-range Watermark Detector The long-range watermark is embedded in the last ¢ tokens. Each of the
last ¢ tokens is mapped to a bit using LSB(H (t[¢])) and all the ¢ bits are composed into a bit string 7. The
71, is supposed to be the embedded watermark. The probabilistic embedding algorithm may bring errors
into 7y, as discussed in Algorithm 4. ECC is used to recover the original signature ¢ from 7. The first n — ¢
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tokens are used as the message to generate the signature o in Algorithm 5. If the input text is not modified,
the signature verification will return true.

Algorithm 7 Long-range Watermark Detector (LWD)
Input: ¢/, pk
n<+ [t'|,i+ 0,plain <+ €, 7 + €
while i < n do
if i <n — { then
plain « plain || ¢[i]
else
7y, < 7, || LSB(H (¢[i]))
end if
end while
o = Decode(ry)
if Verify(pk, H(plain),o) = true then
return true
else
return false
end if

We utilize both short-range watermark detector SWD and long-range watermark detector LWD in Detect(-)
in Algorithm 8. Only when both watermarks are detected, it can be concluded that the text is generated by
the generative model Watermark(-). When the short-range watermark is not detected, it can be inferred that
the text is not generated by Watermark(-). If only the short-range watermark is detected, it can be inferred
that the text is originally generated by Watermark(-) but has been tampered with. That is, if the return value
vg = true, then it is a watermarked text; otherwise, it is not. If the return value v; = true, it is unmodified
otherwise it is modified.

Algorithm 8 Dual Watermark Detector (Detect)
Input: pk,t
{/* T is a global parameter of threshold to detect short-range watermark.*/}
IV < “a constant string”
¢r < SWD(t',IV,T)
¢s < LWD(¥', pk)
return (¢, ¢s)

6 Publicly-Detectable Dual Watermarking: Security Analysis

We will analyze the robustness property and soundness property of our publicly-detectable dual watermark-
ing scheme PD2WS.

6.1 Analysis of Watermark Errors

In Algorithm 4, a watermark bit b is probabilistically embedded in a token = by choosing = such that
LSB(H(z)) = b. If a token z satisfies that LSB(H(z)) = b, we say «z is good otherwise it is bad. A good
token means a bit of the watermark is embedded correctly and a bad token implies that an error bit of the
watermark is embedded. We use pgo0q4 to denote the probability that a token z is good and use ppaq to denote
the probability that a token z is bad.

Pgood = Pr[LSB(H (x)) = b],

Pbad = Pr[LSB(H (z)) # b]. (4)
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It is obvious that pgood + Pbad = 1.

The probability pgooq is adjusted by the factor 7 using the softmax function. For a candidate token z,
if LSB(H (x)) = b, its probability of being chosen will increase according to the factor 7. Otherwise, its
probability of being chosen will decrease relatively. If we set 7 = 0 in Algorithm 4, the probability of tokens
being chosen will not be tuned. In this case, we have the probability that pgood = Pr[LSB(H(z)) = b] = 1.

The probability that a token is good is independent of the other tokens. For any consecutive n tokens that
are generated in Algorithm 4, let « and /5 be the number of tokens which are good and bad respectively. The
expectation of cvis E(a) = n - pgood and the expectation of 5 is E(8) = n - ppad-

Using the Chernoff bound as in Theorem A.6, we can measure the upper bound of 3 with the following
probability for any constant p > 0

Pr[3 > (1 + p)n - ppag] < e~ M.

If n = O(\), we have
Pr[f = (1+ p)n - ppaa] < negl(A). ®)

6.2 Security Proofs

We prove that our publicly-detectable dual watermarking scheme (PD2WS) can satisfy the completeness in
Definition 2.4, robustness in Definition 3.1, and soundness in Definition 3.2. We leave the distortion-freeness
in Definition B.1 to be discussed in Section 7.

We recall the parameters that will be used in the following proofs. Let m be the length of output of hash
function H(-) where m = O(\). Let ¢ be the length of output of Encode(-) where £ = O()). Let n = [¢| be the
length of text ¢t which is generated by Watermark(-). We assume n > m + £. Let ppaq be the probability that a
generated token is bad as in the Equation 4.

6.2.1 ~-Completeness

Our dual watermark algorithm uses two watermarking with different sensitivities to simultaneously ensure
robustness and soundness.
Firstly, we will show short-range watermark detector will return true with overwhelming probability.

Lemma 6.1. Consider the publicly-detectable dual watermarking scheme PD2WS = (Setup, Watermark, Detect)
in Section 5 and assume that text t is generated by \Watermark(-) with the length n > m + . Let T be the
threshold in Algorithm 6. If there exists a constant y > 0 such that T > (1 + p) - m - ppad, then we have
Pr[SWD(t,IV,T) = true] > 1 — negl(X).

Proof. Let t be the prefix string of t with m tokens. For n > m + /, the short-range watermark 75 must
be embedded in ¢ (with errors). Let 8 be the number of bad tokens in ¢. From the Equation 5, we have
Pr[8 > (1 + p)m - ppad] < negl(A). For T > (1 + p)m - ppad, we have Pr[T > ] > 1 — negl(A).

Let 7% be the watermark extracted in SWD. We have the distance between 7g and 7% as Distance(rg, 75) =
8. T > B, SWD(t,1V,T) will return true. Putting them together, we have Pr[SWD(t,IV,T) = true| >
1 — negl()).

O

Secondly, we will show long-range watermark detector will also return true with overwhelming proba-
bility.
Lemma 6.2. Consider the publicly-detectable dual watermarking scheme PD2WS = (Setup, Watermark, Detect) in
Section 5, and assume that text t is generated by Watermark(-) with the length n > m + £. Let d be the number of

errors that Decode() can correct in Algorithm 7. Assume that the signature scheme X is complete in Algorithm 7. If
there exists a constant p > 0 such that d > (1 + ) - £ - ppad, then we have Pr[LWD(¢, pk) = true] > 1 — negl(\).

Proof. Let t be the last ¢ tokens of t. For n > m+/, the long-range watermark 7, must be embedded in t (with
errors). Let 3 be the number of bad tokens in ¢. From the Equation 5, we have Pr[3 > (1+ )¢ ppad] < negl()).
For d > (1 4+ u)? - prad, we have Pr[d > 3] > 1 — negl(\). Because ECC can correct d errors, if d > 8
then o = Decode(ny) in Algorithm 7. For the signature scheme is complete, given a correct signature o,
Pr[Verify(pk, H(plain),o) = true|] > 1 — negl(A). If the Verify(:) = true then LWD(:) will return true.
Putting them together, we have Pr[LWD(¢, pk) = true] > (1 — negl()))? = 1 — negl(\). O
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Based on Lemma 6.1 and Lemma 6.2, we can prove the completeness property.

Theorem 6.3 (y-Completeness). Consider the publicly-detectable dual watermarking scheme PD2WS = (Setup, Watermark, Detect)
in Section 5 with the same parameters as in Lemma 6.1 and in Lemma 6.2. Let v = m + £. We have that PD2WS is
~-complete.

Proof. Let text t is generated by Watermark(-) and |¢| > 7. From Lemma 6.1 we have Pr[SWD(¢,IV,T) =
true| > 1 — negl()\). From Lemma 6.2 we have Pr[LWD(¢, pk) = true] > 1 — negl(\). Let (¢, ¢s) = Detect(-)
as in Algorithm 8. We have

Pr[(¢, = false V ¢, = false) A (|t| > )]
< Pr[SWD(¢,1V,T) = false] + Pr[LWD(¢, pk) = false]
< negl(A).

6.2.2 d-Robustness

The short-range watermark based on edit distance is not sensitive to token modifications, thus it can verify
the watermark as true for slightly modified text, ensuring robustness. We prove d-Robustness using
short-range watermark.

Theorem 6.4 (d-Robustness). Consider the publicly-detectable dual watermarking scheme PD2WS = (Setup, Watermark, Detect)
in Section 5, and assume that text t is generated by Watermark(-) with the length n > m + £. Let T be the threshold

in Algorithm 6. If there exists a constant i > 0 such that T > (1 + 1) - m - ppad + 754, then we have that PD2WS

is d-robust.

Proof. Lett' < A(t) and the edit distance between ¢’ and ¢ is d = Distance(t, t’). The text ¢ is divided into

2=t segments to embed short-range watermark in Watermark. With Theorem B.3, for the d = Distance(t, t'),

there is at least one substring ¢’ in ¢’ and corresponding substring £ in ¢ that Distance(£, ') < -,d.

Similar with the proof of Lemma 6.1, let 3 be the number of bad tokens in t, we have Pr[3 > (1 +
p)m - prad] < negl(A). Let 5’ be the number of bad tokens in ', we have ' < 3 + .™;d. That is Pr[3" >
(14 )M - poad + 725d] < negl(N).

For T' > (1 + p)m - ppag + 725d, we have Pr[T > 3] > 1 — negl(X). If T > g/, SWD(#', IV, T') will return
true.

Putting them together, we have Pr[SWD(¢',IV,T) = true] > 1 — negl(A). That is, the SWD will return
¢, = true with probability Pr[¢, = true] > 1 — negl()). Let (¢, ¢s) = Detect(-) as in Algorithm 8. We have
Pr[¢, = false| < negl(A). O

6.2.3 d-Soundness

On the other hand, the long-range watermark based on digital signatures is very sensitive to token modifica-
tions, and it verifies the watermark as false for changed text, ensuring soundness. We prove d-Soundness
with long-range watermark.

Theorem 6.5 (d-Soundness). Consider the publicly-detectable dual watermarking scheme PD2WS = (Setup, Watermark, Detect)
in Section 5, assume that the signature scheme ¥ is unforgeable in Algorithm 7. If d > ¢, then we have that PD2WS is
d-sound.

Proof. The adversary queries the oracle Watermark(-) and get a text set Q and then generate a text ¢’ < A(pk)
satisfying the condition Distance(t’, Q) > d. Comparing ¢’ with any ¢ € Q, because d > ¢ there is at least one
token which is different in ¢’ and ¢ before the last ¢ tokens. That is the message plain verified in SWD is
different from any one signed in LWG in the querying stage.

Given the signature ¥ scheme is unforgeable, the probability that the signature verification return
true is negligible. That is the SWD will return ¢s = true with probability Pr[¢s = true| < negl()\). Let
(¢r, ¢s) = Detect(-) as in Algorithm 8. We have Pr¢, = true] < negl()). O
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6.2.4 Combine d-Robustness and d-Soundness

We will show that with proper parameters, both properties, d-Robustness and d-Soundness, can be achieved
simultaneously.

Theorem 6.6. Consider the publicly-detectable dual watermarking scheme PD2WS = (Setup, Watermark, Detect) in
Section 5, following all the parameters in Theorem 6.4 and 6.5. If the parameters satisfy that "7 (L — (1+p) ppad) > 1,
then we have that PD2WS achieves d-robustness and d-soundness, simultaneously.

Proof. Letd = "T*ET — (14 p)(n —£) - ppad, we have

m
T'= 1+ pm:ppada + ——d,
which satisfy the condition in Theorem 6.4. That is PD2WS is d-robust.
Considering the condition that 274 (£ — (1 + ) - pad) > 1, we have d > £ which satisfy the condition in
Theorem 6.5. That is PD2WS is d-sound. O

Let6 = % — (1 + 1) - Dbad- If Ppag is small enough, we can choose suitable 7" and m such that § > 0. Under
this condition, we obtain that d = (n — ¢) - §. We will show in Evaluation 7 that small pp,q is achievable.

7 Publicly-Detectable Dual Watermarking: Implementation/Evaluation

We implement our watermarking scheme using three publicly available LLMs : OPT-2.7B [34] , LLaMA-
7B [29] and Mistral [14]. Similar to previous works [16, 10, 18], we conducted our experiments using the
news-like subset of the C4 dataset [27] as the prompt input.

7.1 Probability of Watermark Embedded

We first evaluate the probability that a watermark bit is embedded correctly in Algorithm 4. This probability
is only related to the hash value of the token returned by LLM model, and this is not related to the model’s
performance. We will complete the following experiment using the OPT-2.7B [34] model as an example.
As described in Algorithm 4, the distribution of each token is computed by a modified softmax function,
the token with the highest probability is chosen to output. The probability that a correct watermark bit
is embedded is tuned by the parameter 7. If 7 = 0, the probability is decided by the original logits value
of each token output from Model(-). The chosen token x is independent of the preferred bit b. We have
Pr[LSB(H (z)) = b] = 1. In this case, the preferred bit is embedded in the token correctly with probability
Pgood = 3 which is low. In order to increase the probability that a token is embedded correctly. The modified
softmax function tunes the probability with the parameter 7. If a token x satisfies that LSB(H (z)) = b its
probability will be increased, otherwise will be decreased correspondingly.

In order to determine how the parameter 7 benefit a watermarking bit embedding correctly we observe
the vector of logits D of tokens when Model(-) is called to generate a token. We use 5 different prompts and
generate token vectors with the length of 100 for each prompt. The number of tokens of top 4 highest logits
values are recorded as in Figure 2. The average of the highest logits value is about 20.05 which is 3.08 larger
than the average of second highest logits value. If we set 7 > 3.08 then the second token will have good
chance to be tried if the highest one = does not satisfy LSB(H (z)) = b. The larger the parameter 7 is, the more
tokens have a chance to be tried.

We evaluated the probability that a preferred bit is not embedded correctly (bad probability) with
0 < 7 < 10. For each 7 we tried 2000 tokens with random preferred bit. We illustrate the bad probability
according to the parameter 7 in Figure 3.

7.2 Text Quality Evaluation

The watermarking scheme will decrease the text quality and the watermark can be viewed as noise.
Distortion-freeness in Definition B.1 ensures that the watermarking algorithm does not noticeably de-
crease the quality of the model output. In this paper, we do not analyze the distortion-freeness theoretically.
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Figure 2: The top 4 logits values for token gen- Figure 3: The bad probability over different 7.
eration. When 7 = 4, the bad probability is about 10%.

When 7 = 8, the bad probability is about 1%.

We evaluate the text quality with experiments. Similar to the approach in [16], we utilize perplexity to
measure the quality of the text after watermark embedding. Specifically, perplexity is computed by taking
the logarithm of the probability of each token at every position and then averaging them. Perplexity (PPL)
is defined as the exponential average negative log-likelihood of a token sequence [6]. If we have a text
t = (zo, 1, ..., z¢), the PPL of ¢t is computed as PPL(z) = exp{ 13 logp(xl|x<l)} . Here, log p(z;|x<;)
represents the log-likelihood of the i-th token conditioned on the precedmg tokens ;.
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Figure 4: The PPL will increase when the tune factor 7 increases.
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This metric can be understood as the average number of options the model considers when predicting the
next word. A lower perplexity value on a given test set indicates a better output quality. For large language
models, beam search is commonly employed during text generation to enhance the quality of the generated
output. The perplexity values for generated text typically range from 1.5 to 20 [35].

Our text quality evaluation utilized OPT-2.7B , LLaMA-7B and Mistral to compute perplexity. In order to
evaluate how the parameter 7 affects the text quality. We randomly chose 20 test prompts from C4 dataset
for 0 < 7 < 10 and conducted the experiment. The result is illustrated in Figure 4. It can be observed that
the perplexity of watermarked text increases as 7 increases. This indicates that the text quality will decrease
when the watermark is embedded with a higher probability. Our scheme can take a proper 7 to embed the
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watermark correctly with a high probability while the text quality is good enough.
In Appendix C, we provide examples illustrating the example of text completions with different 7.

7.3 A Concrete Example of Parameters

Here, we provide a specific set of parameters for the scheme as an example to demonstrate that distance-
soundness and distance-robustness can be simultaneously achieved. We employ a BLS signature scheme
with a 48-byte signature length (384 bits). An error correction code ECC is utilized, where the input length
is 384 bits and the output length is ¢ = 512 bits, corresponding to the length of the long-range watermark
¢ = 512. Assuming the SHA-256 hash function is employed to create a short-range watermark with a length
of m = 256 bits. We establish the total length of the text generated from LLM as n = 2048 bits, indicating
that there are ¢ = 6 short-range watermarks embedded.

The error correction code ECC has a redundancy of 128 bits, allowing it to correct a maximum of d = 64
bits of errors. By setting the tuning factor as 7 = 4, we achieve pp,q = 0.1. When i = 0.1, we ensure that
d> (14 p)- £ ppadg = 57, guaranteeing the correction of errors in the long-range watermark with a high
probability. If "Tfe(g — (14 1) - Prad) > 1, then we obtain T' > 114. Setting the threshold as 7' = 115, we find
thatd = 27 — (1 + p1)(n — £) - prad ~ 515, which simplifies to d = 515. We confirm that this specific set of
parameters will achieve both d-soundness and d-robustness with a value of d = 515.

Firstly, it is clear that d > ¢. For any altered ¢’ and query history Q, if Distance(t’, Q) > d, then ¢’ must
contain distinct tokens prior to the last £ = 512 tokens compared to any ¢ € Q. The long-range watermarking
detector will return false for the input ¢/, ensuring the soundness property. Secondly, within the first 1536
tokens, 6 segments of tokens are embedded with a short-range watermark. In the case of any altered ¢’ and
an output text t generated by LLM, if Distance(t’, t) < d, it implies that at least one segment of ¢’ has an edit
distance from the corresponding segment of ¢ that is less than 4 ~ 86. For this specific segment, the error bits
of the embedded watermark are expected to be less than m - (1 + 1)ppad = 29 with a high probability. When
considering these factors collectively, the distance of the extracted watermark from this segment compared
to the short-range watermark is less than 86 + 29 = 7" with a high probability. Consequently, the long-range
watermarking detector will return true for ¢’ as input, ensuring the robustness property.

8 Related Work

Al-generated content detection. Al-generated content detection means that the content does not introduce
any extra information when it is generated. The content is detected passively.

Early approaches to detecting Al-generated text typically involve identifying special features present in
human-generated text. If these features are identified, it is considered to be generated by a human; otherwise,
it is attributed to Al. Examples of such features include relative entropy scoring [19], perplexity [4], and
other statistical signals [11].

To automatically detect Al-generated text, researchers have proposed training-based classifiers. Deep
learning is utilized as a binary classifier for this purpose in [32, 23, 13]. Another method involves fine-tuning
pre-trained language models, as discussed in [30, 22]. The issue with this approach is its reliance on the
assumption that Al-generated text cannot mimic human-generated text with similar features. While this
may hold for early Al models, as models improve, the distinct features of Al-generated text will diminish.
For instance, GPT-4 [25] and other state-of-the-art models closely resemble human writing. Research in [5]
indicates that as Al-generated text approaches human quality, text distinguishers require longer text samples.

Furthermore, research has demonstrated the possibility of training models to alter text in a way that
deceives text distinguishers [17, 28].

Watermarking for LLM-generated content. Watermarking hides identifying information within Al-generated
text, enabling the detection of whether the text is Al-generated. Recent research has explored the use
of machine learning for watermarking, as evidenced by works such as [2, 26, 31, 24, 21]. However, it is
important to note that all schemes in this category are purely empirical and lack of formal definition of
security properties such as robustness, soundness, or distortion-freeness. Recently, a series of research have
advanced the rigorous definition and security proof of LLM watermarking, and our work is also following
this line of development. The main references are listed in the following.
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In [16], it is demonstrated that a watermark can be inserted into the output of LLM if the model entropy
is high. A watermark can be planted by hashing previous tokens to embed a watermark signal in the
next token. Furthermore, this study quantifies the distortions introduced by the watermark through the
measurement of perplexity, which reflects the difference between the distribution produced by the unaltered
model and the distribution produced by the model with watermarking.

Another approach to LLM watermarking is the Gumbel softmax scheme introduced in [1]. This scheme
utilizes exponential minimum sampling to draw samples from the model using randomness derived from
previous tokens (via hashing). Additionally, [18] has developed a family of watermarking schemes that are
designed to maximize robustness.

The formal security properties such as soundness, completeness of LLM are defined in [9]. The security
properties are proved under the assumption that an contiguous substring of the output remaining sufficiently
high entropy. The watermark in [9] is undetectable without a secret key.

In [10], the concept of publicly detectable schemes is explored for the first time. The scheme proposed
in [10] utilizes digital signatures to facilitate the public detection of the watermark. The robustness and
soundness of this scheme are demonstrated under the assumption of substring overlapping. However, it is
observed that the assumptions underlying these two properties are contradictory and cannot be simultaneously
satisfied, as we discussed in Section 3. To circumvent the impossibility result, we introduce a novel water-
marking approach termed “dual watermarking,” detailed in Section 4. The concept of “dual watermarking”
involves the use of two distinct watermarks to ensure robustness and soundness, respectively.

In concurrent! work by Christ and Gunn [7, 8] the dilemma between unforgeability and robustness has
been discussed. We stress that, our discovery is independent of theirs; in addition, we provide a formal
impossibility proof in our submission, while they only had informal discussions. Among many other
results, Christ and Gunn provide a construction (that related to ours) [8, section 7.4]; This construction
can achieve undetectablility, unforgeability; however, it is unclear to us if this construction can achieve
all three security properties: undetectablility, unforgeability and robustness. More concretely, in Detect
function (see Algorithm 3, page 50 of [8]), our understanding is that sk i.e., (PRC.sk,a) must be hidden;
otherwise, undetectablility cannot be achieved. In AttrText function (see Algorithm 6, page 57 of [8]), our
understanding is that (PRC.sk, a) is public since (PRC.sk, a) is already part of the pk. When (PRC.sk, a) is
public, indeed, the unforgeability property can be achieved; unfortunately now undetectablility cannot be
achieved. In this sense, we believe their theorem 8 in section 7.4 should be modified and make it explicit that
their construction cannot achieve undetectablility, unforgeability and robustness, at the same time. In our
construction, the secret key is only used in Watermark generation algorithm, and there is no secret key in
our Detect algorithm; therefore our construction can achieve unforgeability and robustness at the same
time. Finally, since our goal is not for achieving undetectablility, we do not require the LPN assumption.
We can achieve practical, publicly detectable watermarking using only MiniCrypt assumptions (while the
construction in [7, 8] by Chris and Gunn cannot).

The term ”dual watermarking” has also been employed in [37] (a work parallel to ours). The objective of
the method presented in [37] is to optimize the efficiency and quality of watermarking by incorporating dual
secret patterns into both the token probability distribution and sampling strategies. It is important to note
that the design and security aspects explored in [37] ar.e entirely distinct from those in our study.

The watermarking mechanism for generative models is still in the early stages of research. In recent
study [33], the impossibility of achieving strong watermarks for generative models is proved. A strong
watermarking scheme satisfies the property that a computationally bounded attacker cannot erase the
watermark without causing significant quality degradation. In their paper, the authors demonstrated the
attack on several existing watermarking schemes with minor quality degradation. However, their attack
requires extra computing resources to alter tokens of text. We remark, there is no conflict between the
impossibility result in [33], and our feasibility result (i.e., our dual watermarking in Section 5 and Section 6):
in our feasibility result, we assume that the edit distance of text is bounded, and the attacker is not allowed to
change the text a lot.

In a very recent paper [36], the authors noted that existing LLM watermarking schemes cannot simulta-
neously achieve robustness and soundness, meaning they cannot resist both removal attacks and spoofing
attacks at the same time. In their paper, they proposed a scheme called Bilevel, which uses two watermarking

1Qur results in this paper has been submitted to USENIX Security 2024 Winter submission cycle, on February 8, 2024
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mechanisms to resist these two types of attacks separately. This work aligns with the impossibility theorem
presented in our paper, and the constructed scheme also meets the definition of a Publicly-Detectable Dual
Watermarking Scheme as provided in our paper. However, the paper does not provide a rigorous definition
of security, nor does it specify the conditions required to achieve both security features simultaneously. The
construction of the Bilevel scheme also has shortcomings. For instance, its digital signature-based approach
requires the signature to be embedded strictly correctly into the output text, which in some cases may
necessitate choosing tokens that significantly degrade text quality.

9 Conclusion

In this paper, our focus is on watermarking techniques for LLMs. We define the security properties of a
watermarking scheme based on edit distance and demonstrate the impossibility of achieving robustness and
soundness simultaneously for a publicly-detectable single watermarking scheme.

Our major result is a new concept of publicly-detectable dual watermarking scheme. We propose a concrete
construction, and then prove the security properties of the proposed scheme; Finally, we evaluate the critical
parameters through experiments.
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A Detailed Preliminaries

A.1 Digital Signature Schemes
Below, we present the definition of digital signature schemes; Please also see [15].

Definition A.1 (Digital Signature Scheme). A digital signature scheme consists of three PPT algorithms
(Gen, Sign, Verify) such that:

¢ The key-generation algorithm (pk, sk) & Gen(1™).
The algorithm Gen takes as input a security parameter 1* and outputs a pair of public and private keys
(pk, sk).

¢ The signing algorithm o & Sign(sk,m).
The algorithm Sign takes as input a private key sk and a message m from some message space (that
may depend on pk), and outputs a signature o.

¢ The verification algorithm ¢ < Verify(pk, m, o).

The deterministic algorithm Verify takes as input a public key pk, a message m, and a signature o, and
outputs a boolean value ¢, with ¢ = true meaning valid and ¢ = false meaning invalid.

Definition A.2 (Completeness). We say digital signature scheme ¥ = (Gen, Sign, Verify) is complete if for any
message m, it holds that

3 $ <
Pr (pk,sk)_ & Gen(1*); 0 < Sign(sk,m) > 1— negl()\).
: (Verify(pk,m, o) = true)
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Definition A.3 (Unforgeability). We say digital signature scheme ¥ = (Gen, Sign, Verify) is unforgeable if for
all PPT adversary .4, it holds that

pr | (Pksk) & Gen(1%); (m*,07) & AT (pl) |y
. (Verify(pk,m*,0*) = true) A ((m*,0*) € Q) | — ’

where Q is the history of queries that the adversary .A made to signing oracle Sign(sk, ).

A.2  Error Correcting Code

In our construction, we utilize Error Correcting Code (ECC) to correct errors in watermark data. We remark
that, in the context of Al-generated content, in [10], the authors has already mentioned that ECC can be
used for watermarking the LLM-generated text. The ECC encoding and decoding algorithms are defined as
follows.

Definition A.4 (Error Correcting Code). An error-correcting code ECC consists of a tuple of algorithms
ECC = (Encode, Decode).

* c < Encode(m). The Encode algorithm takes a message m € M as input and outputs c as a codeword.

* m < Decode(c’). The Decode algorithm recovers the original message from the received codeword ¢’
which may have maximum distance ¢ from an original codeword c.

The notation [n, k, d] is used to present the parameters of ECC, where n is the length of ¢, & is the length of
m and d is the minimal distance between any two different codewords. An error-correcting code can correct
t< % bits of errors at most.

A.3 Edit Distance

Consider a finite alphabet set V whose elements are used to construct strings. Let Z;, Zp and Zg be finite
sets of integers. Let the function I : V — Z; be the insertion cost function, i.e., I(a) is the cost of inserting
the element a € V into a given string. Similarly, define the deletion cost functionas D : V — Zp so that D(a)
is the cost of deleting the element a € V from a given string. Finally, define the substitution cost function
S:VxV = Zgso that for a,b € V, S(a, b) is the cost of replacing the element a by the element b in a given
string.

Given two strings of length m and n, denoted by t € V"™ and ' € V" respectively, consider the sequence
of insertion, deletion and substitution operations needed to transform ¢ into ¢’ and the corresponding
aggregate cost of the transformation. The edit distance between ¢ and ¢’ is defined as the minimum aggregate
cost of transforming ¢’ into ¢ which is denoted as Distance(t', ). The general definition of edit distance given
above considers different weights for different operations.

In this paper, we will consider a simpler definition which is given below.

Definition A.5. Forall a,b € V,let I(a) = D(a) = 1, S(a,b) = 1 when a # b, and S(a, a) = 0. Then, the edit
distance is defined as the minimum number of insertion, deletion and substitution operations required to
convert t' into t.

Calculation for Edit Distance Consider two texts ¢ and ¢'. First, we parse t into (z1,x2, . .., Z,) where x; € V
/

foralli € {1,...,m}. Similarly, we parse t' into (z7,25,...,7;,) where 2’ € V forall j € {1,...,n}. We
use M (4, j) to denote the edit distance between the two substrings t=21,20,...,z;and ¥ = Ty, Ty, ..., T
The problem of finding the edit distance between ¢ and t’ can be solved in O(mn) time via dynamic
programming [12].

Let M(0,0) = 0, for 1 <i < m, 1 < j < n, define M(i,0) = i _, I(x1), and M(0,5) = S32_, D(x}).

Then, the edit distance M (m,n) is defined by the following recurrence relation for 1 <: <m, 1 < j <n:

~

M(@i—1,5)+ D(z),
M(%,7) = min M@, j—1) 4+ I(x;),
M@i—1,7 1)+ S(zi, 7))

<
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For convenience, we use d = Distance(¢,t') = M (m,n) to denote the edit distance between ¢ and ¢’ with
the length of m,n respectively.

A.4 Chernoff Bound

There are many different forms of Chernoff bounds with different assumptions. We use a simple case of a
sum of independent Bernoulli trials. In a Bernoulli trial the random variable only takes the value 1 with
probability p and value 0 with probability 1 — p.

Theorem A.6. Let X = >""" | X;, where X; = 1 with probability p > 0 and X; = 0 with probability 1 — p, and all
X are independent. Let p =E(X) =n-p. Forall 0 < ¢ < 1, we have

(i) Upper Tail: Pr[(X > (1 + 8)u)] < e 0 1/3 = ¢=9n);

(ii) Lower Tail: Pr[(X < (1 — 6)p)] < e=0°1/2 = ¢=2(n),

A.5 Softmax Function

The softmax function takes a vector z of k£ real numbers as input and normalizes it into a probability
distribution of k probabilities that are proportional to the exponential of the input numbers. The original
components of z can have any values and may not sum to 1. Upon applying softmax, each component
will be in the range (0, 1), with the sum of components equaling 1, enabling interpretation as probabilities.
Moreover, higher input components will correspond to higher probabilities.

Softmax is significant for assigning a probability value to each element in a vector, indicating the
likelihood of that element, instead of merely identifying one element as the maximum value in the vector. The
Softmax function is commonly used in deep learning classification tasks. The softmax function Softmax(z;)
for z; € z is defined by the formula:

exp (z;) .
by exp (2)

Softmax(z;) =

B Materials Supporting Analysis

B.1 Definition of Distortion-freeness

Distortion-freeness ensures that the watermarking scheme does not significantly degrade the quality of the
text.

Definition B.1 (¢-Distortion-freeness). We say publicly detectable watermarking scheme PDWS = (Setup, Watermark, Detect)
is e-distortion-free if for all PPT distinguishers D, it holds that

<e

=&

$ A
Model,GenModel {1 A\ __ pk, sk) < Setup(1
Pr [D oaehbentlode (1 ) - 1] —Pr :(DMode)I,Watermark(s(k,-)()1>\) -1

where € > 0.

B.2 Impossibility with Substring Adversary

We will show that it is impossible to achieve J-robustness and k-soundness simultaneously. Note that, here
d-robustness and k-soundness are defined as in [10].

Theorem B.2 (Impossibility of achieving d-robustness and k-soundness simultaneously). Let PDWS =
(Setup, Watermark, Detect) be a publicly detectable single watermarking scheme, then PDWS cannot achieve 6-
robustness and k-soundness simultaneously with substring-adversaries A.
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Proof. Let Q be the set of queries which are made by A. Let t € Q be a text which is generated by LLM. Let
text t’ be the output which is generated by A. Following the d-robustness in Definition 2.5, the modified text
t’ and the original watermarked text ¢ satisfies that t' 5 t, where § € N.

On the other hand, based on the k-robustness in Definition 2.6, the modified text ¢’ and the query history
Q satisfies t' t4, Q , where k € N.

Suppose that PDWS achieves d-robustness and k-soundness simultaneously. If § > k, there is no modified
text ¢’ that can satisfy both ¢’ <5 t and ¢’ 4y, ¢. If § < k, suppose a modified text ¢’ satisfies that ¢’ <5 t and
t vhy t.

Given that the robustness property holds, we have Pr[Detect(pk,t') = false] < negl()\) which means
Pr[Detect(pk,t’) = true] > 1—negl()). Given that the soundness property holds, we have Pr[Detect(pk, t') =
true| < negl(\) which contradicts with the fact that the robustness property also holds. This completes the
proof. O

B.3 Upper Bound of Edit Distance for Substring

We will demonstrate that if the distance between two texts is bounded by a parameter n, then there exist two
corresponding substrings of the texts where the distance is bounded by > when the text is divided into m
substrings.

Theorem B.3. Let t' and t be two texts, the distance of the two texts is Distance(t',t) = n. Assume that t is divided
into m consecutive substrings t; wherei € {1,m}ast =tq,--- ,t,,. There is a substring t; of t' and a substring t;
of t such that Distance(t;, t;) < .

Proof. For each substring ¢; where i € {1,m} choose the substring £, of ¢’ with the least distance Distance(#}, ;),
we have that Distance(#', t) > >, Distance(t}, ;). If for all £ and ¢; it is that Distance(], ;) > £, then we
have Distance(t’,t) > m - » = n. Itis contradicted with the condition that Distance(t’, t) = n. O

C Additional Experiments

C.1 Example of Text Completions with Different 7

Table 1 shows the completion situations of randomly selected prompts from C4 dataset [27] without water-
mark (NW) and with watermark (W) under different tune factor 7 using OPT-2.7B. We witness that the PPL
values of the watermarked completion slowly increase with the increase of the tune factor, which shows that
the text quality has declined to a certain extent. However, the actual generated text has no quality defects
visible to humans.

Table 2 provides another example illustrating how the output text changes as 7 increases, given the same
prompt.
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