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Abstract

Side channel attacks are devastating attacks targeting cryptographic implementations.
To protect against these attacks, various countermeasures have been proposed — in partic-
ular, the so-called masking scheme. Masking schemes work by hiding sensitive information
via secret sharing all intermediate values that occur during the evaluation of a cryptographic
implementation. Over the last decade, there has been broad interest in designing and for-
mally analyzing such schemes. The random probing model considers leakage where the value
on each wire leaks with some probability €. This model is important as it implies security
in the noisy leakage model via a reduction by Duc et al. (Eurocrypt 2014). Noisy leakages
are considered the “gold-standard” for analyzing masking schemes as they accurately model
many real-world physical leakages. Unfortunately, the reduction of Duc et al. is non-tight,
and in particular requires that the amount of noise increases by a factor of |F| for circuits
that operate over F (where F is a finite field). In this work, we give a generic transformation
from e-random probing to -average probing, with ¢ ~ 2, which avoids this loss of |F|. Since
the average probing is identical to the noisy leakage model (Eurocrypt 2014), this yields for
the first time a security analysis of masked circuits where the noise parameter in the noisy
leakage model is independent of |F|. The latter is particularly important for cryptographic
schemes operating over large fields, e.g., the AES or the recently standardized post-quantum
schemes.

1 Introduction

Side-channel attacks target cryptographic implementations by exploiting physical phenomena
such as the power consumption or running time of a device [Koc96, KJJ99]. They extract sen-
sitive information about the internals of the computation, often leading to devastating attacks
against cryptographic implementations. One of the most prominent countermeasures to defeat
side-channel attacks is the masking scheme [CJRR99, ISW03]. The basic idea of masking is to
hide sensitive information by randomizing all internal values that occur during the computation.
This typically works by encoding all internal values v € F via a randomized encoding scheme
(v1,...,v,) < Enc(v) and designing algorithms that securely compute on these encodings.
Since designing secure masking schemes is challenging, most state-of-the-art masking schemes
are proven secure within a security model. The security model captures the power of the adver-
sary, which in particular requires us to accurately model the side-channel leakage emitting from
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a device. Over the last decade, there has been lots of interest in designing and analyzing mask-
ing schemes (see, e.g., [[SW03, PR13, DDF14, BRTV21, AIS18, CRZ18, CS19, DFS19, CGZ20]
and many more), where one of the most fundamental challenges is to come up with an accurate
model for real-world side-channel attacks. Below we briefly recap the history of leakage models
that have been considered for masking schemes.

The t-probing model. The t-probing model was introduced in the seminal work of Ishai,
Sahai, and Wagner [ISW03]. The authors model (cryptographic) computation as a Boolean
circuit C, where the wires of the circuit carry the sensitive values. In the ¢-probing model, the
adversary obtains the values of up to ¢ wires in C, which should not reveal more information
about the cryptographic computation than what can be learned by just black-box access to the
device. As this is a highly relevant attack in practice, security analysis in the ¢-probing model
is the de-facto standard when designing and analyzing masking schemes.

Noisy leakages. While the ¢t-probing model is an excellent first step for verifying the security
of a masking scheme, it has two shortcomings for modeling real-world leakages accurately. On
the one hand, it is too restrictive as it requires that the leakage is quantitatively bounded. This
is in contrast to real-world leakages, which rarely can be described by a small number of bits;
e.g., a physical power measurement typically results in megabytes of data that the adversary
has to store. On the other hand, the t-probing leakage model is too generous. It allows the
adversary to learn the exact value on some of the wires of the computation. Non-invasive real-
world leakages, however, are typically rather noisy, and that noise is precisely what makes a
side-channel attack difficult to carry out in practice. To address this shortcoming, Prouff and
Rivain introduce the important model of noisy leakages [PR13]. Here, the adversary obtains a
noisy version of each value carried on a wire during the computation of the circuit (e.g., the
value perturbed by a Gaussian distribution).

More formally, consider a uniform random variable X over some finite field F. A leakage
function v is said to be § noisy if the statistical distance between the uniform distribution X and
the conditional distribution X|v(X) is upper bounded by é. Hence, by choosing § appropriately,
we can cover a broad range of different noise distributions. Moreover, the noisy leakage model
eliminates the quantitative bound on the amount of leakage that an adversary obtains, thus
incorporating many realistic leakages such as the horizontal side-channel attacks [BCPZ16].
Hence, it is considered the practically most relevant leakage model for a security evaluation of
masked circuits. Unfortunately, however, the noisy leakage model has a significant drawback.
An analysis in this model is highly complex, which was one of the reasons why in their original
work, Prouff and Rivain were only able to give a security proof assuming that some parts of the
masked computation is leak free.

Random probing model. In a follow-up work, Duc, Dziembowski, and Faust [DDF14] ob-
served that, somewhat surprisingly, the noisy leakage model is equivalent to the random probing
model [[SW03]. In the random probing model, we consider a particular noise distribution, where
each wire leaks with some probability €. More concretely, for a e-random probing leakage func-
tion p, we have for all z € F that Pr[p(z) # L] = e. The main result of Duc et al. is then to
show that any d-noisy leakage function can be simulated via some ¢ random probing function
(for some ¢ related to §). As analyzing security in the random probing model is much simpler
than a security proof in the noisy leakage model, Duc et al. can show that the original ISW
construction is § noisy leakage resilient for some parameter § without requiring any leak-free
computation.



Because of the connection between noisy leakages and the random probing model, there has
been significant interest in proposing new constructions and analyzing their security in the ran-
dom probing model [ADF16, Ajt11, AIS18, BRT21, BRTV21, BMRT22, CFOS21]. Important
goals are finding new constructions that achieve security for a (nearly) optimal noise parameter
0, optimizing overheads of the masked algorithms, and presenting new composition results and
automated tools for easing the analysis of masking schemes in the random probing model.

Shortcoming of an analysis in the random probing model. While §-noisy leakage
and e-random probing leakage functions are related via the reduction of Duc et al., there is a
significant loss between these two models. Concretely, for some § > 0 to simulate the output
of the d-noisy leakage function v(-) via an e-random probing p(-), we need that e = ¢ - |F|. Put
differently: suppose that for some € > 0 we prove the security of the masking scheme in the
e-random probing model. When we transfer this result via the reduction of Duc et al. [DDF14]
to the more realistic 6-noisy leakage model, we lose a factor of |F|. While such a loss is generally
undesirable, it is particularly problematic when |F| is large. Examples of such cases include the
masking of the AES, which works in GF(2%), or even worse when masking some of the recent
post-quantum schemes that typically operate in much larger fields.

Average probing model. To address the loss in the reduction of [DDF14], Dziembowski,
Faust and Skorski [DFS15] introduce the average probing model. The average probing model
makes a subtle but important change to the random probing model. In particular, a function « is
said to be d-average probing if for a uniformly random X < FF, we have that Pr{a(X) # 1] = 0.
Here, the probability is taken over the randomness of a and the choice of X. As a main result,
Dziembowski et al. present a tight reduction between average probing and noisy leakages.
Concretely, for any field F, any d-noisy leakage function v can efficiently be simulated by some
d-average probing leakage function.

While at first sight average probing looks very similar to random probing leakage, it turns
out that a security analysis in the average probing model is significantly more challenging.
Concretely, in [DFS15] the authors present a masking compiler that while eliminating the loss
of |F| again requires that certain parts of the computation are leak-free.

Related work. By changing the metric for the computation of the noisy leakage, Prest,
Goudarzi, Martinelli and Passelegue [PGMP19] prove a tighter bound. Namely, the authors
consider two worst-case metrics, Relative Error and Average Relative Error, to measure the
noisy leakage. The advantage of using such metrics is that they allow for proofs that do not have
a security loss in the size of the field; in particular, they are able to reduce e-random probing
to e-ARE-noisy leakage. However, the ARE metric incurs in bigger overheads, compared to
Statistical Distance, when measuring leakage of functions; as an example, they consider the
hamming weight with gaussian noise, which has a overhead of y/log(|F|) in the ARE setting
compared to the SD setting.

Other ways to get rid of the loss in the field size is to consider arithmetic programs [GJR18]
instead of circuits or consider fields of characteristic 2 [BCG™22]. In the first case, in particular,
even if arithmetic programs and circuits are equivalent, a program allows to split the computa-
tion in smaller logical instructions (i.e., the word size of the computer) and consider the noisy
leakage from those instructions. This, in turns, allows for a security loss of just log(|F|).



1.1 Owur contribution

The main result of our work is to present a generic compiler that transforms any circuits C with
security against random probing into a circuit C with security in the average probing model. Our
transformation does not require leak free computation. Thus, using the tight relation between
average probing and noisy leakages, we can show that any circuit C working over an arbitrary
field F which is e-random probing secure, can be transformed into a circuit C that is d-noisy
leakage resilient, where (a) C does not require leak-free computation, and (b) ¢ is independent
of |F|. In particular, if ¢ is a constant, then § ~ €2 is a constant (independent of |F| and the
security parameter \).

High-level idea. The main idea of our compiler is to ensure that any value x € F occurring in
the original circuit C is “encoded” into a sharing (x1,x2) € F? where individually each share z;
is (almost) uniformly distributed over F. Let us briefly discuss the main idea by taking a look at
the most simple case of a circuit that consists only of a single wire z. In our transformed circuit
C the value z is represented by a secret sharing (x1,x2), where 1,z are uniformly random
in F subject to the constrained that x1 + z9 = x. Our approach now works by using random
probing leakage from z to simulate the average probing leakage from (z1,x2). More concretely,
we show that for any J-average probing leakage function « the leakage (a(x1), a(z2)) can be
simulated from ¢ = 2J-random probing leakage of x.

The basic idea to show the above statement is as follows. Since (x1,z2) is a secret sharing
of x, each one of x1,xo is uniformly random when considered independently, and therefore
the marginal probability that any of them leaks is exactly 6. Then, by the union bound, the
probability that any of x1,x2 leaks is bounded by 2§. The strategy is then to construct a
simulator Sim that outputs (L, L) (i.e., no leakage occurred) when the random probing leakage
is L, and is able to fully simulate the values on the wires (and, therefore, the corresponding
leakage) when the random probing leakage is « € F. Clearly, upon input = € F, the simulator
Sim(z) cannot naively output the real distribution, since otherwise (L, L) would be output too
often and the simulated average probing leakage would not be identically distributed to the real
one; instead, Sim(z) adjusts the probabilities so that (L, L) is output less often, in order to
match the real distribution. This can be done efficiently, e.g., by rejection sampling.

In the previous paragraph, we only described the most simple case where we simulate av-
erage probing leakage from a single encoding (z1,x2) < Enc(x). Our analysis gets much more
involved, when we move to the setting where the adversary obtains leakage from the entire
computation. For a high-level overview how we can simulate average random probing leakage
of an encoded complex circuit from random probing leakage of an (unencoded) circuit, we refer
the reader to the technical overview in Section 1.2.

Impact. We believe that our work shows a missing piece for the analysis of masking schemes.
As discussed above, currently there is lots of interest in designing new masking countermeasures
in the random probing model. However, to transform these results to the noisy leakage model, all
these works will require a noise parameter § that decreases by 1/|F|." Our result shows that any
of the existing constructions for random probing leakage can be transformed into a construction
that is secure against noisy leakage without suffering this loss. One direct application of our
result is to show that for any field F the ISW construction is noisy leakage resilient for § ~ 1/n?
(where n is the number of shares used in the ISW-masked circuit). Earlier results required
either leak-free gates [DEFS15] or required a noise parameter of § ~ 1/(n|F|) [DDF14]. We leave

!Notice that means that we need an amount of noise that is at least proportional to |F].



it as an important open question to apply our result to some of the existing constructions for
random probing security and further optimize their parameters.

1.2 Technical overview

In the previous section, we showed how to simulate average probing leakage of a single encoding
(z1,22) < Enc(x) given random probing leakage from x. To extend our analysis to complex
circuits, we follow a standard gate-by-gate approach. More precisely, we show that for each
gate g in C there is an efficient gadget ¢ in C (in fact, the overhead is a small constant), where
average probing leakage from § can be simulated by random probing leakage from the inputs
of g. The simulation and analysis of this transformation is significantly more involved, and in
particular requires us to take care of internal wires that are not uniformly distributed.”? For
instance, this is the case for the multiplication gadget, where internally we compute values z -y,
where = and y are uniform over F.

Then, we also need to show that the gadgets we construct are composable in a “safe” way,
meaning that one cannot break the simulatability of a gadget by looking at other parts of the
circuit. This turns out to be quite involved, as in particular the simulation must be careful
with sampling the outputs of the gadgets that are consistent with whatever an adversary has
observed in the past. To explain the main technical challenge, let us consider a concrete toy
example that highlights the technical difficulty of our analysis. Suppose that we are working in
the finite field F = F5 with 5 elements and that the leakage function a leaks 0 with probability
1 and everything else with probability 0. Clearly, « is a %—average probing function. We show
two different ways to construct a uniform encoding of 4 € F5 which lead to two different leakage
distributions when we consider leakage from the the whole circuit.

First, suppose the simplest way to generate an encoding (x1,x2) L Enc(4) by sampling
from the distribution Enc(4). Assuming that the leakage from the encoding is (L, L), then the
possible encodings given the leakage are (1,3),(2,2),(3,1). Notice that they also all appear
with the same probability of %

A second circuit that produces an encoding of 4 is through a sum of encodings of 3 and
1. Suppose again that nothing in the circuit leaks, then the possible encodings for 3 are
(4,4),(2,1),(1,2) and the possible encodings for 1 are (4,2),(3,3),(2,4). By writing a ta-
ble with all the possible sums, we can eliminate some of the outcomes as they are impossible
(since they contain 0, which leaks with probability 1, and we assumed that nothing leaks); the
remaining outcomes are, again, (1,3),(2,2),(3,1). However, this time (2,2) appears slightly
less often as shown in the table below.

+ (4,4)(2,1)](1,2)
(4,2)](3,1)](1,3) | (0,4)
(3,3)](2,2)](0,4) | (4,0)
(2,4)](1,3)](4,0) | (3,1)

This, in turn, means that the probability of the outcome being (2, 2) is %, compared to (1,3) and
(3,1) which appear with probability % As can be seen from the above example, the simulation
of the leakage from a gadget depends on the leakage that occured in other parts of the circuit.
Notably, this is even true, when nothing leaked, i.e., when the leakage was only 1. This is
unlike in the random probing model, where leaking 1 gives freedom to the gadget simulator
and thus allows for much simpler composition results.

2Recall that in the case of the encoding each of the x; is individual uniform over F.



Approximation. In the above example, a naive simulation that does not take into account
leakage from other parts of the circuit fails because even if the output distribution is uniform, it
is not uniform anymore if we condition on some event such as “something leaks from the circuit
computation” or “nothing leaks from the computation”. However, the above example also shows
a way to deal with such dependencies. Indeed, we can see that, even if the output distribution of
the gadget (i.e., the encoding of 4) is not uniform conditioned on the leakage, it is still somewhat
close to the simplest case in which we only consider leakage from the encoding and nothing else.
We exploit this observation to construct a simulator that is able to approximate the output
distribution of gadgets even when the simulator knows nothing about the input or the rest of
the circuit. Then, we can follow a similar strategy as the one for simulating average probing
leakage from the simple encoding. Concretely, as previously, when the simulator receives some
additional information that allows to simulate the exact distributions, we can compensate for the
above approximation error such that the final distribution output by the simulator is identical
to the real distribution, even conditioned on the exact input encoding and leakage from the
gadget.

In order to apply the above strategy, we need two additional properties from our gadgets.
The first one is that all the wires on the gadget need to be uniform when considered inde-
pendently, so that we can apply the same idea as in the simple encoding (z1,z2) < Enc(x).
Unfortunately, this is not possible due to the presence of multiplication gates (recall that, when
x,y are uniform over IF, the product xy takes the value 0 slightly more often); however, we are
able to show that the strategy still holds if we relax this requirement and only ask for close-to-
uniform wires. The second property, which we call output-independence, states that the values
on the wires of the gadget are (close-to-)uniform even when the output of the gadget is known
in full, and, additionally, the output of the gadget is identically distributed to the one of a fresh
encoding. Looking ahead, this is needed so that the simulator is always able to approximate
the output distribution.

Fortunately, it turns out that the above two properties are not hard to achieve. Indeed,
the internal wires are close-to-uniform when all the input encodings are re-randomized and,
additionally, re-randomizing the output of the gadget allows to achieve the output-independence
property. Furthermore, some of the gadgets (i.e., addition, subtraction) already satisfy the
output-independence property due to the properties of Enc (i.e., Enc(z) + Enc(y) is identically
distributed to Enc(x + y)).

Gadget simulators. Now that we established the main strategy to construct the gadgets and
the basic idea to simulate their leakage, we will provide the high-level idea of the composition.
We start by describing the security guarantee that the gadget simulator has to satisfy and which
will suffice for composition. For simplicity assume that the gate g only has 1 input and 1 output.
A first attempt to define the gadget simulator Simg is to require for any input encoding z to
the gadget g that the following holds:

A = Sim; (p(x)).

where A is the random variable of the average-probing leakage from the gadget g on input T
and x € F is the input value on the unmasked circuit. Unfortunately, as discussed above, this
is not sufficient, because the simulator needs to receive some additional information from the
environment to produce the output encoding of the gadget as well:?

Real;(7) = Simg (p(z), info) ,

3Looking ahead, this information is needed for composition in order to produce a consistent simulation.



where Real;(Z) = (A,y) is the joint distribution of the real leakage and the real output upon
input Z. Moreover, info denotes some auxiliary information that we will explain in a moment.

Unfortunately, the input p(x) does not suffice for the gadget simulator to produce Realg(Z)
and hence we slightly strengthen the power of the simulator by giving it as input Blind (%)
which outputs Z if p(z) = x and outputs L otherwise. This allows us to let the simulator play
“safe” and make it output everywhere | when p(z) = L and compensate for this “overestima-
tion” when getting T as input. Hence, we get:

Real; (%) = Simg (Blind ;) (Z) ,info) ,

where we explain the meaning of info next. Observe that the simulator needs to correctly sample
y as discussed in the previous paragraph. However, this cannot be done if p(z) = L. Looking
ahead, the final observation here is that y is only needed by the simulator of the next gadget
if the random probing of the output value y = g(z) reveals y. When this is the case, we can
give y to the simulator, which can then approzimate the correct distribution y as we described
above; the simulator will then compensate for this approximation error in the case in which it
receives ¥ in full. Hence, the final notion of a composable gadget simulator is given by:

(A, Blind,, (y)) = Simg (Blind () (Z) ,y7)

where (A,y) = Real; (Z), y» = p(y) denotes the outcome of random probing y = g(z), and the
above holds for all  and all ¥ = g(Z). This notion states that the above simulator outputs
a leakage distribution A and a “blinded” output distribution y that is identical to the real
distribution even when considered jointly.

Sadly, this approach only works when all the inputs of the gate are given to the simulator,
which, for gates with fan-in 2, causes the leakage parameter to be squared, i.e., § ~ ¢2 when
starting from e-random probing. We leave the problem of filling this gap open for future work.

Composition of gadget simulators. Now that we established the correct notion for the
simulatable gadgets, we want to apply it to prove simulatability of the whole circuit. We plan
to do so by hybrid argument. Namely, we define as many hybrid experiments as there are
gates in the circuit, and we replace the real gadgets with the simulated gadgets one by one;
then, we show that two consecutive hybrids are identically distributed, by a reduction to the
simulatability of the gadgets. More in detail, the reduction would first run the real circuit until
the challenge gadget, then receives some either real or simulated leakage/output pair and finally
continues with the simulated gadgets. This is enabled by the above notion of simulatability,
which states that the distribution of the output does not change when moving from the real
to the simulated gadget. In turns, this means that we can completely replace the real gadget
with the corresponding simulator and use the output of the simulator to feed the subsequent
simulators in the circuit.

Structure of the paper. We state formally all the necessary notions for the gadgets in
Section 3, in which we also show how to achieve such notions. Then, in Section 4 we state the
simulatability notions for circuits, and we show how to use the simulatable gadgets to achieve
the simulatable circuit. Finally, we conclude in Section 5 and pose some open problems for
future research.

2 Preliminaries

Notation. For a number n € N, we denote by [n] the set {1,...,n}. We denote sets by
uppercase calligraphic letters A, B, X, ), ... and random variables by bold letters A, B, x,y, .. ;



similarly, we use bold letters for randomized functions, like f, g, &, p. For a set X', we denote

by x 3 X the fact that z is uniformly sampled from X. For two random variables X,Y over
the same set X, the statistical distance between X and Y is denoted as A(X,Y) and defined as

AX,Y) = % > Pr[X =a]-Pr[Y =2
zeX

Whenever A(X,Y) = 0, we say that X and Y are identically distributed, and we denote this
fact by writing X = Y. We denote by d(X) := A(X,U) the distance between X and the
uniform random variable U over X'. In general, we will refer to X as uniform if d(X) = 0, and,
for v € [0, 1], as y-close-to-uniform if d(X) < ~.

For a function f : X — Y and a vector x = (x1,...,2,) € X", we overload the notation
and write f(z) for the function (z1,...,2,) — (f(x1),..., f(zy)); this applies to randomized
functions f as well. Furthermore, for z € (X U{L})", we overload the notation of L as well
and write x = L if o = (L,...,1).

Circuits. We model computation as an arithmetic circuit C carrying values from an (arbitrary)
finite field F on their wires and using the following gates to carry out computation in F:

e ADD, SUB, MUL, which compute, respectively, the sum, the difference and the product in
F of their inputs,

e IN, which has no input and models either some constant or the external input to the
circuit,

e OUT, which has one input and no output, and models the output produced by the circuit,

e RND, which has no input and produces a uniformly random and independent element of
F,

e and CPY, which takes as input a single value and outputs two copies.

We say that the gates ADD,SUB, MUL, CPY are functional gadgets, in that they compute a
function (respectively, (z,y) — x + vy, (z,y) — = —y, (z,y) — zy,x — (x,z)). Furthermore, we
view the circuit as a directed acyclic graph C = (G, W) in which

e (G is the set of the gates of the circuit, seen as a set of nodes of the graph,
e W is the set of the wires of the circuit, seen as a set of edges of the graph.

We also assume that C is connected (otherwise, it suffices to look at each connected component
separately, since they act independently) and that G is topologically sorted. Namely, for every
two gates g;,g; € G with ¢ < j, then g; comes before g;. Intuitively, this means that g; is not
needed to compute g;.

A circuit C models computation on some (possibly randomized) input = € F™" and produces
some output y € F*"; we denote this by writing y < C(z). The numbers m* and n* are
respectively the fan-in and the fan-out of the circuit, and they correspond respectively to the
number of input gates and the number of output gates of C. Sometimes, we need more detail
about the computation of the circuit. In this case, we denote by W(z) the list of all the values
that the wires of the circuit take upon input x.



Circuit compiler. A circuit compiler I" takes as input the original circuit C and produces
a new circuit C = I'(C). Unless stated otherwise, we denote by regular letters everything that
belongs to the original circuit, like C,z,g9 € G,w € W, and by letters with hats everything that
belongs to the transformed circuit, like C,Z,§ € G, @ € W.

The compiler T' is associated with an encoding scheme Enc : F — F¢, Dec : F¢ — F such
that, for all x € F, Dec(Enc(x)) = x (or, more formally, this happens with probability 1 over
the randomness of the encoding). Then, the wires of the original circuit C are represented in
the transformed circuit C as wire bundles that carry the value of the wire in encoded form. The
input « € F™" to C is then transformed into the encoded input Enc(x) to C. The main challenge
to compile C to C is to describe how to transform the gates. For each gate g € G, the compiler
constructs a sub-circuit g, the so-called gadget, that represents the computation of g in C and
carries out the output of g in encoded form. We emphasize that the computation in the gadgets
use the standard gates defined in the previous section. Notice also that, for simplicity, we focus
in this work on stateless circuits, i.e., the circuits do not have memory gates. Hence, we require
that compiled circuits C receive their inputs in encoded form.

In what follows, we partition the wires of every gadget g into three disjoint subsets:

e the input wires are the wires that carry the input encoding z;
e the output wires are the wires that carry the output encoding y = g(7);

e all the other wires belong to the set of the internal wires, which carry the computation
inside g.

Notice that, whenever a gadget g1 is connected to g2, the wires from ¢; to go are both input
wires for g and output wires for g;. Since every value that is output by a gadget is then input
into another gadget, we can ignore the input wires and consider every gadget to be just its
internal and output wires.

Finally, we now establish some notation that is useful when reasoning about gadgets. For a
gadget g, we denote by Zng the set of the possible inputs and by Outg(Z) the set of the possible
outputs upon input 7.

Leakage. A leakage function is a (possibly randomized) function f : F — Q for some set €.
As discussed in detail in the introduction, in this work we focus on probing functions, and we
use two probing models. Let F be a finite field. A randomized function ¢ : F — FU {1} is
called a (wire) probing function (over the field F) if for every x € F we have that ¢(x) is equal
either to x or to L, where L is a special symbol that denotes that the probing function failed
to probe the wire. For ¢ € (0, 1), such a function is called:

o c-random if for every z € IF, Prp(x) = z] = ¢, and
e c-average if for the uniform random variable x over F, Pr[p(x) = x] = ¢.

In what follows, we use the letter p to denote random probing and the letter a to denote average
probing.

Sometimes we need to keep or discard values depending on the outcome of a probing function.
Towards this, for any z € FU {1} and any 2 € F¢, we define the function

7z ifx €T,
1 ifx=1.

Blind, (%) := {



We extend Blind,, to a function F* — F! in the usual way, i.e., by applying it to every component
of v = (z1,...,2,) and T = (Z7,...,Tp):

Blind, (%) := (Blindy, (z1),...,Blind,, (z,)).

Furthermore, we consider an all-or-nothing function Blind}, defined for every x € (FU {L})"
such that

r ifzeF”

Blind?(3) := {‘76 HEET

1 otherwise.

2.1 Simple facts

In this section we list some results that we are going to use later in this work.
First of all, we state two general fact about products of uniform distributions.

Lemma 2.1. Let F be a field and let x,y be two independent and uniform random variables
over F. Then, the product Xy is erclose to uniform.

The proof of this fact can be found in Appendix A.1.

Lemma 2.2 ([MPRO7]). Let G be a group x,y be two independent random variables over G.
Then,
d(x +y) < 2d(x)d(y).

A consequence of the above is the following,.

Lemma 2.3. Let vy € [0, %] be a parameter, let F be a field and let x,y be two independent and
~v-close-to-uniform distributions over F. Then, x +y is vy-close-to-uniform.

The following lemma states that, informally, if a distribution over a set of values is “uniform
enough”, then it is always possible that nothing leaks even in the stronger model of average
probing.

Lemma 2.4. Let v € [O, %] ,0 € [0,1] be parameters. Let x = (X1,...,X) be a distribution
over F* and assume that there exist k' values x;,, . .. Xt that are y-close to uniform and that
all the other k — k' values x; are uniform. Finally, let o be any d-average-probing function.
Then,

Pria(x)=1]>1— (k+k'y[F|)o

The proof of this fact can be found in Appendix A.2.

3 Composable gadgets against average probing

In this section, we design the gadgets that we are using in our circuit compiler. In Section 4
we will define a circuit simulator to prove that, intuitively, our compiler transforms random-
probing-resilient circuits into average-probing-resilient circuits. To do so, the simulator only
receives as input the random probing leakage p(W (z)) from the original circuit C. Our strategy
is to construct gadgets in a composable way so that we can reduce the simulatability of the
circuit to the simulatability of every gadget. In particular, the circuit simulator will forward
the random probing leakage (or part of it) to the gadget simulator, which will then produce
leakage from the wires of the gadgets. The main difficulty here is that, for every gadget, the
distribution of the values on the wires depends on the distribution of the input values, and such
distribution is not always the same if we condition on all the leakage that happened before the
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gadget. However, if we allow the gadget simulator to also receive, when available, the encoding
of the input, then the simulation can be accurate. Intuitively, the notion of simulatabilty should
look like
~ y) e . g% ~
¥z € F™ : A = Simj (Blmdp(x) (x)) ,

where A is the leakage from the wires of the real gadget and x = Dec(z). Looking forward,
when simulating two consecutive gadgets, the circuit simulator has no way to generate the input
to the second gadget simulator, since it does not come from the real circuit. This means that
every simulator is required to simulate the output of the gadget as well, unless it is not needed
(i.e., when the random probing p(y) of the output value y results in L). The following definition
captures exactly this property.

Definition 3.1 (Gadget simulatability). Let ¢, € [0,1],¢ € N be parameters. Let g be a
functional gate with fan-in m and fan-out n. Let g be the corresponding gadget for an encoding
of size L. We say that g is e-random to d-average leakage-simulatable if for every d-average
probing function a there exists a simulator Simg such that

V3 € '™ : Realy (7) = Simg (Blind;‘,(x) (@) y)

and

V@ € F™ (A, L) = Simg (Blind),, (3), 1)

In the above, v = Dec(Z),y = g(x), p is the e-random probing function and (A,y) = Real; is a
sample from the real experiment, which computes y = g(x), obtains the average-probing leakage
A from the wires and then outputs (A,y).

Additional properties. Now that we established the notion, we want to show that we are
actually able to achieve it. Intuitively, we should construct every gadget and then prove that
they meet the above definitions; however, the proofs are quite long and very similar. Instead,
we proceed the other way around: first, we show a general technique to construct a simulator,
and then we show that such general technique can be applied to simulate all the gadgets that
we construct. In this way, we only have a general proof for the simulator and then one corollary
for every gadget. However, to proceed in this way, we need two additional properties from the
gadgets.

The first property states, informally, that every wire on the gadget carries a close-to-uniform
value when considered independently of the rest of the gadget.

Definition 3.2 (Close-to-uniform gadget). Let g be any gate and let g be the corresponding
gadget. Let k be the number of wires in g and let v € [O, %} k' € N be parameters such that
k' < k. Furthermore, let (w1,...,wy) be the random variable of the values on the wires of g.
We say that g is a (k,k',v)-close-to-uniform gadget if wi,...,wy are all y-close-to-uniform
and, additionally, there are k — k" indices i € [k] such that w; is uniform. If k' =0 (i.e., the
gadget does not contain non-uniform wires), we simply say that the gadget is k-uniform.

In the following corollary, which is a direct consequence of Lemma 2.4, we show that, intu-
itively, close-to-uniform gadgets have nice “hiding” properties.

Corollary 3.3. Let 6 € (0,1),7 € [0, %] Jk, k' 0,m € N be parameters such that k' < k and ( is
the size of the encoding. Let g be a functional gate with fan-in m, and let g be the corresponding
gadget for an encoding of size €. Assume that g is (k,k',~)-close-to-uniform. Then, for all
z € F'" and all §-average probing functions o,

Pr[A = 1] >1—kd — K'vI|F|,

11



where A = Leakg(a,T) is the distribution of the leakage from the wires of g upon input .

The second property states, informally, that every internal wire of the gadget carries a
value that, when considered independently of the other internal wires, is also independent of
the output of the gadget.

Definition 3.4 (Output independence). Let g be any gate with fan-out n and let g be the
corresponding gadget for an encoding of size £ € N. Let k € N be the number of wires in g and
let n € N be the fan-out of g. Furthermore, let (W1,...,Wg_g,) be the random variable of the
values on the internal wires of g and let y be the random variable of the values on the output
wires. We say that g is output-independent if

Vi € [k—En],VwEIFPr[wZ:w|§:§]:Pr[wZ:w]

and, additionally,
y = Enc(Dec(y)).

The following lemma shows a useful lower bound on the distribution of any non-leaking
output of close-to-uniform gadgets with output-independence. Roughly speaking, this means
that, when the gadget does not leak anything (i.e., A = L), it is still possible to approximate
from below the output distribution of the gadget with a distribution that does not depend on
the input value Z, namely, the distribution Enc(y)|a(Enc(y)) = L.

Lemma 3.5. Lety € [0, %] ,0 € (0,1),k, k', ¢, m,n € N be parameters such that k' < k and (k+
E'v|F|)d < 1. Let g be any gate with fan-in m and fan-out n and let g be the corresponding gadget

for an encoding of size £. Assume that g is (k,k’,~)-close-to-uniform and output-independent.
Then, for all T € F*™ and all § € Outy(Z),

Pr [Enc(y) = 7| a(Enc(y)) = 1] < Pr[Realy(7) = (L, 7)]

Rl .

A~

where y = Dec(y)

The proof of this fact can be found in Appendix A.3.

The gadget simulator. Now we are ready to define the actual gadget simulator. Recall that
the simulator receives two inputs which are possibly “blinded”, namely the input of the gadget
Z and the output of the original gate y. In what follows, we assume that, whenever y # 1,
y € F™ or, in other words, y is given in full to the simulator;* it is easy to extend the simulator
and the analysis to the general case.

For a gate g with fan-in m and fan-out n and its respective gadget ¢ for an encoding of size
¢, we consider the following simulator Simg.

e Upon input (L, L), simply output (L, L).
e Upon input (L,y), sample y with probability
Pr[Enc(y) =y | a(Enc(y)) = L]

A~

and output (L,7)

“Notice that the only gate with n > 1 is the copy gate, for which all the components of y are the same.
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e Upon input (z, L), sample A # L with probability

1
— Pr[A =A],
Em
where A is the leakage performed by the real experiment Realg, or set A = L with
probability
1 1—e™
—Pr[A=1]-—°
gm gm

Then, output (A, L).

e Upon input (Z,y), sample (A,y) for A # L with probability
1
on Pr [Real;(Z) = (A, 7)]

and sample (L, y) with probability
1—-¢e™

gm

gim Pr [Realy(3) = (L,7)] - Pr [Enc(y) = 7| a(Enc(y)) = 1.

Finally, output the sampled values.

The remainder of the section is dedicated to the proof of the following theorem stating
that, informally, the output of the simulator is identically distributed to the output of the real
experiment.

Theorem 3.6. Let vy € [0, %] 6,0 € (0,1),k, k', ¢,m,n € N be parameters such that k' < k and
(k + K'~|F|)d < ™.

Let g be a functional gate with fan-in m and fan-out n and let g be the corresponding gadget
for an encoding of size £. Assume that g is (k,k’,~)-close-to-uniform and output-independent.
Then, the above simulator is such that

V3 € '™ : Realy (7) = Simg (Blind;(x) (@) y)

and
¥z € F™ : (A, L) = Simg (Blind;;(x) @) ,J_> .

In the above, v = Dec(Z),y = g(x), p is the e-random probing function and (A,y) = Realg is a
sample from the real experiment, which computes y = (), obtains the average-probing leakage
A from the wires and then outputs (A,y).

Proof. First of all, we need to show that the simulator is well-defined. Namely, we need to show
that the output of the simulator is actually a distribution, meaning that all the probabilities are
non-negative and sum up to 1. This is trivial when the simulator receives (L, L) or (L,y) as
input, therefore, in what follows, we focus on the case in which the simulator actually receives
Z.
e When the simulator receives (Z, L) as input, it samples A and outputs (A, L). All the
probabilities of the simulator outputting A # | are trivially non-negative. When summing
all of them, we get that the probability of outputting any A # L is

Lpra £
3
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Since g is close-to-uniform, we can apply Corollary 3.3 to obtain that
1 1 ,
S PrIA A L] S (k4 KAIFDS < 1, (2)

where the last inequality holds by the hypothesis on the parameters. On the other side,
the simulator outputs A = L with probability

1—&m

5m

1 1

where the last inequality follows from Eq. (2). It follows that the probabilities are non-
negative and that they sum up to 1.

When the simulator receives (7, y) as input, the proof is very similar to the above. Indeed,
the simulator samples (A, y) for A # L always with non-negative probability; on the other

side, the probability of sampling (L, 7) is non-negative if and only if
Pr [Real;(z) = (L,9)] — (1 — ™) Pr[Enc(y) = ¥| a(Enc(y)) = L] >0
or, by rearranging the terms, if and only if

P Enciy) — 7 a(Enc(y) = 1] < e E) = (L)

(3)

However, since g is close-to-uniform and output-independent by hypothesis, we can apply

Lemma 3.5, which gives

L B Pr [Realy(Z) = (L, 7)]
Pr{Enc(y) =y|a(Enc(y)) = 1] < —— (k + KA [F))S

Then, Eq. (3) follows from the hypothesis (k + k'y|F|)d < ™. Finally, it is easy to see

that all the terms sum up to 1.

Now it remains to show that the simulator perfectly simulates the real distribution. We start
the analysis of the simulator from the simple case of A # L. Notice that Simg only outputs
A # L if it receives T as input (otherwise, the simulator plays safe and outputs ). Therefore,

Pr [Simg (Blind;(m) @) y) - (A,g)}
= Pr [Blind;(x) (@) = 5} Pr [Simg (Z,9) = (A, 7)]
— Prlp(x) = 2] Pr [Sim; (7,9) = (A, 7))
=™ Pr[Sim; (Z,y) = (A, )]
= Pr [Real; (Z) = (A,7)]
where A is the leakage produced by the real experiment Realj. In the above derivation,
e Fq. (4) follows by definition of conditional probability;
e Eq. (5) holds because Blind,, ) (z) = Z if and only if p(z) = z;

e Eq. (6) follows by definition of random probing and from the fact that x € F™;

e and finally, Eq. (7) follows by how we defined the simulator to behave upon input (Z, y).
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Figure 1: Scheme for the ADD gadget.

The proof for the case in which the simulator does not get y is analogous, therefore we now only
focus on the case A = L. This case is a bit more involved, because Simg may output A = L
both when the input Z is given and when the simulator receives L. Namely,

Pr [Simg (Blind5,) (#),y) = (A,5)]

— Pr [Blind;(x) (@) = f} Pr [Simg (,y) = (L, 7)] (8)
+Pr [Blind;(x) @) = 4 Pr [Simg (L, y) = (L,7)]

= Pr[p(x) = 2] Pr [Simg (2.) = (1.)] (9)
+ Pr[p(z) = L] Pr [Sim; (L,y) = (L,7)]

=™ Pr [Sim; (Z,y) = (L,7)] (10)

+ (1 —€™)Pr [Simg (L,y) = (L,7)]

= Pr [Realz(zZ) = (L,7)] — (1 — ™) Pr[Enc(y) = | a(Enc(y)) = L] (11)
4 (1— =) Pr[Enc(y) = 7] a(Enc(y)) = 1]

— Pr [Reals(2) = (L,7)] - (12)

In the above derivation,

e Eqgs. (8) to (10) follow for the same reasoning as in Eqs. (4) to (6);

e Eq. (11) follows by how we defined the simulator to behave upon input (Z,y);

e and finally, Eq. (12) follows by simplifying the sum and subtraction of the same term.
This concludes the proof.

Now that we proved the main result of this section, we define the gadgets that we are going
to use in the final construction.

3.1 Basic arithmetic gadgets

We start by constructing the ADD gadget, depicted in Fig. 1 and consisting of 2 RND gates,
2 CPY gates, 4 ADD gates and 2 SUB gates, for a total of 10 gates. Furthermore, the ADD
gadget consists of 12 wires. The random gates output uniform random values ry and rs, which
are then copied and used to refresh the input values. Then, the refreshed values are summed
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component-wise in order to obtain ¥, %2. Overall, without taking into account wires carrying
the same value, the wires in the gadget carry the following values:

r{, ro, (From the random gates)

T1; +7T1, Tip — 11, (Refreshing of the first input)
T + o, Tog — Ta, (Refreshing of the second input)
Zi1+r1+ T2 + 1o, Tig — T+ Tag — T2 (Output encoding)

It is easy to see that every one of the above values is uniformly distributed when taken inde-
pendently. Finally, ADD is a deterministic gate with fan-in 2 and fan-out 1, therefore it is a
functional gate.

From the above, ADD is a 12-uniform gadget for a deterministic functional gate. We now
show that the gadget is output-independent. Indeed, we have that

Y1i=Z11+r1+2x21+r2 and Yo =115 —TI]+ Toy — Iy,

which means that, by uniformity of r; and ro, the output is identically distributed to a fresh
encoding. Furthermore, for the internal wires we have that, for every r € F, every € F*, and
every § € Out ;== (7),

T11+r1+x21 +Tr2 =11

Priry=r|y=%3]=Pr|r;=r < 2
v v =7 {1 Tig —T1 + X290 — T2 =12

:Pr[rlzr\rlzcl—rg]
=Prrg =c¢; — ]
=Prr; =1,

where ¢; = 3 — T1; — T2, the first equality follows from making y explicit, the second equality

follows by rearranging the terms and the fact that y € Out55 (Z), the third equality follows by

replacing r; with its value given by the condition, and the last equality follows because both
ri,ro are uniform samples from F. A similar reasoning can be applied to the values carried by
all the other internal wires, thus proving output-independence.

Now that we proved that the gadget is 12-uniform and output-independent, we can apply
Theorem 3.6 to obtain the following.

Corollary 3.7. Let e, € (0,1) be parameters such that
126 < &2
Then, ADD is e-random to 0-average simulatable.

By replacing the last two ADD gates with SUB gates in ,A\/Ii)\[), we obtain the new gadget
SUB, depicted in Fig. 2, which computes SUB. The analysis is completely analogous to the one
for SUB, hence we have the following.

Corollary 3.8. Let €, € (0,1) be parameters such that
120 < 2.

Then, SUB is e-random to d-average simulatable.
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Figure 2: Scheme for the SUB gadget.
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Figure 3: Scheme for the MUL gadget. To make the diagram easier to understand, the wires
carrying an encoding of x1 are marked in red, the wires carrying an encoding of x5 are marked
in green, and the wires after the multiplication are marked in blue.
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3.2 Multiplication gadget

The MUL gadget, depicted in Fig. 3, is probably the most complex gadget due to the properties
of multiplication. Indeed, it is the only non-uniform gadget, consisting of 3 RND gates, 7 CPY
gates, 5 ADD gates, 3 SUB gates, and 4 MUL gates, for a total of 22 gates. Furthermore, the
MUL gadget consists of 29 wires. The first two random gates output uniform random values rq
and ro, which are then copied and used to refresh the input values. Then, the refreshed values
are (copied and) multiplied so to obtain the four terms of the product of two binomials:

(a1 + ag) (bl + bg) = a1b1 + a1by + asby + asgbs.

Finally, the partial sums are computed, in order to have encodings of only two elements, and
then a third random gate is used to refresh the output encoding. Overall, without taking into
account wires carrying the same value, the wires in the gadget carry the following values:

From the random gates)
Refreshing of the first input)
Refreshing of the second input)

ry, Iz, I

Z11+r1, Tig — Iy,
Ta1 + o, Tag — I,
(T1g — 1) (T21 +12),

(T11 +11) (21 +12)

(
(
(
(

First column of multiplications)

(19 —r1) (T2 —12), (Second column of multiplications)
(711 +11) (T22 —12)

(T13 —r1) (T21 +12) + 13, (First column rerandomized)
(T11 +11) (T21 +712) — 713

(T13 —r1) (T21 +12) + 13 (First output component)
+ (T12 — r1) (T22 — 12)

(z11 +11) (T21 +12) — 13 (Second output component,)

+ (11 +r1) (T2 —ra).

It is easy to see that all the values on the red and green wires are uniform when considered
independently, and so are the output wires and the wires carrying rs. The only wires that are
not uniform are the outputs of the four MUL gates. However, by Lemma 2.1, the outputs of the
MUL gates are ﬁ—close—to—uniform. Finally, a reasoning similar to the one in Section 3.1 shows
that multiplication gadgets are also output-independent. This suffices to apply Theorem 3.6
with parameters k = 29, ¥’ = 6 and v = ﬁ', and obtain the following result.

Corollary 3.9. Let €, € (0,1) be parameters such that

1
(29+6-IF’-|F|>5:355<52.

Then, MUL is e-random to 0-average simulatable.

3.3 Copy gadget

The last functional gadget is the CPY gadget, depicted in Fig. 4, which is fairly simple. It
consists of 3 RND gates, 5 CPY gates, 3 ADD gates and 3 SUB gates, for a total of 14 gates.
Furthermore, the CPY gadget consists of 19 wires. There are no arithmetic operations except
for the ones needed to refresh the encodings; on the other hand, the encodings are refreshed
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Figure 4: Scheme for the CPY gadget.

both on the input side, to ensure that the gadget is uniform, and on the output side, to ensure
that the gadget is output-independent.
By applying Theorem 3.6, we obtain the following.

Corollary 3.10. Let e,d € (0,1) be parameters such that
196 < £2.

Then, CPY is e-random to d-average simulatable.

3.4 Putting everything together

The only missing gadgets are the ones for IN, OUT, RND. However, OUT only has input wires,
therefore the corresponding gadget would be empty. On the other hand, IN and RND are very
similar, therefore we focus on IN and then explain later the differences with RND.

Let go be any input gate and let g7 be the gate that receives the input from go; finally, let
w = (go, g1) be the wire connecting the two gates. By assuming a leak-free encoder before the
circuit, the encoding that we would place on the wire bundle @ is already a fresh encoding or,
in other words, the value on every wire of the bundle is uniformly distributed when considered
independently. This actually means two things:

e there is no need to re-randomize the values directly coming from the input in gadget g7;
e if we consider gy U w U g1, we are only adding two uniform wires.

By applying the above, we can remove the re-randomization component (thus removing 3 wires)
and consider the input wires as part of the gadget instead (thus adding 2 wires). As an example,
Fig. 5 is what the ADD gadget looks like when we apply the above strategy.

Corollary 3.11. Let k,k' € N, v € [0, %] ,€,0 € (0,1) be parameters such that
(k+K~[F|) 6 < e

and assume that g is a (k,k',v)-close-to-uniform and output-independent gadget. Then, the
above operation of merging the input wires and removing the re-randomization component pro-
duces a new gadget g’ that is (k — 1,k',~)-close-to-uniform and output-independent.
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Figure 5: Scheme for the ADD gadget, in which we replaced the rerandomizing component with
the input wires; the box represents the leak-free encoding circuit that takes as input z; and
outputs the fresh encoding (11, Z12).

Proof. Notice that the above operation removes three uniform wires (namely, the ones from the
random gate that are used to re-randomize the encoding) and adds two uniform wires (namely,
the ones carrying the fresh encoding). Hence, this operation converts a (k, k’, )-close-to-uniform
gadget into a (k — 1, k', y)-close-to-uniform gadget. Finally, this operation does not modify any
other wire, and it is easy to see that the output-independence property is preserved.

Since we addressed all gadgets, we can have the following general corollary that handles all
of them.

Corollary 3.12. Let e,d € (0,1) be parameters such that
358 < &2

Then, all the gadgets defined so far are e-random to d-average simulatable.

4 The circuit compiler

The circuit compiler simply replaces every wire with the respective wire bundle and every gate
with the respective gadget. Our goal is to achieve the following definition.

Definition 4.1 (Simulatability of circuits). Let C be a circuit with fan-in m* and fan-out n*.
Let C be the corresponding transformed circuit. Let ®,V be two families of (possibly randomized)
functions. Finally, let £ € N be the size of the encoding. We say that C is ®-to-U-simulatable
(from C) if there exists a simulator Sime such that for every x* € F™ input to C and every
function 1 € W there exists a function ¢ € ®:

Leake (Enc(z*)) = Sime (o (W (z7))) . (13)

In the above, W (x*) is the distribution of the values on the wires of the original circuit C upon
mput x*.

In what follows, we show the following.

Theorem 4.2. Let ¢,6 € (0,1) be parameters such that 356 < €2. Let C be a circuit and let C
be the circuit transformed in the following way:

e for every functional gate g € C, we place the corresponding gadget, as described in Sec-
tion 3, in C;

e for every wire w € C, we place the corresponding wire bundle in C, consisting of 2 wires;
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o if w=(g1,92), the corresponding wire bundle w will connect g1 to ga.
Then, the transformed circuit C is e-random to d-average simulatable.

The proof proceeds by hybrid argument. Namely, let k* be the number of functional gates
in C. Then, the real experiment Leak¢(Enc(z*)) can be rewritten as follows.

1. Sample z* = Enc(z*).
2. For every j € [k*], compute A;, y; as follows.

(a) For every input bundle of gadget g; that comes from an input of the circuit, place
the corresponding value taken from the vector x*.

(b) For every input bundle of gadget g; that comes from a random gate of the circuit,
sample uniform r € F and place Enc(r) on the wires.

(c) Since C is topologically sorted, every other input bundle of gadget g; already has a
value, which has been computed in a previous iteration as y; for some j' < j.

(d) Let W/z € F% be the list of values on all the k; wires of ;.

(e) The leakage A; is set to be A; := (W), while the output g; is taken from the output
values stored in W;.

3. Output A = Aql]...[|Ag=.

The above experiment, which we denote as Hyby. ;(z*), only differs from the original experi-
ment Leake(Enc(z*)) in when the leakage occurs. Namely, in Leake first the circuit is computed
entirely and then the leakage is computed, while Hyb.,; computes the leakage immediately
after the values on the wires are available. Therefore,

Leakc(Enc(z™)) = Hybg.((z").
Now we define, for i € [k*], the following hybrid experiment Hyb,(z*).
1. Sample z* = Enc(z*) and EE = Blindp(x*)(ﬁ).
2. For every j € [k*], compute A;, y; as follows.

e If j < i, do the following.

(a) For every input bundle of gadget g; that comes from an input of the circuit,
place the corresponding value taken from the vector x*.

(b) For every input bundle of gadget g; that comes from a random gate of the circuit,
sample uniform r € F and place Enc(r) on the wires.

(c) Since C is topologically sorted, every other input bundle of gadget g; already has
a value, which has been computed in a previous iteration as y; for some j" < j.

(d) Let W/E € F% be the list of values on all the k; wires of gj.

—

(e) The leakage A; is set to be A := a(W)), while the output y; is taken from the
output values stored in Wj.

(f) Compute y; = Dec(y;) and sample g7 = Blind () (75)-

If j > 4, the leakage and the output will be generated by the corresponding simulator

Simg;. Namely, do the following.
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(a) Let z7 be possibly blinded the values on the input bundles of gadget g;. Notice
that, for every input bundle, there are only four possibilities:

— the input bundle comes from input gates, in which case Z7 has already been
computed among the circuit inputs x5 = Blindp(x*)(?);

— the input bundle comes from random gates, in which case just sample uniform
r € F and sample 77 = Blind,(,y(Enc(r));

— the input bundle is an output bundle of a functional gadget g; for j' < i,
in which case we already computed & as g;7 = Blind,,,)(7;) in a previous
step;

— the input bundle is an output bundle of a functional gadget g, for j* > i and
7 < 4, in which case 7> has already been output by a previous simulator as

In any case, T is always available.

(b) If some of the values of z7 are L, set z7 < L; otherwise, leave it unchanged.
This is equivalent to convert the output of Blind into the output of Blind*.

(c) Let y = g(z), where x = Dec(Z) and 7 is the collection of the input values
computed as above. Notice that, even if Z is not available to the experiment, x
is always available: indeed, the experiment knows the input z* and the random
coins sampled so far, therefore is able to deterministically reconstruct x.

(d) Probe yz < p(y).

(e) Run the simulator (A;,g7) <= Simg, (27, y7).

3. Output A = Aql|...[|Ag~.

Notice that, if we instantiate the above algorithm with ¢ = k* 4+ 1, the part j > ¢ is never
executed, and the part j < ¢ is exactly the same as in Hybj., | (z*).

The following lemma says that the changes that we are introducing do not affect the final
distribution of the leakage.

Lemma 4.3. Let * be any input to C. Then, for every i € [k*],

Hyb;(z*) = Hyb,  ; (z*)

The proof of this fact is a simple but long reduction, which can be found in Appendix A.4.

For the next step of the proof, we take a closer look at Hyb,(z*). Namely, since the branch
j < 1lis never executed and all the real functional gadgets have been replaced with the respective
simulators, the description of Hyb, (z*) looks as follows.

1. Sample z* = Enc(z*) and 7} = Blind 5y (z*).
2. For every j € [k*], compute Aj,y; as follows.

(a) Let 27 be the possibly blinded values on the input bundles of gadget ;. Notice that,
for every input bundle, there are only three possibilities:

e the input bundle comes from input gates, in which case Z7 has already been
computed among the circuit inputs x5 = Blind p(ﬂ)@;);

e the input bundle comes from random gates, in which case just sample uniform
r € F and sample &7 = Blind () (Enc(r));

e the input bundle is an output bundle of a functional gadget g;; for j/ < j, in
which case z» has already been output by a previous simulator as ;7.
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In any case, T7 is always available.

(b) If some of the values of Z7 are L, set 7 < L; otherwise, leave it unchanged. This is
equivalent to convert the output of Blind into the output of Blind*.

(c¢) Let y = g(x), where x = Dec(Z) and 7 is the collection of the input values computed
as above. Notice that, even if T is not available to the experiment, z is always
available: indeed, the experiment knows the input z* and the random coins sampled
so far, therefore is able to deterministically reconstruct x.

(d) Probe yz < p(y).
(e) Run the simulator (Aj,77) < Simg (Z7,y7).

3. Output A = Aql] ... [|Ag=.

We define the last hybrid experiment Hyb (z*) as follows. Here we underline the differences
between Hyb; and Hyb.

1. Run C(z*) and sample W := p(W (z")).

2. For every j € [k*], compute A;, y; as follows.
(a) Let 27 be possibly blinded the values on the input bundles of gadget g;. Notice that,
for every input bundle, there are only three possibilities:

e the input bundle comes from input gates, in which case we set 7 = Enc(x) if the
random probing on the original input = was successful and z7 = L otherwise.

e the input bundle comes from random gates, in which case just sample uniform
r € F and sample 77 = Blind 5,y (Enc(r));
e the input bundle is an output bundle of a functional gadget g;; for j/ < j, in
which case 27 has already been output by a previous simulator as ;7.
In any case, T7 is always available.

(b) If some of the values of Z7 are L, set £7 < L; otherwise, leave it unchanged. This is
equivalent to convert the output of Blind into the output of Blind*.

(c) Let y2 be the random probing of the output y of the original gate g;, as already
sampled in Ws.

(d) Run the simulator (A, §7) <= Simg (27, y7).
3. Output A = Aq||...[|Ag~.
Lemma 4.4. Let x* be any input to C. Then, for every i € [k*],
Hybq (¢") = Hyb; (z7)

Proof. The only differences between the two hybrid experiments are when and how the random
probing is sampled. In particular, Hyb; runs the transformed circuit CA, decodes the values on
the wires and then samples random and average probing leakage. On the other hand, Hyb,
runs the original circuit C, computes the random probing and then only samples the average
probing when needed, i.e., for the input bundles that are part of the input of the circuit or
for the input bundles that come from random gates. Finally, the average probing samples in
Hyb, are identically distributed to the ones of Hyb;, since both are identically distributed to
the samples in the real case. The lemma follows.
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Finally, notice that the only use that Hyby(z*) makes of z* is to compute the values on
the wires of the original circuit, which is then only used to sample the random probing W5 :=
p(W(z*)). We can now extract this procedure outside the hybrid experiment and directly give
the value W» to the experiment; the simulator is then defined as receiving the random probing
W5 from the wires and then running exactly as Hyby(z*) from the second step on. Therefore,
the following holds.

Corollary 4.5. Let x* be any input to C. Then, for every i € [k*],
Hyby(2*) = Sime (p(W (2))).
By putting everything together, we are finally able to prove Theorem 4.2.

Proof. As observed at the beginning, Hyb,. { (z*) is just a syntactic change from Leakc(Enc(z*))
and is, otherwise, identical. Hence:

Leake(Enc(z™)) = Hyby.; (2¥)
= Hyb,. (z™)
= Hyb, (z*)
= Hyby(z™)
= Sime(p(W(27))).

By applying Lemma 4.3)

(
(By repeatedly applying Lemma 4.3)
(By applying Lemma 4.4)

(

By applying Corollary 4.5)

This concludes the proof.

5 Conclusions and open problems

In this work, we presented the first generic compiler that compiles any e-random probing resilient
circuit C into a d-average probing resilient circuit C, as long as

356 < £2.

Our compiler takes a circuit C with W wires and G gates and produces a new circuit C with
W' < 2W + 27G wires and G’ < 22@G gates. Notice that W and G’ are maximum when C only
contains multiplication gates, and in practical settings, we will usually be below such bounds.

As an immediate application, we are able to achieve the first random-probing to noisy-
leakage compiler where the loss in the noise parameter does not depend on the size of the
underlying field. We briefly recall below the definition of noisy-leakage from [PR13] and the
main result of [DFS15].

Definition 5.1 ([PR13]). Let € € (0,1) be a parameter. A (randomized) function v : F — § is
e-noisy leakage if

A ((V(X)7X) ’ (V(X),X,)) <eg,

where x,x’ are uniform over F.

Theorem 5.2 ([DFS15]). For every € € (0,1), and every circuit C, C is e-average-probing to
e-noisy-leakage simulatable.
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In the above, we formalized the result of [DFS15] using Definition 4.1. Notice that [DFS15]
does not use a compiler to transform the circuit C, therefore the circuit is simulatable from
C itself. The following corollary is an immediate consequence of the above and Theorem 4.2.
It implies that circuits transformed by our compiler from Section 4 are d-noisy secure, if the
original circuit is secure against e-random probing leakage for parameters ¢ and ¢ as given in
the corollary below.

Corollary 5.3. Let e, € (0,1) be parameters such that
356 < &”.

Let C be any circuit and let C be the circuit transformed according to the compiler in Section /.
If C is e-random-probing resilient, then C is d-average-probing to d-noisy-leakage simulatable.

One limitation of our current analysis is a tightness loss in the noise parameters. Concretely,
if the circuit C' is e-random probing secure, then C is 5-noisy leakage resilient where 356 < 2.
The quadratic loss is a consequence of the fact that our gadget simulator in Section 3 only
simulates the leakage when random-probing is successful on all the inputs of the gate in the
original circuit. This happens with probability 2 for gates with 2 inputs. With our current
techniques, this is somewhat inherent due to the nature of average-probing. In particular, the
simulator cannot simulate the leakage in a consistent way by just receiving partial leakage from
one of the inputs (e.g., because the simulator may incorrectly assume some values being on
the wires that contradict previous leakage from the circuit). We leave it as an important open
problem to further improve our result and eliminate the quadratic loss.
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A Missing proofs

In this appendix, we put all the proofs that we omitted for space reasons.

A.1 Proof of Lemma 2.1
Proof. We have that, for all z € F\ {0},

Prixy = z] = Z Prixy =z Ax = 1]
2€F\{0}
z
=eiPrly =]
LL
, [ELIE|

2. P
z€F\{0}
P
eF\{

i _ L
[F| - [F[2

while, for z =0,

Prxy =0] = Z Prixy=0Ax=z|+Prjxy =0Ax=0]

2€F\{0}
= Z Prix =z]Prly = 0]+ Pr[x = 0]
z€F\{0}
-y Ll
2 TETTE TR
_ 21
| |F>
Therefore,
A (xy,U Z|Pr xy = z] — Pr[U = z]|
ZEIF
1
=3 Z |Pr[xy = z] — Pr[U = z||
2€F\{0}

1
+§|Pr[xy:0]—Pr[U:O]|

N - S
& [T TR
JEAREREE
2|[F]  |F*|F|

1 1 111 1

"3 2 T 2| R

z€F\{0}

Fl—-1 |F|-1 1
= <
2|F)?2 ~ 2|F]? ~ |F|

where the first equality holds by definition of A, in the second equality we just split the sum
in z =0 and z # 0, the third equality follows from the above derivations, and the remaining
equalities and inequalities are just calculations.
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A.2 Proof of Lemma 2.4

Proof. Without loss of generality, we can consider the first values x1,...,Xy to be the y-close-
to-uniform ones and all the other ones to be the uniform ones. Then, the proof proceeds by
applying the union bound to the complementary event a(x) # L. Indeed,

Pria(x)# L] =Pr | \/ a(x) =x; (14)
€[]

< Z Prla = x;]
1€[k]

= Prla(xi) =xi|+ Y Prla(U)=1]
ik i€ [k]\[]
= Y Pria(x) =xi]+ (k- k). (15)
1€[k']

In the above, the first inequality comes from the union bound, the subsequent equality comes
from the partition in ~-close-to-uniform values and uniform values and the last equality comes
from the definition of d-average probing. Now we apply the definition of close-to-uniform to
obtain a similar bound on the left part. Namely, for every i € [k/],

Prla(x;) = x;] ZI:FPr [x; = 2] Pr[a(z) = 7]
<2Pr ] +7) Pria(z) = 2]
_g 1+ ~|F|) Pr| | Prla(z) = ]
= Zi 7[F[) Pria(U) = U]
= (1+~[F])o.

In the above, the first equality comes from splitting the event a(x;) = x; into disjoint events and
applying the conditional probability (recall that a(x) is a random variable that only depends
on the value x), the inequality comes from the definition of being 7-close-to-uniform, and the
subsequent equalities come from the fact that Pr[U = z| = ﬁ, from reversing the conditional

probability and from the definition of average probing. By applying the above to Eq. (15), we
can continue the derivation of Eq. (14).

Pr [a( <) Prlo(xi) =xi|+ (k- k)6

i€[k']
<K -1+9F)é+ (k—K)0o
= (k + K'v|F|) 6.

The lemma follows by applying again the rules for complementary events:

Prla(x) = 1] =1—-Prla(x) # 1]
>1— (k+ K~[F|) 0.
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A.3 Proof of Lemma 3.5

Proof. We start by lower-bounding the right-hand term of Eq. (1). Namely, we can write
Real;(7) as (A,y), and we can further split A into the leakage from the internal wires Ajn¢ and
the leakage from the output wires a(y):

Pr [Realg(Z) = (L,9)] = Pr[y = 7, Aine = L, a(y) = L] (16)
=Prly=9y,a(y)=1]Pr[An=1[y=7,a(y) = 1].

Notice that, in the last probability of Eq. (16), we are conditioning on two events, namely y =

and a(y) = L; however, the first event allows to replace y with 7 in the second event, which

becomes a(y) = L. Furthermore, notice that, once ¥ is fixed, the probability of a(y) = L only

depends on 7 and is independent of anything else; in particular, it is independent of Ajn, and
hence can be removed from the condition:

PriAine = L]y =y, a(y) = L] =Pr[Aine = L]y =7].

Now we make Aj,; even more explicit. Let (wi,..., Wi_g,) be the distribution of the values on
the internal wires of g upon input z. Then,

Pr[Aine = L]y =] (17)
=Pr /\ aw)=1|y=79 (By making Ajn explicit)
i€[k—¢n)
=1-"Pr \/ a(w)=w;|y=9 (By complementing the event)
i€[k—¢n)
>1- > Prla(w)=wi|y=7]. (By the union bound)
i€[k—tn]

Thanks to the properties of a and the gadget, we can simplify the term inside the sum. Indeed,

Pria(w) =w;|[§=7]= ) Prlw;=wAa(w)=w|y=7
= Priw;=w|y =7 Prla(w) =w|y =7, (18)

respectively by splitting into disjoint events and then by applying conditional probability. Then
we can apply the output-independence property, which states that, for every internal wire of
the gadget,

Priw; =wl|y = 9] = Prlw; = u],

and we can also apply, again, the fact that the output of @ only depends on its input:
Pria(w) =w|y =y] = Prla(w) = w].
These two facts allow to rewrite the last sum in Eq. (18) as

Y Priw;=w|y =§|Prla(w) =w|y =7 = > Prlw; = w|Pr|a(w) = u]
welF welF

= Z Priw; = w A a(w;) = wy]
weF

= Prla(w;) = w;],
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which, together with the beginning of Eq. (18), allows to conclude that
Prla(w;) =w; |y =y] = Prla(w;) = wy].
Now we can continue the derivation in Eq. (17):

Pr[Ain = L]y =1]

>1- Z Pra(w;) =w; |y =7], (From Eq. (17))
i€lk—{n]

=1— ) Prla(w)=w], (From Eq. (19))
1€[k—In)

>1— (k—{n+ky|F|) 4, (By Lemma 2.4)

(19)

(20)

where the last step is possible because g is (k, &, v)-close-to-uniform and has fan-out ¢n, there-
fore the set of the internal wires is (k — ¢n, k', y)-close-to-uniform. Finally, we can lower-bound

the right-hand term of Eq. (1):
Pr [Realy(Z) = (L, 7)]
1= (h -+ bR
_Prly =y, ay) = L[Pr{Aine = L|y =y, a(y) = 1]

=k + kA F)0 (From Eq. (16))

L Pr[§ =7.0(3) = L] (1 — (k — tn + KA[F|)9)

P =.06) = 4]
= 1—¢né ’

where the last step comes from the fact that

1— (k+ky[F|)6
= (1—tné) (1 — (k—tn+Kky[F|)6) — tnd - (k — tn+ k'~y[F|) 6
< (1—4nd) (1 = (k — tn + K'y|F|) 6)

and therefore, rearranging the terms,

1—(k—{In+K~|F|)é 1
1— (kt EAF)6 = 1—fno

The last step of the proof comes from Lemma 2.4, from which we get

Pra(Enc(y)) = L] > 1 — ¢nd,

or, rearranging the terms,
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By plugging the above into Eq. (21), we get

Pr[Realy(z) = (L,7)]
1= (k+K[F])o
_Prly =j.o(y) = 1]
- 1—4no
Priy=ya(y) = 1]
— Pria(Enc(y)) = 1]
_ Pr[Enc(y) =7, a(Enc(y)) = 1]
Prla(Enc(y)) = 1]
= Pr[Enc(y) = y| a(Enc(y)) = 1], (By definition of conditional probability)

(From Eq. (21))

(From the above)

(By definition of output-independence)

which concludes the proof.

A.4 Proof of Lemma 4.3

Proof. By reduction to the simulatability of gadget g;. Assume that Hyb,(z*) and Hyb, ;(z*)
are not identically distributed. Consider the following reduction, consisting of two algorithms
R1,R2. Algorithm Ry takes as input «* and computes the following.

1. Sample z* = Enc(z*) and 55 = Blindp(x*)@;).
2. For every j € [i — 1], compute Aj,y; as follows.
(a) For every input bundle of gadget g; that comes from an input of the circuit, place

the corresponding value taken from the vector "

(b) For every input bundle of gadget g; that comes from a random gate of the circuit,
sample uniform r € F and place Enc(r) on the wires.

(c) Since C is topologically sorted, every other input of gadget g; has already been
computed in a previous iteration.

(d) Let W/Z € F% be the list of values on all the k; wires of ;.

(e) The leakage A; is set to be Aj := a(Wj), while the output y; is taken from the output
values stored in W;.
(f) Compute y; = Dec(y;) and sample ;7 = Blind () (7;)-

3. Let st be the internal state of R containing everything that has been computed so far.

4. Let x be the input to gadget g;, as computed in the previous steps, and let z = Dec(Z)
and y = g;(x) (recall that g; is a deterministic gadget, hence y is uniquely defined).

5. Let A= AIH e ||Ai,1.
6. Output (st,z,z,y?,A).

Let (A*,97") be sampled either from the real distribution (A, Blindy, (¥)), where (A,y) =

Realg(Z), or from the simulator Simg (Blind}, (Z),y7), where a7 & p(x); then, let A « AJ|A*.
Algorithm Ry takes as input st, A, 77" and computes the following.

1. For every j € [k*]\ [i], compute Aj,y; as follows.
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(a) Let 27 be the possibly blinded values on the input bundles of gadget g;. Notice that,
for every input bundle, there are five possibilities:

e the input bundle comes from input ,_gates, in whicl/l\case 7> has already been
computed among the circuit inputs 3 = Blind 5+ (z*) by Ri;

e the input bundle comes from random gates, in which case just sample uniform
r € F and sample 77 = Blind () (Enc(r));

e the input bundle is an output bundle of a functional gadget g; for j' < i, in
which case we already computed Z» as y;» = Blind p(y;)(5) in a previous step;

e the input bundle is an output bundle of a functional gadget g;7 for j/ > i and
J' < j, in which case z» has already been output by a previous simulator as y;7.

e the input bundle is an output bundle of the functional gadget g;, in which case
77 has been received as input as 77".

In any case, 7 is always available.

(b) If some of the values of Z7 are L, set 7 < L; otherwise, leave it unchanged. This is
equivalent to convert the output of Blind into the output of Blind*.

(¢) Let y = g(x), where x = Dec(Z) and Z is the collection of the input values computed
as above. Notice that, even if T is not available to the experiment, z is always
available: indeed, the experiment knows the input z* and the random coins sampled
so far, therefore is able to deterministically reconstruct .

(d) Probe yz < p(y).
(e) Run the simulator (Aj,77) < Simg (Z7,y7).

2. Output A < A||Aj1]| .. |[Ag=-

Notice that the reduction is perfect. In particular, if (A*,77") comes from the real distri-
bution, the reduction gets the real A* and the value 77" is computed starting from the real
y and applying the function Blind p(y)» Which is exactly how A; and 12" would be computed
in hybrid Hyb; ;(z*). On the other hand, if (A*,7>*) comes from the simulator, the step
(T2,y2) (Blind’;(x) (Z) ,y:;) that would appear in hybrid Hyb,(z*) appears instead in the
argument passed to the simulator, and the simulator outputs A; and 77" exactly as in hybrid
Hyb, ;1 (2*). Since everything else is the same, the assumption that Hyb,(z*) and Hyb,  ;(z*) are
not identically distributed implies that the real distribution (A (), Blindy, (¥(Z))) and the sim-

ulator Simg (Blindz7 (Z),p(y)) are not identically distributed, which contradicts Theorem 3.6.
The lemma follows.

33



	Introduction
	Our contribution
	Technical overview

	Preliminaries
	Simple facts

	Composable gadgets against average probing
	Basic arithmetic gadgets
	Multiplication gadget
	Copy gadget
	Putting everything together

	The circuit compiler
	Conclusions and open problems
	Missing proofs
	Proof of lemma:preliminaries:simple-facts:product-of-uniform
	Proof of lemma:preliminaries:simple-facts:close-to-uniform-bound
	Proof of lemma:gadgets:output-independence
	Proof of lemma:circuit:step-hybrid


