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Abstract. The Deuring correspondence is a correspondence between
supersingular elliptic curves and quaternion orders. Under this corre-
spondence, an isogeny between elliptic curves corresponds to a quater-
nion ideal. This correspondence plays an important role in isogeny-based
cryptography and several algorithms to compute an isogeny correspond-
ing to a quaternion ideal (ideal-to-isogeny algorithms) have been pro-
posed. In particular, SQIsign is a signature scheme based on the Deuring
correspondence and uses an ideal-to-isogeny algorithm. In this paper, we
propose a novel ideal-to-isogeny algorithm using isogenies of dimension
2. Our algorithm is based on Kani’s reducibility theorem, which gives a
connection between isogenies of dimension 1 and 2. By using the char-
acteristic p of the base field of the form 2fg − 1 for a small odd integer
g, our algorithm works by only 2-isogenies and (2, 2)-isogenies in the op-
erations in Fp2 . We apply our algorithm to SQIsign and compare the
efficiency of the new algorithm with the existing one. Our analysis shows
that the key generation and the signing in our algorithm are at least
twice as fast as those in the existing algorithm at the NIST security level
1. This advantage becomes more significant at higher security levels. In
addition, our algorithm also improves the efficiency of the verification in
SQIsign.

Keywords: post-quantumcryptography · SQIsign · the Deuring corre-
spondence · Kani’s theorem.

1 Introduction

Isogeny-based cryptography is a promising candidate for post-quantum cryp-
tography. Many isogeny-based schemes use supersingular elliptic curves because
the isogeny graph of supersingular elliptic curves has a more attractive structure
than that of ordinary elliptic curves. Some of these schemes use the Deuring
correspondence, which is a correspondence between supersingular elliptic curves
and quaternion orders. SQIsign is a signature scheme proposed by De Feo, Ko-
hel, Leroux, Petit and Wesolowski [16] that uses the Deuring correspondence.
It was submitted to the additional digital signature candidates for the NIST
post-quantum cryptography standardization process [8]. In this paper, we refer
the NIST submission of SQIsign as the SQISIGN to distinguish it from the name
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of the scheme. An advantage of the SQISIGN is that it has short key sizes and
signature sizes compared to other candidates. Its disadvantage is that the sign-
ing algorithm is slow. This mainly comes from the computation of an isogeny
corresponding to a quaternion ideal via the Deuring correspondence. We call an
algorithm to compute an isogeny corresponding to a quaternion ideal an ideal-
to-isogeny algorithm.

Ideal-to-isogeny algorithms are crucial for isogeny-based cryptography. Be-
fore SQIsign was proposed, ideal-to-isogeny algorithms were appeared in the
cryptoanalysis by Eisenträger, Hallgren, Lauter, Morrison and Petit [24] and
the signature scheme by Galbraith, Petit and Silva [27]. Although, the ideal-
to-isogeny algorithms in these works have a polynomial-time complexity, they
are not efficient in practice because they require operations on extension fields.
The first efficient ideal-to-isogeny algorithm was proposed in SQIsign [16]. This
algorithm does not require operations on extension fields, but it requires that
the characteristic of the base field is in a special form. Later, the restriction on
the characteristic was relaxed by De Feo, Leroux, Longa and Wesolowski [18].

Another important mathematical tool for isogeny-based cryptography is Kani’s
reducibility theorem [31]. This theorem gives a connection between isogenies be-
tween elliptic curves and isogenies between abelian surfaces, in other words, a
connection between isogenies of dimension 1 and 2. Castryck and Decru [7] and
Maino, Martindale, Panny, Pope, and Wesolowski [36] used this theorem to at-
tack SIDH, which is an isogeny-based key exchange protocol by Jao and De Feo
[30]. Robert [42] extended these attacks to attacks using a connection between
isogenies of dimension 2 (resp. 4) and 4 (resp. 8). Later, this theorem has been
used to construct isogeny-based schemes, for example, a signature scheme by
[14], a public-key encryption scheme by [4], a key encapsulation mechanism by
[38], and an updatable public-key encryption scheme by [22].

Some of these schemes use the Deuring correspondence in addition to Kani’s
reducibility theorem. SQIsignHD [14] uses isogenies of dimension 4 or 8 to con-
firm the existence of an isogeny corresponding to a quaternion ideal in its veri-
fication algorithm. QFESTA [38] uses isogenies of dimension 2 and the Deuring
correspondence to generate a random isogeny between elliptic curves of given
degree. Ideal-to-isogeny algorithms using Kani’s reducibility theorem have been
proposed in verifiable random functions by [34] and in SILBE [22].

1.1 Our contributions

Motivated by these developments, this paper advances this line of research by
proposing a novel ideal-to-isogeny algorithm using isogenies of dimension 2. Our
contributions are as follows:

1. Proposing a novel ideal-to-isogeny algorithm IdealToIsogenyIQO, which uses
isogenies of dimension 2 and an embedding of an imaginary quadratic order
into the endomorphism ring of the domain elliptic curve (IQO stands for
Imaginary Quadratic Order).

2. Applying IdealToIsogenyIQO to SQIsign and comparing the efficiency of the
new algorithm with the existing one.
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Our algorithm is based on a similar idea as the algorithm in SILBE, which
uses isogenies of dimension 4. Compared to the algorithm in SILBE, our algo-
rithm has two advantages. The first advantage is using more efficient isogenies of
dimension 2 instead of isogenies of dimension 4. The second advantage is that our
algorithm does not require that the degree of the output isogeny of dimension 1
is prime to the degree of isogenies of dimension 2. Thanks to these advantages,
we can use only 2-isogenies and (2, 2)-isogenies to run our algorithm in practice
if we choose the characteristic of the base field properly.

As an application of our algorithm, we propose a new algorithm for SQIsign.
Our algorithm uses the characteristics of the form 2fg−1 for a small odd integer
g. The isogenies directly computed in our algorithm are only 2-isogenies and
(2, 2)-isogenies. By using an efficient algorithm to compute (2, 2)-isogenies by
Dartios, Maino, Pope, and Robert [15], we expect that the key generation and
the signing in our algorithm are faster than those in the SQISIGN. The verification
in our algorithm is faster than that in the SQISIGN because the number of the
separations of the isogeny chain in the signature of our algorithm is smaller than
that in the SQISIGN. Note that our algorithm does not affect the security of the
SQISIGN, and the sizes of the keys and the signatures of our algorithm are almost
the same as those of the SQISIGN because we just replace the ideal-to-isogeny
algorithm in the SQISIGN.

1.2 Related works

As mentioned in [34, §6], the ideal-to-isogeny algorithm in [34] could be applied to
SQIsign in a manner similar to our algorithm. This algorithm also uses isogenies
of dimension 2, but takes a different approach from our algorithm. We discuss a
comparison with this algorithm in Section 4.6.

SQIsignHD [14] is a variant of SQIsign, which uses isogenies of dimension 4
or 8. The key generation and signing algorithms in SQIsignHD are more efficient
than those in SQIsign while the verification algorithm in SQIsignHD is slower
than that in SQIsign. In terms of key and signature sizes, SQIsignHD has the
same key sizes as SQIsign and smaller signature sizes than SQIsign. Furthermore,
SQIsignHD relies on distinct assumptions from SQIsign for security.

Although we improve the efficiency of SQIsign, the key generation and signing
algorithms in our algorithm are slower than those in SQIsignHD. Nonetheless, we
contend that our approach remains valuable due to its fast verification process
compared to these schemes. Furthermore, the exploration of diverse isogeny-
based schemes based on distinct assumptions remains crucial.

At the same time as this work, other variants of SQIsign, SQIsign2D-West
[3], SQIPrime [21], and SQIsign2D-East [39], have been proposed. These variants
use isogenies of dimension 2 or 4 and offer different trade-offs between efficiency
and security. We leave the comparison with these schemes as future work. In
addition, a new ideal-to-isogeny algorithm using isogenies of dimension 2 was
proposed in SQIsign2D-West. It could be applied to SQIsign similarly to our
algorithm. We also leave the comparison with this algorithm as future work.
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1.3 Organization

The rest of this paper is organized as follows. In Section 2, we give the technical
background on this paper. In particular, Section 2.1 gives the mathematical back-
ground, Section 2.2 gives the existing ideal-to-isogeny algorithms, and Section
2.3 explains the outline of SQIsign. In Section 3, we propose a novel ideal-to-
isogeny algorithm using isogenies of dimension 2. In Section 4, we apply our
algorithm to SQIsign and compare the efficiency of the new algorithm with the
existing one. Finally, we conclude this paper in Section 6.

2 Preliminaries

This section gives the technical background on this paper. Throughout this pa-
per, we let p be a prime number of cryptographic size, i.e., p is at least about
2256.

2.1 Mathematical background

In this subsection, we recall the mathematical background necessary for the rest
of this paper.

Supersingular elliptic curves. Let E be an elliptic curve over a finite field
of characteristic p. We denote the neutral element of E by OE . For an integer
n, the n-torsion subgroup of E is defined by E[n] = {P ∈ E | nP = OE}.
If the trace of the Frobenius endomorphism of E is congruent to 0 modulo
p, then E is called supersingular. A supersingular elliptic curve over a field of
characteristic p is isomorphic to a curve E defined over Fp2 such that the p2-th
power Frobenius endomorphism of E is the multiplication-by-(−p) map. Then
we have E(Fp2) = E[p + 1]. This property is preserved under isogenies over
Fp2 , i.e., if there exists an isogeny E → E′ defined over Fp2 then E′ is also a
supersingular elliptic curve such that E′(Fp2) = E′[p + 1]. In the rest of this
paper, we assume that all elliptic curves are supersingular and satisfy the above
property.

Abelian surfaces. An elliptic curve is an abelian variety of dimension 1. The
generalization of elliptic curves to dimension 2 is called an abelian surface. An
abelian surfaces is principally polarized if it is isomorphic to its dual abelian
surface. A principally polarized abelian surface is isomorphic to the Jacobian of
a genus-2 hyperelliptic curve or the product of two elliptic curves.

Isogenies. An isogeny is a rational map between principally polarized abelian
varieties which is a surjective group homomorphism and has finite kernel. The
degree of an isogeny φ is its degree as a rational map and denoted by degφ.
An isogeny φ is separable if #kerφ = degφ. A separable isogeny is uniquely
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determined by its kernel up to post-composition of isomorphism. For an isogeny
φ : A → B, the dual isogeny of φ is the isogeny φ̂ : B → A such that φ̂ ◦ φ
is equal to the multiplication-by-degφ map on A. Note that the dual isogeny
uniquely exists.

Let ℓ be a positive integer. We say an isogeny φ between two elliptic curves
is an ℓ-isogeny if kerφ is a cyclic group of order ℓ. We say an isogeny φ between
two principally polarized abelian surfaces is an (ℓ, ℓ)-isogeny if the Weil pairing
acts trivially on kerφ and the order of kerφ is ℓ2.

Algorithms to compute isogenies An isogeny between elliptic curves can
be computed by Vélu’s formulas [44]. Let φ : E → E′ be an ℓ-isogeny between
elliptic curves. Vélu’s formulas give an algorithm to compute E′ with input E and
a generator of kerφ in O(ℓ) operations on a field where the generator is defined.
For an additional input P ∈ E, we can compute φ(P ) in O(ℓ) operations on
a field where the generator and P are defined. These computational costs were
improved to Õ(

√
ℓ) by [5].

Algorithms to compute a (2, 2)-isogeny can be found in [43] and [28]. Recently,
an efficient algorithm for a (2, 2)-isogeny using theta functions was given by [15].
An algorithm for a general degree was given by [11] and later improved by [35].
The computational cost of this algorithm is O(ℓ2) operations on a field where a
generator of the kernel is defined.

Let d be a positive integer prime to p having the prime factorization d =
∏
i ℓi

and φ be a d-isogeny or (d, d)-isogeny. Then we can compute φ as the composition
of ℓi-isogenies or (ℓi, ℓi)-isogenies. Therefore, if d is smooth and a generator of
kerφ are defined over a Fpk of k ∈ poly(log p), then we can compute a d-isogeny
in polynomial time in log p.

Quaternion algebras. We denote by Bp,∞ the quaternion algebra over Q
ramified at p and ∞. The quaternion algebra Bp,∞ has Q-basis {1, i, j,k} such
that i2 = −q, j2 = −p,k = ij = −ji for some positive integer q. If p ≡ 3
(mod 4), then we let q = 1. If p ≡ 5 (mod 8), then we let q = 2. Otherwise,
we let q be the smallest prime number such that q is a quadratic non-residue
modulo p. The canonical involution of α = a+ bi+ cj+ dk ∈ Bp,∞ is defined by
ᾱ := a− bi− cj− dk. The trace and the norm of α are defined by tr(α) := α+ ᾱ
and n(α) := αᾱ, respectively. An order in Bp,∞ is a subring of Bp,∞ that is a free
Z-module of rank 4. A maximal order in Bp,∞ is an order that is maximal with
respect to inclusion. A fractional ideal of Bp,∞ is a Z-submodule of Bp,∞ of rank
4. Let I be a fractional ideal of Bp,∞. The canonical involution of I is defined by
Ī := {ᾱ | α ∈ I}. The left order of I is defined by OL(I) := {x ∈ Bp,∞ | xI ⊂ I}
and we define the right order OR(I) of I similarly. For an order O of Bp,∞, we
say I is a left (or right) O-ideal if I is a left (or right) ideal of O in the usual
sense. If I is a left O-ideal for a maximal order O, then OL(I) = O and OR(I)
is a maximal order. If I is contained in an order of Bp,∞, the we define the norm
of I by n(I) := gcd({n(α) | α ∈ I}). For α ∈ I, we define the normalized norm
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of α by qI(α) := n(α)/n(I). By the definition of the norm of I, the normalized
norm qI(α) is an integer for all α ∈ I.

The Deuring correspondence. Deuring [20] showed that the endomorphism
ring of a supersingular elliptic curve over Fp2 is isomorphic to a maximal order of
Bp,∞ and gave a correspondence (Deuring correspondence) where a supersingular
elliptic E curve over Fp2 corresponds to a maximal order isomorphic to End(E).

Fix a supersingular elliptic curve E0 and an isomorphism ι : O0 → End(E0).
For a left O0-ideal I, we define the I-torsion subgroup of E0 by E0[I] = {P ∈
E0 | ι(α)(P ) = 0 for all α ∈ I}. If n(I) is not divisible by p, then E0[I] is a
subgroup of E0 of order n(I). In this case, we define an isogeny corresponding to
I by an isogeny with kernel E0[I] and denote it by φI . Let E be the codomain
of φI . Then End(E) is isomorphic to OR(I). In particular, an isomorphism is
induced by

Bp,∞ → End(E)⊗Z Q; α 7→ 1

n(I)
φI ◦ ι(α) ◦ φ̂I . (1)

The canonical involution Ī of I corresponds to the dual isogeny φ̂I . Let J be a left
OR(I)-ideal and φJ be an isogeny corresponding to J via the above isomorphism.
Then the composition φJ ◦φI is an isogeny corresponding to IJ . If n(I) is prime
to n(J), then kerφJ = φI(E0[IJ ] ∩ E0[n(J)]). For more detailed discussion for
the relation between ideals and isogenies, see [16, §4].

For left O0-ideals I1 and I2, the codomains of φI1 and φI2 are isomorphic if
and only if there exists α ∈ Bp,∞ such that I1 = I2α. If this is the case, we say
I1 and I2 are equivalent and denote it by I1 ∼ I2.

Special extremal orders. Let R be the integer ring of Q(i). We say a maximal
order O in Bp,∞ is special extremal if O contains R + jR. In this paper, we
mainly focus on the case p ≡ 3 (mod 4). In this case, the maximal order O0 :=⟨
1, i, i+j

2 ,
1+k
2

⟩
Z

is a special extremal order and the supersingular elliptic curve
with j-invariant 1728 corresponds to O0 via the Deuring correspondence. Let E0

be the supersingular elliptic curve over Fp2 defined by y2 = x3 +x, which has j-
invariant 1728. Then an isomorphism O0 → End(E0) is induced by i 7→ ((x, y) 7→
(−x,

√
−1y)) and mapping j to the p-th power Frobenius endomorphism.

KLPT algorithms. An algorithm to transform an ideal to another equivalent
ideal is given by [32], which is called the KLPT algorithm. Let O0 be a special
extremal order in Bp,∞. The KLPT algorithm takes a left O0-ideal I and a
smooth integer n > p3.5 as input and outputs a left O0-ideal J such that J ∼ I
and n(J) = n. Its computational cost is bounded by a polynomial in log p under
heuristic assumptions. Later, the bound p3.5 was improved to p3 by [41].

The KLPT algorithm was generalized to ideals of arbitrary maximal orders
by [16]. We call this the generalized KLPT algorithm. Let O be a maximal order
of Bp,∞ and I0 be a left O0-ideal such that OR(I0) = O. The generalized KLPT
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algorithm takes I0, a left O-ideal I, and a smooth integer n > p3n(I0)
3 as input

and outputs a left O-ideal J such that J ∼ I and n(J) = n.
These algorithms are based on the fact that Iᾱ/n(I) is a left OL(I)-ideal of

norm qI(α) for α ∈ I [32, Lemma 5]. Indeed, these algorithms find α ∈ I such
that qI(α) = n and output Iᾱ/n(I). We denote the ideal Iᾱ/n(I) by χI(α).
Then φ̂χI(α) ◦ φI is equal to α as endomorphisms up to post-composition of an
automorphism of E0. Note that the right order of χI(α) is αOR(I)α

−1, which is
isomorphic to OR(I) but not equal to OR(I) in general.

Kani’s reducibility theorem. Let d1 and d2 be positive integers prime to each
other and p. Let φ1 : E0 → E1 be a d1-isogeny and φ2 : E0 → E2 be a d2-isogeny
between elliptic curves over a field of characteristic p. Then we say an isogeny
with kernel φ1(kerφ2) a push-forward of φ2 by φ1 and denote it by φ1∗φ2. Since
ker((φ1∗φ2)◦φ1) = 〈kerφ1, kerφ2〉 = ker((φ2∗φ1)◦φ2), the codomains of φ1∗φ2

and φ2∗φ1 are isomorphic. Let F be the codomain of φ1∗φ2. Then we can take
φ2∗φ1 so that the following diagram commutes:

E0
φ1 //

φ2

��

E1

φ1∗φ2

��
E2 φ2∗φ1

// F.

Kani [31] showed that this diagram induces an isogeny E1×E2 → E0×F . More
precisely, we have the following theorem based on Kani’s reducibility theorem
[31, Theorem 2.3].

Theorem 1 ([36, Theorem 1]). We use the same notation as above and let
d = d1 + d2. Suppose that we take the push-forwards so that the above diagram
is commutative. We define an isogeny

Φ =

(
φ̂1 φ̂2

−φ1∗φ2 φ2∗φ1

)
: E1 × E2 → E0 × F,

i.e., Φ((P1, P2)) = (φ̂1(P1) + φ̂2(P2),−φ1∗φ2(P1) +φ2∗φ1(P2)) for P1 ∈ E1 and
P2 ∈ E2. Then Φ is a (d, d)-isogeny with kernel {(φ1(P ), φ2(P )) | P ∈ E0[d]}.

This theorem says that we can compute the images of any points under φ̂1 and
φ̂2 by using the images of a basis of E0[d] under φ1 and φ2.

If F is not isomorphic to E0, then an isogeny with the same kernel as Φ is

of the form
(
ι0 0
0 ι

)
◦ Φ or

(
0 ι
ι0 0

)
◦ Φ, where ι0 and ι are automorphisms of E0

and F , respectively. In this case, we can compute the images of any point in E1

under φ̂1 by Algorithm 1. In the output of Algorithm 1, the automorphism ι0 is
not determined by the input and depends on the choice of Φ.
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Algorithm 1: EvalByKani
Input: d,E0, E1, E2 in Theorem 1, φ1(P ), φ2(P ), φ1(Q), φ2(Q), where (P,Q)

is a basis of E0[d], and a finite subset S ⊂ E1.
Output: the image of S under ι0 ◦ φ̂1, where ι0 is an automorphism of E0.

1 Let Φ be a (d, d)-isogeny with kernel ⟨(φ1(P ), φ2(P )), (φ1(Q), φ2(Q))⟩;
2 Let prE0

be the projection to E0 from the codomain of Φ;
3 return {prE0

◦ Φ((R, 0E2)) | R ∈ S};

2.2 Ideal-to-isogeny algorithms

In this subsection, we recall some of the existing algorithms for computing the
codomain of an isogeny corresponding to a given ideal.

Let E0 be a supersingular elliptic curve over Fp2 whose endomorphism ring
is isomorphic to a special extremal order O0 in Bp,∞, and ι : O0 → End(E0)
be an isomorphism. Suppose that we can efficiency compute ι(α)(P ) for α ∈ O0

and P ∈ E0(Fp2). Given a left O0-ideal I, we consider an algorithm to compute
the codomain of an isogeny corresponding to I. We call this algorithm an ideal-
to-isogeny algorithm.

By using the KLPT algorithm, we can use an ideal J such that J ∼ I and n(J)
is smooth and greater than p3 instead of I. Since φJ = n(J) is smooth, we can
compute φJ in polynomial time if E[J ] is defined over a field of polynomial size.
However, E[J ] is in an exponential-size field in general. The following algorithms
deal with this issue.

Algorithm for power-smooth norms An ideal-to-isogeny algorithm was first
proposed by [27]. Their algorithm uses an ideal J such that J ∼ I and n(J) is
power-smooth, i.e., any prime power dividing n(J) is small. Its computation
requires operations on extension fields of Fp2 , thus the algorithm is not efficient
in practice.

Algorithm in the original SQIsign. An ideal-to-isogeny algorithm that
works in Fp2 was proposed by [16]. This algorithm requires p to be a a spe-
cial form while the algorithm of [27] does not. In particular, the algorithm by
[16] requires that p2−1 is divisible by ℓf and T , where ℓ is a small prime number,
f is an integer and T is a smooth integer greater than p1.5 and prime to ℓ. In
this setting, we can compute ℓf -isogenies and T -isogenies over Fp2 by using the
method in [12]. The basic idea of the algorithm is as follows:

1. Compute a left O0-ideal J such that J ∼ I and n(J) is a power of ℓ.
2. Divide J into the product J1 · · · Jk such that n(Ji) = ℓ (for simplicity, we

assume n(J) = ℓkf for an integer k).
3. Let J ′

0 = O0 and α = 1.
4. For i = 1, . . . , k:

(a) Compute φJi : Ei−1 → Ei by kerφJi = φJ ′
i−1

(E0[J
′
i−1αJiα

−1]∩E0[ℓ
f ]).
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(b) Find α ∈ J1 · · · Ji such that qJ1···Ji(α) = T 2 by using the KLPT algo-
rithm.

(c) Let J ′
i = χJ1···Ji(α).

(d) Compute isogenies ψ1 with kernel E0[J
′
i ] ∩ E0[T ] and ψ2 with kernel

φJi ◦ · · · ◦ φJ1(E0[α] ∩ E0[T ]).
(e) Obtain φJ ′

i
= ψ̂2 ◦ ψ1.

The following diagram illustrates the above algorithm:

E0

J1

��

ψ1
�� J ′

1

ww

J ′
2

��

J ′
i

$$
E1

J2

//

ψ2

HH

E2
J3

// · · ·
Jk

// Ek

Note that αJiα−1 in Step (4.a) is a left OR(J
′
i−1)-ideal corresponding to Ji. We

also note that Step (4.d) and (4.e) is based on the fact that α = φ̂J ′
i
◦φJi◦· · ·◦φJ1

up to post-composition of an automorphism of E0. The algorithm by [16] is a
further elaboration of the above idea. See [16, §8.1] for more details.

IdealToIsogenyEichler. The restriction on p in the above algorithm was re-
laxed by [18]. In particular, the lower bound on T in the restriction was improved
to p1.25. They use an endomorphism of each Ei instead of the isogeny φJ ′

i
. The

rough idea of their algorithm is as follows:
We use the same notation as above and consider the computation of φJi+1

from Ei and φJi . Let O be an order isomorphic to End(Ei) and β ∈ O such that
Ji+1 = Oβ + Oℓf . Then we search θ ∈ O and coprime integers C,D such that
n(θ) = T 2 and β(C +Dθ) ∈ J̄i. The latter condition means that (C +Dθ)(P )
generates Ei[Ji+1] for a generator P of ker φ̂Ji . From this, we can compute φJi+1

by using Vélu’s formulas.
Algorithm 3 in [18] shows how to find θ and C,D. This algorithm succeeds

if n(θ) > p2.5, thus we can take T > p1.25.
We call this algorithm IdealToIsogenyEichler. The SQISIGN uses this algorithm

as an ideal-to-isogeny algorithm.

Algorithm in DeuringVRF. DeuringVRF is the family of verifiable random
functions proposed by [34]. To construct this scheme, an ideal-to-isogeny al-
gorithm was proposed. This algorithm can be seen as an extension of Ideal-
ToIsogenyEichler using isogenies of dimension 2. In this algorithm, the image of
P under the endomorphism θ in the explanation above is computed by using
a 2-dimensional isogeny Ei × Ei → Ei × Ei. See Algorithm 7 in [34] for more
details.
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Algorithm in the key generation in SILBE. An ideal-to-isogeny algorithm
using higher-dimension isogenies was proposed by [22], which is used in the key
generation in an updatable public key encryption scheme SILBE. This algorithm
is based on the similar idea as in the algorithm in the original SQIsign. To
compute the auxiliary isogenies φJ ′

i
, it uses an extension of Kani’s reducibility

theorem to dimension 4 by [42]. See [22, §3.1] for more details.

2.3 SQIsign

SQIsign is a signature scheme proposed by [16], which uses the generalized KLPT
algorithm and an ideal-to-isogeny algorithm as building blocks.

Overview. Let O0 be a special extremal order and E0 a supersingular elliptic
curve over Fp2 whose endomorphism ring is isomorphic to O0. We consider the
following zero-knowledge proof.

The public parameters are p, O0, and E0. The protocol proves the knowledge
of a secret left O0-ideal Isec with a public key Epub, which is the codomain of
an isogeny φsec corresponding to Isec, The protocol is as follows:

1. The prover computes an isogeny φcom : E0 → Ecom and sends Ecom as a
commitment to the verifier.

2. The verifier computes an isogeny φchall : Ecom → Echall and sends φchall and
Echall as a challenge to the prover.

3. The prover computes ideals Icom corresponding to φcom and Ichall corre-
sponding to φchall.

4. The prover applies the generalized KLPT algorithm to Isec and ĪsecIcomIchall
and computes an ideal Ires ∼ ĪsecIcomIchall.

5. The prover computes φres corresponding to Ires and sends it to the verifier.
6. The verifier check that φres is an isogeny from Epub to Echall and the kernel

of φ̂chall ◦ φres is cyclic.

The following diagram illustrates the above protocol, where the dotted arrows
represent the isogenies kept secret by the prover:

E0

φsec

��

φcom // Ecom

φchall

��
Epub φres

// Echall

SQIsign is a signature scheme obtained by applying the Fiat-Shamir trans-
form [25] to the above protocol.

In the following, we describe the each step of the SQISIGN in more detail.
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Parameter. As we mentioned in Section 2.2, the SQISIGN uses IdealToIsogenyE-
ichler as an ideal-to-isogeny algorithm. For efficiency, we use 2 as ℓ. Therefore,
we use p such that p2 − 1 is divisible by 2f and T for an odd smooth integer T
greater than p1.25.

Let λ be a security parameter. To achieve a λ-bit security level, we require
the following conditions:

– p ≈ 22λ (to address the attacks by [19] and [23]),
– degφcom ≈ 22λ (to address the meet-in-the-middle attack [30, §5.2]),
– degφchall ≈ 2λ (to ensure the challenge space of size 2λ ).

In the SQISIGN, the prime p satisfies that T is divisible by 3g such that 2f3g ≈ 22λ

and T/3g is prime to 3 and greater than 2λ. And we set degφcom = T/3g and
degφchall = 2f3g.

Key generation. The key generation algorithm is as follows:

1. Sample a prime Dsec < p1/4 such that Dsec ≡ 3 (mod 4) uniformly at ran-
dom.

2. Sample a left O0-ideal Isec of norm Dsec uniformly at random.
3. Compute J be a left O0-ideal such that J ∼ Isec and n(J) is a power of 2 by

the KLPT algorithm.
4. Compute the codomain Epub of an isogeny φsec corresponding to Isec by

IdealToIsogenyEichler.
5. Output a public key Epub and a secret key Isec.

The reason that we take Dsec < p1/4 is to reduce the norm of the output of the
generalized KLPT algorithm. The bound p1/4 is the minimum to make the size
of the secret key space larger than 2λ.

Commitment. A commitment is computed by using Vélu’s formulas. Taking
a point K of order T/3g on E0, we compute an isogeny φcom with kernel 〈K〉.
Then we output the codomain Ecom of φcom as a commitment.

Challenge. A challenge c is sampled from the integers in [0, 2f3g). Then the cor-
responding isogeny φchall is computed by using Vélu’s formulas from the kernel
〈PEcom

+ cQEcom
〉, where (PEcom

, QEcom
) is a deterministic basis of Ecom[2

f3g].

Response. Let O be the right order of Isec. Since n(Isec) < p1/4, we can find a
left O-ideal of norm approximately p3.75 equivalent to a given left O0-ideal by
the generalized KLPT algorithm. Let k be an integer such that 2kf ≈ p3.75. The
degree of φres is set to 2kf .

Given Epub, Ecom, Isec, φcom, φchall, the corresponding response is computed
as follows:

1. Compute the left O0-ideal Icom corresponding to φcom.
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2. Compute the left O0-ideal I ′chall corresponding to an isogeny with kernel
φ̂com(PEcom

+ cQEcom
).

3. Compute a left OR(Isec)-ideal Ires such that Ires ∼ Īsec(Icom ∩ I ′chall) and
n(Ires) = 2kf by the generalized KLPT algorithm.

4. Compute an isogeny φres = φres,k ◦ · · · ◦ φres,1 corresponding to Ires by
IdealToIsogenyEichler, where degφres,i = 2f for i = 1, . . . , k.

5. Output the sequence of generators of kerφres,1, . . . , kerφres,k as a response.

Verification. The verification checks the following:

1. The codomain of the composition φres,k ◦ · · · ◦ φres,1 is isomorphic to Echall.
2. The kernel of φ̂chall ◦ φres,k ◦ · · · ◦ φres,1 is cyclic.

Compression. To reduce the size of the response, a generator of the kernel of
φres,i is represented by coefficients of the linear combination of a deterministic
basis of the 2f -torsion subgroup of the domain. The detail is as follows: Let Ei
be the domain of φres,i and (PEi , QEi) be a basis of Ei[2f ] that is computed
deterministically. Then kerφres,i is generated by a point of the form aPEi +QEi

or PEi
+aQEi

for an integer a ∈ [0, 2f ). Therefore, we can represent a generator
of kerφres,i by the integer a and a bit indicating the form of the generator.

Since the SQISIGN is the signature scheme obtained by applying the Fiat-
Shamir transform to the above protocol, a signature of the SQISIGN is a pair of
a commitment and a response. In the SQISIGN, a commitment is compressed by
generators of the kernels of φchall and its dual isogeny and these generators are
compressed by the above method. For details, see §3.4 and §3.5 in the document
in [8].

3 New algorithms

In this section, we give new ideal-to-isogeny algorithms. Our algorithms are based
on the same idea as in the algorithm in the original SQIsign and the algorithm
in the key generation in SILBE explained in Section 2.2. In particular, we use
isogenies of dimension 2 instead of T -isogenies or isogenies of dimension 4.

To use isogenies of dimension 2, we use an embedding of an imaginary
quadratic order into the endomorphism ring of the domain curve. Unlike the
algorithm in SILBE, our algorithms allow that the degrees of isogenies of di-
mension 1 and 2 have the same prime factors. This flexibility enables the use of
2-isogenies and (2, 2)-isogenies, thereby enhancing algorithmic efficiency.

3.1 Setting

Let m1 and m2 be smooth integers such that p = m1m2f − 1 is a prime number
for a small positive integer f . We assume that m2 >

√
p. Note that we do

not require m1 and m2 to be coprime. Let O0 be a special extremal order in
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Bp,∞, R be the integer ring of Q(i) contained in O0, and E0 be a supersingular
elliptic curve over Fp2 whose endomorphism ring is isomorphic to O0. We fix an
isomorphism ι : O0 → End(E0) and identify O0 with End(E0) by ι. We also fix
a basis (P0, Q0) of E0[m1m2]. We assume that these parameters are implicitly
given as input for the algorithms in this section.

Let I1 be a left O0-ideal such that n(I1) is prime to m1m2, O be the right
order of I1, and E be the codomain of φI1 . Suppose that we know the images
φI1(P0) and φI1(Q0). Given a left O-ideal J , we consider an algorithm to com-
pute the codomain of φJ . Here, the correspondence between J and φJ is given
by the isomorphism induced by (1). By using generalized KLPT algorithm, we
can assume that n(J) is a power of m1.

3.2 Core of the algorithm

Decompose J into the product J = J1 · · · Jk such that n(Ji) = m1. For each i, the
Ji-torsion subgroup is rational over Fp2 . Therefore, we can compute an isogeny
corresponding to Ji by Vélu’s formulas if we know a generator of its kernel. For
J1, we have kerφJ1 = φI1(E0[I1J1]∩E0[m1]) since φJ1 ◦φI0 corresponds to I1J1
and n(I1) is prime to m1. Therefore, we can compute the codomain of φJ1 by
using φI1(P0) and φI1(Q0). Similarly, we can compute the codomain of φJi for
i > 1 if we have an ideal Ii such that Ii ∼ I1J1 · · · Ji−1 and n(Ii) is prime to m1,
and the images of a basis of E0[m1] under φIi . The following diagram shows the
relationship between I1, J1, . . . , Jk and the isogenies corresponding to them.

E0

I1

�� I2   B
BB

BB
BB

B

((PP
PPP

PPP
PPP

PPP
P

Ik

**UUU
UUUU

UUUU
UUUU

UUUU
UUUU

E1
J1

// E2
J2

// · · ·
Jk

// Ek

Therefore, our task is to compute the codomain Ei of φJi , the ideal Ii,
and the images of a basis of E0[m1] under φIi for i > 1. More precisely, our
algorithm takes Ei, Ii, Ji, φIi(P0), and φIi(Q0) as input and computes Ei+1,
Ii+1, φIi+1

(P0), and φIi+1
(Q0) as output.

To compute the images φIi(P0) and φIi(Q0), we use EvalByKani. The outline
of our algorithm is as follows:

1. Compute Ei+1, φJi ◦ φIi(P0), and φJi ◦ φIi(Q0) by using Vélu’s formulas
with input Ei and a generator of kerφJi = φIi(E0[IiJi]).

2. Find β ∈ IiJi and α ∈ R such that qIiJi(β) is prime to m1m2 and n(α) +
qIiJi(β) = m2. Let Ii+1 be χIiJi(β).

3. Compute φIi+1
(m1P0) and φIi+1

(m1Q0) by m1φIi+1
= 1

n(Ii)
φJi ◦ φIi ◦ β̂.

4. Compute the image of a basis of Ei+1[m1m2] under φ̂Ii+1
by EvalByKani

with input m2, E0, Ei+1E0, φIi+1
(m1P0), φIi+1

(m1Q0), α(m1P0), α(m1Q0).
5. Compute φIi+1

(P0) and φIi+1
(Q0) by solving a discrete logarithm problem

in E0[m1m2].
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The following diagram shows the relationship between the ideals and the isoge-
nies in the above algorithm.

E0

Ii

��

Ii+1

%%KK
KKK

KKK
KKK

KK
α 55

��
β

Ei
Ji

//// Ei+1

ee

We give supplementary explanations for the above steps except for Step 1.

Step 2. As discussed in [32, §3.1], we can find elements in IiJi whose normalized
norms are appropriately √

p by using lattice enumeration (e.g., see [10, Algorithm
2.7.5]) for many IiJi. However, there exist exceptional cases that we will discuss
later. Once we find many elements in IiJi whose normalized norms are appropri-
ately √

p, we can find β such that m2−qIiJi(β) is a prime number splitting in R.
Then we can find α by Cornacchia’s algorithm [10, Algorithm 1.5.2, 1.5.3]. This
method is also used in SQIsignHD and SILBE for the case R = Z[

√
−1], i.e.,

m2 − qIiJi(β) is the sum of two squares. However, these schemes do not use an
endomorphism of E0, instead they use an endomorphism of the abelian surface
E2

0 .

Step 3. Since β = φ̂Ii+1
◦ φJi ◦ φIi , we have φJi ◦ φIi ◦ β̂ = m1n(Ii)φIi+1

.
Therefore, we can compute φIi+1

(m1P0) by 1
n(Ii)

φJi◦φIi◦β̂(P0) and φIi+1
(m1Q0)

similarly, where 1
n(Ii)

is the inverse of n(Ii) modulo m2.

Step 4. We need to care about the fact that the output of EvalByKani could
not be φ̂Ii+1

but ι0 ◦ φ̂Ii+1
for some automorphism ι0 of E0. If the automorphism

groups of E0 and Ei+1 are {±1}, then this does not cause any problem. This
is because −φIi+1

is also an isogeny corresponding to Ii+1. However, if ι0 is an
isomorphism not in {±1}, then the dual isogeny of ι0 ◦ φ̂Ii+1

does not correspond
to Ii+1. This occurs when j(E0) = 0 or 1728. Therefore, we need to fix the post-
composition by ι0. To do this, we evaluate φJi ◦ φIi(P0) in addition to a basis
of Ei+1[m1m2] by EvalByKani. By comparing the output with β(P0), we can
determine ι0.

We also note that we want the codomain of the (m2,m2)-isogeny in Eval-
ByKani in Step 4 to not be isomorphic to E0 × E0. As discussed in [38, §2.4],
this only occurs with a negligible probability for a cryptographic size of p. In
addition, we can prove the following lemma.

Lemma 1. We use the notation in the above setting. Suppose that E0 6∼= Ei+1

and any γ ∈ End(E0) whose norm is less than m2 is in R. Then the codomain
of the (m2,m2)-isogeny in Step 4 is not isomorphic to E0 × E0.
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Proof. Suppose that the codomain of the (m2,m2)-isogeny is isomorphic to E0×
E0. Then we have the following commutative diagram:

E0

φIi+1 //

α

��

Ei1

��
E0 γ

// E0,

where n(γ) = n(Ii+1) and the right vertical arrow is an isogeny of degree n(α).
Since α commutes with γ and n(α) is prime to n(Ii+1) we have φIi+1

= γ up to
post-composition of an isomorphism. This contradicts E0 6∼= Ei+1. ut

The latter assumption in the lemma is satisfied if we take m2 ≈ √
p because

an element in O0 \ R has a norm approximately greater than p. If the first
assumption is not satisfied, we can compute the image under φIi+1

directly since
this is an endomorphism of E0.

Step 5. Let (Pi+1, Qi+1) be a basis of Ei+1[m1m2]. By Step 4, we know
φ̂Ii(Pi+1) and φ̂Ii(Qi+1). Solving the discrete logarithm problems for these
points with base P0 and Q0, we have integers a, b, c, d such that

φ̂Ii

(
Pi+1

Qi+1

)
=

(
a b
c d

)(
P0

Q0

)
.

Acting φIi+1
and multiplying the inverse of

(
a b
c d

)
modulo m1m2 to the above

equation, we have

n(Ii+1)

(
a b
c d

)−1 (
Pi+1

Qi+1

)
=

(
φIi+1

(P0)
φIi+1

(Q0)

)
.

3.3 Exceptional cases

In this subsection, we discuss exceptional cases in Step 2 in the previous subsec-
tion. In particular, we consider what kind of ideals IiJi fail to find β and α, and
how to avoid them. To ease the notation, we denote IiJi by I and Ei+1 by E.

Exceptional ideals. Step 2 fails if the normalized norm of the smallest element
in I is much smaller than √

p and not prime to m1m2. Consider this case and
let (β1, β2, β3, β4) be the Minkowski-reduced basis of I. Then we have (see [32,
§3.1])

p2 ≤ qI(β1)qI(β2)qI(β3)qI(β4) ≤ 4p2.

Since qI(β1) �
√
p and n(i) is small, we have β2 = γβ1, where γ is the smallest

element in R\Z. Therefore, the elements in I whose normalized norms is smaller
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than √
p are of the form δβ1 for δ ∈ R. The normalized norms of these elements

are divisible by qI(β1), so not prime to m1m2.
In terms of elliptic curves, the above exceptional case occurs when there exists

an isogeny E0 → E whose degree is much smaller than √
p and not prime to

m1m2. Let n be a positive integer smaller than √
p. Then the number of isogenies

from E0 whose degree is smaller than n is approximately linear in n2. Therefore,
we can assume that the probability that I has an element whose normalized
norm is smaller than n is approximately n2/p. This probability is small but not
negligible in practice. Especially, it occurs with a high probability in the case
that J is a left O0-ideal, i.e., I1 = O0 and E1 = E0. In this case, there exists
the isogeny φJ1 : E0 → E2 of degree m1 <

√
p. Therefore, we need to avoid the

exceptional cases.

Avoiding exceptional cases. To avoid the exceptional cases, we use other
supersingular elliptic curves whose endomorphism rings contain an imaginary
quadratic order with a small discriminant. A similar idea is used in the SQISIGN.
See §2.5.2 in the document in [8] for the details.

To explain our method, we define the following term.

Definition 1 (connecting tuple). For a positive integer N , an (E0;P0, Q0)-
connecting tuple is a tuple (E′

0, I0,O, P
′
0, Q

′
0, σ(P

′
0), σ(Q

′
0)), where E′

0 is a super-
singular elliptic curve over Fp2 , I0 is a left O0-ideal such that OR(I0) ∼= End(E′

0)
and n(I0) is prime to the order of P0 and Q0, O is an imaginary quadratic order
contained in End(E′

0), P ′
0 and Q′

0 are the images of P0 and Q0 under φI0 , and
σ is an element in O such that O = Z[σ].

Suppose that we are given an (E0;P0, Q0)-connecting tuple (E′
0, I0,O, P

′
0, Q

′
0,

σ(P ′
0), σ(Q

′
0)). Instead of computing an isogeny between E0 and Ei+1, we com-

pute an isogeny between E′
0 and Ei+1. The following diagram shows the rela-

tionship between ideals and isogenies in this case.

E0

Ii

��

I0 //

��

β

E′
0

I′i+1

��

αiioo

Ei
Ji

//// Ei+1

OO

In summary, we execute the following steps instead of Step 2-5 in the previous
subsection:

2’ Find β ∈ Ī0IiJi and α ∈ O such that qĪ0IiJi(β) is prime to m1m2 and
n(α) + qĪ0IiJi(β) = m2. Let I ′i+1 be χĪ0IiJi(β).

3’ Compute φI′i+1
(m1P

′
0) and φI′i+1

(m1Q
′
0) by

m1φI′i+1
= 1

n(Ii)n(I0)
φJi ◦ φIi ◦ φ̂I0 ◦ β̂.

4’ Compute the image of a basis of Ei+1[m1m2] under φ̂Ii+1
by EvalByKani

with input m2, E
′
0, Ei+1E

′
0, φI′i+1

(m1P
′
0), φI′i+1

(m1Q
′
0), α(m1P

′
0), α(m1Q

′
0).
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5’ Compute φI′i+1
(P ′

0) and φI′i+1
(Q′

0) by solving a discrete logarithm problem
in E′

0[m1m2].

Consequently, we obtain a left O0-ideal I0I ′i+1 whose norm is prime to m1m2

and the images of P0 and Q0 under φI0I′i+1
= φI′i+1

◦ φI0 .

3.4 Explicit algorithms

In this subsection, we give explicit ideal-to-isogeny algorithms. The first is an
algorithm to compute an isogeny corresponding to a left O0-ideal of norm m1,
which is explained in the previous subsections. The second is an algorithm to
compute an isogeny from an ideal by using the first algorithm repeatedly.

Let Sct be a finite ordered set of (E0;P0, Q0)-connecting tuples with different
elliptic curves. We set the first entry of Sct to be the trivial connecting tuple
(E0,O0, R, P0, Q0, σ(P0), σ(Q0)), where σ is a generator of R. We assume that
Sct is implicitly given as input for the algorithms in this section. A method to
compute connecting tuples is given in Appendix A.

The first algorithm is given in Algorithm 2. We name this algorithm ShortIde-
alToIsogenyIQO. The second algorithm, IdealToIsogenyIQO, is given in Algorithm
3. This algorithm computes an isogeny corresponding to an ideal of norm mk

1 .

4 New algorithm for SQIsign

As an application of our algorithms, we propose a new algorithm for SQIsign. Our
algorithm for SQIsign uses IdealToIsogenyIQO instead of IdealToIsogenyEichler.
This change replaces the computation of isogenies of higher degrees between
elliptic curves with the computation of 2-isogenies and (2, 2)-isogenies and is
expected to reduce the computational cost of SQIsign, but not affect its security
and the size of public keys and signatures.

4.1 Setting

For the efficiency of our algorithm, we use powers of 2 as m1 and m2 and the
theta algorithm by [15] for (2, 2)-isogenies. The theta algorithm requires points
of order 8 instead of 2 to compute (2, 2)-isogenies. Therefore, we use p of the
form 2f1+f2+2g− 1 for small odd integerg and compute (2f2 , 2f2)-isogenies from
points of order 2f2+2.

In the following, we use elliptic curves over Fp2 which are uniquely chosen
from their isomorphic classes, e.g., "normalized Montgomery curves" obtained
by [8, Algorithm 1]. For such a curve E, we fix a basis of E[2f1+f2+2] and denote
it by (PE , QE).

Let E0 be a supersingular elliptic curve over Fp2 of j-invariant 1728 and
ι : O0 :=

⟨
1, i, i+j

2 ,
1+k
2

⟩
Z
→ End(E0) be an isomorphism. Let λ be a security pa-

rameter. For λ-bit security, our system parameters are p ≈ 22λ of the above form,
E0, ι, and a finite ordered set Sct of (E0;PE0

, QE0
)-connecting tuples with the

first entry being the trivial connecting tuple (E0,O0,Z[i], PE0
, QE0

, i(PE0
), i(QE0

)).
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Algorithm 2: ShortIdealToIsogenyIQO
Input: a supersingular elliptic curve E, a left O0-ideal I whose norm is prime

to m1m2, a left OR(I)-ideal J of norm m1, and φI(P0), φI(Q0).
Output: The codomain of the isogeny φJ , β ∈ IJ such that qIJ(β) is prime

to m1m2, and φχIJ (β)(P0), φχIJ (β)(Q0).

1 Let K be a generator of φI(E0[m] ∩ E0[IJ ]);
2 Compute an isogeny φJ : E → E′ with kernel ⟨K⟩;
3 Let S be {P ′, Q′}, where P ′, Q′ a basis of E′[m1m2];
4 for (E′

0, I0,O, P ′
0, Q

′
0, σ(P

′
0), σ(Q

′
0)) ∈ Sct do

5 Search α ∈ O and β ∈ Ī0IJ such that qĪ0IJ(β) is prime to m1m2 and
n(α) + qĪ0IJ(β) = m2;

6 if α and β are found then
7 Let I ′ = χĪ0IJ

(β);
8 Let P1 = φI′(m1P

′
0) and Q1 = φI′(m1Q

′
0);

9 Let P2 = α(m1P
′
0) and Q2 = α(m1Q

′
0);

10 if j(E′
0) = 0 or 1728 then

11 Append φJ ◦ φI ◦ φ̂I0(P
′
0) to S;

12 Let P ′′ = β(P ′
0);

13 break;

14 Let S′ = EvalByKani(m2, E
′
0, E

′, E′
0, P1, Q1, P2, Q2, S);

15 if #S = 3 then
16 Let P ′′′ be the third element of S′;
17 Compute ι0 ∈ Aut(E′

0) such that ι0(P
′′′) = P ′′;

18 Let S′ = ι0(S
′) ;

19 Let P,Q be the first and second elements of S′;
20 Find a, b, c, d ∈ Z such that P = aP ′

0 + bQ′
0 and Q = cP ′

0 + dQ′
0;

21 Let M be the inverse of
(
a b
c d

)
modulo m1m2;

22 Let
(
P
Q

)
= n(I ′)M

(
P ′

Q′

)
;

23 return E′, β, P,Q;

4.2 Key generation

Our key generation algorithm is almost the same as the SQISIGN. In particular,
it is as follows:

1-3. The same as the key generation in Section 2.3.
4. Compute the codomain Epub of φIsec and the image of PE0

and QE0
under

φIsec by IdealToIsogenyIQO.
5. Output a public key is Epub and a secret key is (Isec, φIsec(PE0), φIsec(QE0)).

The product of the ideals in the input of the final call of ShortIdealToIsogenyIQO
in IdealToIsogenyIQO in Step 4 above is equivalent to Isec. Therefore, there exists
an element β in this product whose normalized norm is prime to Dsec and we can
compute β by the quaternions obtained by the calls of ShortIdealToIsogenyIQO
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Algorithm 3: IdealToIsogenyIQO
Input: a supersingular elliptic curve E, a left O0-ideal I whose norm is prime

to m1m2, a left OR(I)-ideal J of norm mk
1 , and φI(P0), φI(Q0).

Output: The codomain of the isogeny φJ , a left O0-ideal I ′ such that
I ′ ∼ IJ and n(I ′) is prime to m1m2, and φI′(P0), φI′(Q0).

1 Let P = φI(P0), Q = φI(Q0);
2 Let J1, . . . , Jk be ideals such that n(Ji) = m1 and J = J1 · · · Jk;
3 for i = 1, . . . , k do
4 Let E, β, P,Q = ShortIdealToIsogenyIQO(E, I, Ji, P,Q);
5 Let I = χIJi(β);
6 Let Jj = βJjβ

−1 for j = i+ 1, . . . , k;

7 return E, I, P,Q;

other than the final call. Since Dsec < p1/4 � √
p < 2f2 , we can find an odd

integer m and α ∈ Z[i] such that m2Dsec + n(α) = 2f2 . By using mβ in the
final call of ShortIdealToIsogenyIQO, we obtain the images of PE0

and QE0
under

mφIsec . By dividing the images by m modulo 2f1+f2+2, we obtain the images of
PE0

and QE0
under φIsec .

4.3 Commitment

To pull back a challenge isogeny to E0, the degree of a commitment isogeny must
be prime to the degree of the challenge isogeny. Since the degree of a challenge
isogeny must be a power of 2 in our setting, the degree of a commitment isogeny
must be odd. To achieve this, we use IdealToIsogenyIQO for commitments. Our
commitment algorithm is as follows:

1. Sample a left O0-ideal Jcom of norm 22λ uniformly at random.
2. Compute the codomain Ecom of φJcom , a left O0-ideal Icom such that Icom ∼
Jcom and n(Icom) is odd, and the image of PE0

and QE0
under φIcom by

IdealToIsogenyIQO.
3. Output a commitment Ecom and commitment key (Icom, φIcom(PE0

), φIcom(QE0
)).

4.4 Challenge

Our challenge algorithm is almost the same as the SQISIGN, but we use only
2-isogenies. Consequently, a challenge is an integer c in [0, 2λ). This challenge
corresponds to an isogeny with kernel 〈PEcom + cQEcom〉.

4.5 Response and verification

In the SQISIGN, a response is computed by dividing into 2f -isogenies and repre-
sented by the sequence of their kernels. In our algorithm, a response is computed
by dividing into 2f1 -isogenies and represented by the sequence of the kernels of
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Algorithm 4: Response
Input: a public key Epub, a secret key (Isec, φIsec(PE0), φIsec(QE0)), a

commitment Ecom, a commitment key (Icom, φIcom(PE0), φIcom(QE0)),
and a challenge c.

Output: A sequence of the kernels of isogenies of degree 22f1 .

1 Compute the left O0-ideal I ′chall corresponding to an isogeny with kernel
⟨φ̂Icom(PEcom + cQEcom)⟩;

2 Let Ires = Īsec(Icom ∩ I ′chall);
3 Compute a left OR(Isec)-ideal Jres such that Jres ∼ Ires and n(Jres) = 22kf1 ;
4 Let J1, . . . , Jk be ideals such that n(Ji) = 2f1 and Jres = J1 · · · Jk;
5 Let E = Epub, I = Isec, P = φIsec(PE0), Q = φIsec(QE0);
6 Let Sres = ∅;
7 for i = 1, . . . , 2k − 2 do
8 if i is odd then
9 Append a generator of φI(E0[2

2f1 ] ∩ E0[IJiJi+1]) to Sres;

10 Let E, β, P,Q = ShortIdealToIsogenyIQO(E, I, Ji, P,Q);
11 Let I = χIJi(β);
12 Let Jj = βJjβ

−1 for j = i+ 1, . . . , 2k;

13 Append a generator of φI(E0[2
2f1 ] ∩ E0[IJ2k−1J2k]) to Sres;

14 return Sres;

the compositions of consecutive two 2f1 -isogenies. More precisely, for a chain of
2f1 -isogenies φk ◦ φk−1 ◦ · · · ◦ φ1, our response is represented by the sequence
of the kernels of φ2i ◦ φ2i−1 for i = 1, . . . , k/2. This is possible since E[22f1 ] is
Fp2 -rational for elliptic curves E appearing in the response. This reduces the
number of computations of torsion bases in verification and improves the effi-
ciency of verification. In addition, we can compute the final two isogenies φk
and φk−1 without ShortIdealToIsogenyIQO since we do not need to compute the
image of any point under the isogenies in the response.

Our response algorithm is given in Algorithm 4. Here we assume that the
norm of the ideal obtained by the generalized KLPT algorithm is 22kf1 for some
integer k. Our verification algorithm is the same as the SQISIGN.

4.6 Other methods

Algorihtm in QFESTA. We can use RandIsogImages by [38] instead of Ideal-
ToIsogenyIQO in the key generation and commitment algorithms. RandIsogImages
takes an integer d and points in E0 and outputs the codomain and the images of
the points under a random d-isogeny. This algorithm is more efficient than Ide-
alToIsogenyIQO because it requires only one (2f1+f2+2, 2f1+f2+2)-isogeny while
IdealToIsogenyIQO requires several (2f2 , 2f2)-isogenies (see Table 1 in the next
section). However, the distribution of the codomain in the output of RandIsogIm-
ages is not guaranteed to be uniform in the codomains of the d-isogenies from
E0.
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In summary, this alternative method offers a trade-off between efficiency and
security. This is the same situation as in an alternative method for the key
generation in SQIsign [17, Appendix D]. The security of this alternative method
is discussed in [40]. We leave the detailed comparison between these methods in
our algorithm for future work.

Algorithm in DeuringVRF. As mentioned in [34, §6], the ideal-to-isogeny al-
gorithm in DeuringVRF could be applied to SQIsign. Indeed, we can replace
ShortIdealToIsogenyIQO with the ideal-to-isogeny algorithm in DeuringVRF (Al-
gorithm 7 in [34]) in the SQIsign algorithms explained in this section. In each call
of the ideal-to-isogeny algorithm in DeuringVRF, we can computed an isogeny
corresponding to an ideal of norm approximately p1/2. This is almost the same
as IdealToIsogenyIQO. On the other hand, the degree of the isogeny of dimension
2 in the ideal-to-isogeny algorithm in DeuringVRF is slightly larger than that in
ShortIdealToIsogenyIQO. Therefore, simple replacement of ShortIdealToIsogeny-
IQO with the ideal-to-isogeny algorithm in DeuringVRF is not expected to im-
prove the performance of SQIsign.

5 Concrete parameters and efficiency

In this section, we propose concrete parameters for our algorithm for SQIsign
and discuss the efficiency of our algorithm compared with the SQISIGN.

5.1 Proposed parameters

For the NIST security level 1, 3, and 5, we proposed the following parameters:

– For the security level 1: p = 2247 · 79− 1, f1 = 106, f2 = 139.

– For the security level 3: p = 2370 · 231− 1, f1 = 156, f2 = 212.

– For the security level 5: p = 2492 · 539− 1, f1 = 216, f2 = 274.

These primes have almost the same size as the primes in the SQISIGN corre-
sponding to the same security levels.

5.2 Efficiency

The main difference between our algorithm and the SQISIGN is that our algorithm
uses IdealToIsogenyIQO instead of IdealToIsogenyEichler. Most of the computation
time in IdealToIsogenyIQO is spent on the computation of (2f2 , 2f2)-isogenies. On
the other hand, most of the computation time in IdealToIsogenyEichler is spent
on the computation of T -isogenies. Therefore, we count the numbers of these
isogenies in our algorithm and the SQISIGN.

In the following, we focus on the NIST security level 1 and claim that our
algorithm is more efficient than the SQISIGN. At higher security levels, the ad-
vantage of our algorithm becomes more significant because the smoothness of T
decreases as the security level increases.
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SQISIGN Ours
# of T -isogenies # of (2f2 , 2f2)-isogenies

Key generation 16 7
Commitment one T/3g-isogeny 3

Response 28 8

Table 1. The numbers of T -isogenies and (2f , 2f )-isogenies in the key generation,
commitment, and response in the SQISIGN and our algorithm.

At the current implementation of the SQISIGN for the NIST security level
1, the following parameters are used: f = 75, the norm of the output of the
KLPT algorithm in the key generation is 2675, and n(Irep) = 21050. Since Ide-
alToIsogenyEichler requires two T -isogenies for each 2f -isogeny, the number of
T -isogenies in the key generation is 16, and that in the response is 28. Note that
the first 2f -isogeny in the key generation does not require any T -isogenies. In
addition, the commitment algorithm requires one T/3g-isogeny.

On the other hand, our algorithm uses 2742 for the norm of the output of
the KLPT algorithm in the key generation (we use 742 = 7 · f1 for simplicity)
and the same norm for the response. Consequently, our algorithm requires 7
(2f2 , 2f2)-isogenies in the key generation, 3 (= d256/f1e) (2f2 , 2f2)-isogenies in
the commitment, and 8 (= d1050/f1e − 2) (2f2 , 2f2)-isogenies in the response.

Table 1 shows the numbers of isogenies in the key generation, commitment,
and response in our algorithm and the SQISIGN.

We estimate the costs of a T -isogeny in the SQISIGN and a (2f2 , 2f2)-isogeny
in our algorithm. Our estimation is based on the number of operations in Fp2 .
We use the number of multiplication (including squaring) in Fp as the measure
of the cost of an operation. Appendix B gives the details of the estimation. We
counted the number of multiplications by Python code.3 In conclusion, we claim
that the cost of a T -isogeny in the SQISIGN is at least 141, 987 Fp-multiplications,
and the cost of a (2f2 , 2f2)-isogeny in our algorithm is approximately 147, 951Fp-
multiplications.

Together with the numbers of isogenies in Table 1, we conclude that our
algorithm is at least twice as fast as the SQISIGN in the key generation and the
signing.

Our algorithms is also more efficient in the verification than the SQISIGN

because the numbers of separations in the response isogeny are reduced. In the
NIST security level 1, the verification in the SQISIGN computes 14 275-isogenies,
while our algorithm computes 4 2212-isogenies and one 2202-isogeny. This reduce
the number of the computations of deterministic torsion bases in the verification.

3 The code is available at https://github.com/hiroshi-onuki/SQIsignIQO.jl/blob/main/measure_costs/measure_costs.py
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5.3 Implementation

We implemented our SQIsign by Julia language [6] with its computer algebra
package Nemo [26]. Our code is available at

https://github.com/hiroshi-onuki/SQIsignIQO.jl.

Table 2 shows the computational times of key generation, signing, and ver-
ification in our implementation. The computational times are measured on a
computer with an Intel Core i7-10700K CPU@3.70GHz without Turbo Boost.
The values are the averages of 100 runs.

Key gen. Sign Verify
Level 1 1.88 3.41 0.24
Level 3 2.81 6.15 0.32
Level 5 4.73 8.84 0.50

Table 2. The computational times of key generation, signing, and verification in our
implementation (sec.). The values are the averages of 100 runs.

For reference, we executed the benchmarking suite in the reference imple-
mentation of the SQISIGN on the same computer. Table 3 shows the results. The
computational times are given in 106 cycles.

Key gen. Sign Verify
Level 1 4,813 8,103 202
Level 3 34,561 63,656 1,178
Level 5 134,317 243,076 3,476

Table 3. The computational times of key generation, signing, and verification in the
reference implementation of the SQISIGN (106 cycles.). The values are the average of
100 runs.

In the NIST security level 1, our implementation is not faster than the ref-
erence implementation of the SQISIGN. However, we believe that our algorithm
outperforms the SQISIGN if we implement our algorithm in a lower-level language
such as C or Rust. We leave such an implementation for future work.

In the NIST security level 3 and 5, our implementation is faster than the ref-
erence implementation of the SQISIGN. The advantage of our algorithm becomes
more significant at higher security levels as we mentioned in Section 5.2.

6 Conclusion and future work

In this paper, we proposed a new ideal-to-isogeny algorithm using Kani’s re-
ducibility theorem and embeddings of imaginary quadratic orders into the en-
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domorphism rings of supersingular elliptic curves. Our algorithm works in the
operations in Fp2 if we use the characteristic p such that p + 1 has a smooth
divisor greater than √

p. Especially, our algorithm is efficient if we use p of the
form 2fg − 1 for small odd integer g.

As an application of our algorithm, we proposed a new algorithm for SQIsign.
Our estimation shows that our algorithm is at least twice as fast as the SQISIGN

in the key generation and the signing at the NIST security level 1. Our algorithm
is also more efficient in the verification because the numbers of separations in
the response isogeny are reduced. Notably, at higher security levels, the benefits
of our algorithm become more pronounced. This assertion is substantiated by
our implementation results.

Implementing our algorithm in a lower-level language such as C or Rust
and comparing the efficiency with the SQISIGN are left for future work. Further
improvements in the efficiency of our algorithm are also left for future work. For
example, using a smooth factor of p − 1 in the degree of the response Isogeny
in addition to 2f1 may improve the efficiency of our algorithm since this could
reduce the number of separations in the response isogeny.
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A Computing connecting tuples

Let O0, R,m1,m2, E0, P0, Q0 be as in Section 3. In this section, we explain how
to compute (E0;P0, Q0)-connecting tuples. In particular, we compute a tuple

(E′
0, I0,O, P

′
0, Q

′
0, σ(P

′
0), σ(Q

′
0)),

where E′
0 is a supersingular elliptic curve over Fp2 , I0 is a left O0-ideal such that

OR(I0) ∼= End(E′
0) and n(I0) is prime to m1m2, O is an imaginary quadratic

order in End(E′
0), P ′

0 and Q′
0 are the images of P0 and Q0 under φI0 , and σ is

an element in O such that O = Z[σ].

A.1 Algorithm for computing connecting tuples

The outline of the computation of an (O0;P0, Q0)-connecting tuple is as follows:

1. Take a small square-free integer d such that p does not split in Q(
√
−d) and

let O be Z[
√
−d].

2. Take a prime N > p such that there exists σ0 ∈ O0 such that σ2
0 = −N2d.

3. Let I0 = O0σ0 +O0N .
4. Compute the codomain E′

0 of φI0 , P ′
0 = φI0(P0) and Q′

0 = φI0(Q0) by a
variant of IdealToIsogenyIQO.

5. Compute σ(P ′
0) and σ(Q′

0) by σ = 1
N2φI0 ◦ σ0 ◦ φ̂I0 .

In the following, we explain the detail of each step.

Step 1. From the condition on d, there exists a supersingular elliptic curve over
Fp2 whose endomorphism ring containing a subring isomorphic to Z[

√
−d] (see

[33, Theorem 12 in Chapter 13]). The following steps computes such a curve E′
0

and the connection between E0 and E′
0.

Step 2. Since N > p, there exists an N -isogeny from E0 to E′
0 with high

probability. Suppose such an isogeny φ exists. Let σ be an endomorphism on
E′

0 corresponding to
√
−d. Then σ0 := φ̂ ◦ σ ◦ φ is an endomorphism on E0

corresponding to N
√
−d, i.e., σ2

0 = −N2d.
A method to find such σ0 is as follows:

(i) Let ā be a square root of N2d/n(i) modulo p (such ā always exists from the
condition on d) and a be a lift of ā to Z such that 0 ≤ a < p.

(ii) Find τ ∈ R such that n(τ) = (N2d− a2n(i))/p by Cornacchia’s algorithm.
(iii) Let σ0 = ai+ jτ .

Since tr(σ0) = 0 and n(σ0) = N2d, we have σ2
0 = −N2d. The Step (ii) can fail.

In this case, we replace N by another prime and retry.

Step 3. Let σ = 1
N σ0. Since I0σ ⊂ I0, we have σ ∈ OR(I0). Therefore, the

endomorphism ring of the codomain of φI0 contains a subring isomorphic to
Z[
√
−d]. It holds that n(I0) = N , which we will prove in the next subsection.



Ideal-to-isogeny algorithm using 2-dimensional isogenies 29

Step 4. As we mentioned in Section 3.3, the first ShortIdealToIsogenyIQO in the
computation of φI0 may fail if we do not use connecting tuples.

To avoid this problem, we use the other factors of p2 − 1. Let m3 be a
smooth factor of p2 − 1 such that m1m3 >

√
p and m3 is prime to m1m2. Then

we compute m3-isogenies from E0 efficiency by using the method in [12]. In
particular, we use J such that J ∼ I0 and n(J) = m3m

k
1 and decompose J into

J1 . . . Jk such that n(J1) = m1m3 and n(Ji) = m1 for i = 2, . . . , k. Based on
this decomposition, we compute the codomain of φJ and the images of P0 and
Q0 under φI for a left O0-ideal I such that I ∼ J and n(I) is prime to m1m2

by using IdealToIsogenyIQO. Note that IdealToIsogenyIQO may fail even in this
case. In this case, we return to Step 2 and retry.

We can compute φI0(P0) and φI0(Q0) by using α ∈ I0 such that χI0(α) = I,
where α is obtained by the KLPT algorithm transforming I0 to J and the outputs
of ShortIdealToIsogenyIQO in the computation of φJ . Since α = φ̂I ◦φI0 , we have
φI0 = 1

degφI
φI ◦ α.

Step 5. The isomorphism induced by φI0 maps σ to 1
NφI0◦

1
N σ0◦φ̂I0 . Therefore,

we have
σ(P ′

0) = σ ◦ φI0(P0) =
1

N
φI0 ◦ σ0(P0).

The same holds for σ(Q′
0).

A.2 Proof of n(I0) = N

We prove the following proposition, which we used in the above explanation.

Proposition 1. The ideal I0 in the Step 3 in the previous subsection satisfies
n(I0) = N .

First, we recall basic facts on quaternion algebras. We refer to [45, Chapter
15] for the details. For a fractional ideal I of Bp,∞, the discriminant of I is
defined by

disc(I) = det((tr(bibj))i,j=1,...,4),

where b1, . . . , b4 is a Z-basis of I. For fractional ideals I, J of Bp,∞ such that
I ⊂ J , we have disc(I) = [J : I]2disc(J). Let O be a maximal order of Bp,∞ and
I be a left O-ideal. Then disc(O) = p2 and disc(I) = n(I)4p2.

Next, we prove the following lemmas used in the proof of Proposition 1.

Lemma 2. Let O0 be a special extremal order in Bp,∞ and N > p be a prime.
Let α be an element in Bp,∞ of the form α = a+ bi+ cj+ dk for a, c, d ∈ Q and
b ∈ 1

NZ \ Z. Then α /∈ O0.

Proof. Since O0 is a special extremal order, O0 contains a sub-lattice L :=
Z+Zi+Zj+Zk. An easy computation shows that disc(L) = (4n(i))2. Therefore,
we have [O0 : L] = 4n(i). Since n(i) is 1, 2, or the smallest prime that is a
quadratic non-residue modulo p, we have n(i) < p < N . Therefore, 4n(i)α /∈ L.
This means that α /∈ O0. ut
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Lemma 3. Let O0 be a special extremal order in Bp,∞ and N be a prime. Let
α be an element in O0 \ NO0 of norm divisible by N . Then the norm of a left
O0-ideal I0 = O0α+O0N is N .

Proof. By definition of the norm of an ideal, we have n(I0) | N2. Let β ∈ I0.
Then β = αβ1 + Nβ2 for some β1, β2 ∈ O0. Therefore, n(β) ≡ n(α)n(β1) ≡ 0
(mod N). This implies that N | n(β).

Therefore, n(I0) = N or N2. The inclusion O0N ⊂ I0 and n(O0N) = N2

imply that if n(I0) = N2, then I0 = O0N . This contradicts the assumption that
α /∈ NO0. Therefore, we have n(I0) = N . ut

Proof (Proof of Proposition 1). Since σ0 = ai+ bj+ ck+ dij with 0 ≤ a < p, we
have σ0 /∈ NO0 by Lemma 2. Therefore, we have n(I0) = N by Lemma 3. ut

B The costs of a T -isogeny and a (2f2, 2f2)-isogeny

In this section, we estimate the costs of a T -isogeny in the SQISIGN and a
(2f2 , 2f2)-isogeny our algorithm for the NIST security level 1. In the following,
we show that the cost of a T -isogeny in the SQISIGN is at least almost the same
as the cost of a (2f2 , 2f2)-isogeny in our algorithm.

We use the characteristic pI1973 in the document [8] for the SQISIGN and
p = 2247 · 79− 1 for our algorithm. Since the size of these parameters is almost
the same, we assume that the costs of the operations in FpI1973 and Fp are the
same.

We use the number of multiplications (including squarings) in Fp as the
measure of costs and ignore the cost of additions. We denote this cost by MFp ,
the cost of a multiplication in Fp2 by M, the cost of a squaring in Fp2 by S,
and the cost of an inversion in Fp2 by I. By the standard method to compute
multiplications and squarings in Fp2 , it holds that M = 3MFp

, S = 2MFp
and I is

the sum of M+2S and the cost of an inversion in Fp. We assume that an inversion
in Fp is computed in constant time, thus we assume I = M+2S+1.5 log2(p)MFp .

Based on the above assumptions, we show that the cost of a T -isogeny in
the SQISIGN is at least 141, 987MFp

, and the cost of a (2f2 , 2f2)-isogeny in our
algorithm is appropriately 147, 951MFp

.

B.1 The cost of a T -isogeny in the SQISIGN

As in the implementation of the SQISIGN, we assume that the computation is
done in the x-coordinate of Montgomery curves.

Let T+ and T− be integers such that T = T+T− and T+ | p+1 and T− | p−1.
Consider the computation of a T -isogeny from a supersingular elliptic curve E.
To use points in E[T−], we use the quadratic twist E(t) of E. In this setting, we
have E[T+] ⊂ E(Fp2) and E(t)[T−] ⊂ E(t)(Fp2).

A T -isogeny is computed by dividing into T+-isogenies and T−-isogenies.
Algorithm 5 shows the computation of a T -isogeny. In the algorithm, we denote
the x-coordinate of a point P by x(P ).
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Algorithm 5: Computing a T -isogeny in the SQISIGN

Input: A supersingular elliptic curve E, x(K+) for K+ ∈ E of order T+,
x(K−) for K− ∈ E(t) of order T−, and x(P ), x(Q), x(P −Q) for a
basis (P,Q) of E[2f ].

Output: The codomain of a T -isogeny with kernel ⟨K+,K−⟩ and the
x-coordinates of the images of P,Q, P −Q under the isogeny.

1 Let k = T+;
2 Let x(R) = x(P ) and x(S) = x(Q);
3 for prime-power diviors ℓe of T+ do
4 Let k = k/ℓe;
5 Let x(K) = x(kK+);
6 Compute the codomain of an ℓe-isogeny φ with kernel ⟨K⟩ and the images

x(φ(K+)), x(φ(K−)), x(φ(R)), x(φ(S)), and x(φ(R− S));

7 Let k = T−;
8 for prime-power diviors ℓe of T− do
9 Let k = k/ℓe;

10 Let x(K) = x(kK−);
11 Compute the codomain of an ℓe-isogeny φ with kernel ⟨K⟩ and the images

x(φ(K−)), x(φ(R)), x(φ(S)), and x(φ(R− S));

12 return the codomain, x(φ(R)), φ(S), and φ(R− S);

First, we consider the cost of the multiplications by k in line 5 and 10 in
Algorithm 5. For minimizing this cost, we suppose that the for loops in the
algorithm are executed in the descending order in the prime-power divisors of T+

and T−. Let T+ =
∏m+

i=1 ℓ
e+,i

+,i and T− =
∏m−
i=1 ℓ

e−,i

−,i be the prime factorizations
of T+ and T− in the descending order. By using the Montgomery ladder, the
scalar multiplication by an integer n is computed by blog2(b)c calls of xDBLADD
(Algorithm 5 in [29]). Since the cost of xDBLADD is 7M + 4S, the cost of the
scalar multiplications ism+∑

i=1

 m+∑
j=i+1

log2(ℓ
e+,j

+,j )

+

m,−∑
i=1

 m−∑
j=i+1

log2(ℓ
e−,j

−,j )

 (7M+ 4S).

Next, we consider the cost of the isogenies. The SQISIGN uses an algorithm
by [13,37] for isogenies of small degrees and an algorithm by [5] for isogenies of
large degrees. These algorithms consist of the following three parts:

1. KPS, which computes (a part of) the kernel of the isogeny from a generator
of the kernel in the input.

2. CODOM, which computes the codomain of the isogeny from the kernel.
3. PEVAL, which computes the image of a point under the isogeny from the

point and the kernel.

Since our purpose is to estimate a lower bound of the costs, we ignore the
cost to compute a generator of the kernel from a point of order ℓe and the cost to
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compute x(φ(K+)) and x(φ(K−)) for simplicity. In addition, we ignore the cost
of CODOM because the codomain of φ can be computed by x(φ(R)), x(φ(S)),
and x(φ(R−S)) by using Algorithm 10 in [29]. As a result, we estimate a lower
bound of the costs of the isogenies by the the cost of one KPS and three PEVALs.

The cost of the algorithm for small degrees can be found in Table 1 in [9]
for example. The cost of KPS is 2(ℓ− 3)M+ (ℓ− 3)S and the cost of PEVAL is
2(ℓ − 1)M + 2S for an ℓ-isogeny in this algorithm. We denote the total cost of
computing an ℓ-isogeny by this algorithm by csmall(ℓ). In particular,

csmall(ℓ) = 2(ℓ− 3)M+ (ℓ− 3)S+ 3(2(ℓ− 1)M+ 2S).

The cost of the algorithm for large degrees is analyzed in [1]. Their experiment
shows that their estimation is 20-30% lower than the actual cost. Therefore,
their estimation matches our purpose. Their estimation is given in the number
of multiplications that does not distinguish multiplications and squarings. We
conservatively assume that all multiplications are squarings. As a result, the cost
of computing an ℓ-isogeny by the algorithm for large degrees is as follows: Let b
be b

√
ℓ− 1/2c. The cost of KPS is 24bS. The cost of PEVAL is at least

(2

(
2blog2(3) + b log2(b)−

5

3
b+

5

6

)
+ 16b+ 3blog2(2) − 2)S.

See §4.3 and Appendix A.3 in [1] for the details. We denote the total cost of
computing an ℓ-isogeny by this algorithm by clarge(ℓ). In particular,

clarge(ℓ) =

(
24b+ 3

(
2

(
2blog2(3) + b log2(b)−

5

3
b+

5

6

)
+ 16b+ 3blog2(2) − 2

))
S.

In summary, the cost of the isogenies in Algorithm 5 is bounded below by∑
ℓe|T

emin{csmall(ℓ), clarge(ℓ)},

where ℓe runs over the prime-power divisors of T .
By summing up the costs of the multiplications and the isogenies, we obtain

a lower bound of the total cost of the T -isogenies in the SQISIGN. The cost is at
least 141, 987MFp .

B.2 The cost of a (2f2 , 2f2)-isogeny in our algorithm

We compute (2f2 , 2f2)-isogenies by the algorithm using the theta algorithm by
[15].

Algorithm 6 shows the computation of a (2f2 , 2f2)-isogeny. In this algorithm,
we compute the images of four points in E under the isogeny. This is because we
need to compute the image of the deterministic basis of E[2f1+f2+2] and a point
in E for checking the post-composition of an automorphism (see Algorithm 2).
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Algorithm 6: Computing a (2, 2)-isogeny in our algorithm
Input: The product of two supersingular elliptic curves E × E′,

x(K1), x(K2), x(K1 −K2), x(K′
1), x(K

′
2), x(K

′
1 −K′

2) such that the
orders of the points are 2f2+2 and the Weil pairing acts trivially on
⟨(4K1, 4K2), (4K

′
1, 4K

′
2)⟩, and x(PE), x(QE), x(PE −QE), x(R) for

R ∈ E.
Output: The codomain of a (2f2 , 2f2)-isogeny with kernel

⟨(4K1, 4K2), (4K
′
1, 4K

′
2)⟩, and the images of

(PE , 0E′), (QE , 0E′), (PE −QE , 0E′), (R, 0E′) under the isogeny.

1 Let T1 = 2f2K1, T2 = 2f2K2, T ′
1 = 2f2K′

1, and T ′
2 = 2f2K′

2;
2 Compute the x-coordinates of K1 + T1 = (2f2 + 1)K1 and

K′
1 + T ′

1 = (2f2 + 1)K′
1 by using the Montgomery ladder;

3 Compute the x-coordinates of K2 + T1 = 2f2K1 +K2 and
K′

2 + T ′
1 = 2f2K′

1 +K′
2 by using Algorithm 8 in [29];

4 Compute the x-coordinates of PE + T1, QE + T1, PE −QE + T1, R+ T1 by
solving quadratic equations;

5 Compute the codomain of a (2, 2)-isogeny Φ with kernel
⟨(4T1, 4T2), (4T

′
1, 4T

′
2)⟩ by Algorithm 7 in [15];

6 Compute the images of of
(K1,K2), (K

′
1,K

′
2), (PE , 0E′), (QE , 0E′), (PE −QE , 0E′), (R, 0E′) under Φ by

Algorithm 8 in [29];
7 Compute the codomain of a (2f2−1, 2f2−1)-isogeny Ψ with kernel

⟨4Φ((K1,K2)), 4Φ((K
′
1,K

′
2))⟩ by Algorithm 5 in [15];

8 Compute the images of
Φ((PE , 0E′)), Φ((QE , 0E′)), Φ((PE −QE , 0E′)), Φ((R, 0E′)) under Ψ by
Algorithm 6 in [29];

9 return the codomain,
Ψ ◦ Φ((PE , 0)), Ψ ◦ Φ((QE , 0)), Ψ ◦ Φ((PE −QE , 0)), Ψ ◦ Φ((R, 0));

The first line is done by the Montgomery doubling (Algorithm 3 in [29]) and
its cost is

4(f2 − 1)(4M+ 2S). (2)

The computation of the first (2, 2)-isogeny, which is an isogeny from the
product of two elliptic curves to the jacobian of a genus 2 curve, is done by
Algorithm 7 and 8 in [15]. Algorithm 7 computes the codomain of the isogeny
and Algorithm 8 computes the images of the points under the isogeny. We call
these algorithms GluingCodom and GluingImage, respectively.

As in Algorithm 6, let T1, T2 ∈ E and T ′
1, T

′
2 ∈ E′ be points of order 4 such

that the kernel of the first isogeny Φ is generated by (2T1, 2T2) and (2T ′
1, 2T

′
2).

To compute the images of (P, P ′) ∈ E × E′ under Φ, GluingImage requires the
x-coordinates of P + T1 and P ′ + T ′

1 in addition to the x-coordinates of the
generators of the kernel and P, P ′. Lines 2-4 in Algorithm 6 computes these
x-coordinates.



34 Hiroshi Onuki and Kohei Nakagawa

Algorithm 7: Computing the x-coordinate of P1 + P2 or P1 − P2

Input: The projective Montgomery coefficient (A : C) of a Montgomery
curve E, and x-coordinates (X1 : Z1) and (X2 : Z2) of P1, P2 ∈ E.

Output: The projective x-coordinate of P1 + P2 or P1 − P2.

1 Let X12 = X1X2, Z12 = Z1Z2, W12 = X1Z2, and W21 = X2Z1;
2 Let a = (W12 −W21)

2C;
3 Let b = (X12 + Z12)(W12 +W21)C + (A+A)X12Z12;
4 Let c = (X12 − Z12)

2C;
5 Let D =

√
b2 − ac;

6 return (b+D : a);

In line 2, we compute K1+T1 and K ′
1+T

′
1 by using the Montgomery ladder.

As in the previous subsection, the cost of this computation is

2blog2(2f2 + 1)c(7M+ 4S). (3)

In line 3, we compute K2 + T1 and K ′
2 + T ′

1 by the Three point ladder
(Algorithm 8 in [29]). For this, we need x(K1 − K2) and x(K ′

1 − K ′
2) in the

input. Its cost is the same as the cost of the Montgomery ladder. Therefore, the
cost of this computation is

2blog2(2f2)c(7M+ 4S). (4)

In line 4, we solve quadratic equations to compute the x-coordinates we
need. Let A be the Montgomery coefficient of E, and P1, P2 be points in E. Let
x1 = x(P1) and x2 = x(P2). Then the quadratic equation in X

(x1 − x2)
2X2 − 2((x1x2 + 1)(x1 + x2) + 2Ax1x2)X + (x1x2 − 1)2 = 0

has solutions x(P1+P2) and x(P1−P2). Note that we do not need to distinguish
P1 + P2 and P1 − P2 because the rest of the computation done on Kummer
surfaces. This equation is solved by Algorithm 7 and its cost is the sum of
11M + 2S and the cost of computing a square root in Fp2 . A square root in
Fp2 is computed by Algorithm 9 in [2] and its cost is 4M+3 log2(p)MFp , where
we assume that the cost of computing a square root in Fp is 1.5 log2(p)MFp . In
summary, the cost in line 4 is

4(11M+ 2S+ 4M+ 3 log2(p)MFp
). (5)

The costs of GluingCodom and GluingImage are given by [15] and these are

13M+ 8S+ 1I and 6(5M+ 8S+ 1I). (6)

The (2f2−1, 2f2−1)-isogeny Ψ in lines 7 and 8 is computed by using the strat-
egy technique in [30]. The isogeny Ψ is computed by the composition of f2 − 1
(2, 2)-isogenies, and the strategy technique gives an optimal method to compute
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generators of the kernels of these (2, 2)-isogenies. This optimal method and its
cost can be computed by Algorithm 60 in [29]. Note that this algorithm does
not output the cost as it is, but the cost is computed in the algorithm and we
can extract it. We denote the cost computed by this algorithm with input n, p, q
by cst(n, p, q). By using this algorithm, the cost in lines 7 and 8 is

2cst(f2 − 2, 6M+ 8S, 3M+ 4S) + (f2 − 1)(9M+ 8S+ 1I+ 4(3M+ 4S)).

Summing up this cost and the costs in (2)-(6) we obtain the total cost of the
(2f2 , 2f2)-isogenies in our algorithm. The cost is approximately 147, 951MFp .


