
How to Prove False Statements: Practical Attacks on Fiat-Shamir

Dmitry Khovratovich∗ Ron D. Rothblum† Lev Soukhanov‡

January 30, 2025

Abstract

The Fiat-Shamir (FS) transform is a prolific and powerful technique for compiling public-
coin interactive protocols into non-interactive ones. Roughly speaking, the idea is to replace the
random coins of the verifier with the evaluations of a complex hash function.

The FS transform is known to be sound in the random oracle model (i.e., when the hash
function is modeled as a totally random function). However, when instantiating the random or-
acle using a concrete hash function, there are examples of protocols in which the transformation
is not sound. So far, all of these examples have been contrived protocols that were specifically
designed to fail.

In this work, we show such an attack for a standard and popular interactive succinct argu-
ment, based on the GKR protocol, for verifying the correctness of a non-deterministic bounded-
depth computation. For every choice of FS hash function, we show that a corresponding instan-
tiation of this protocol, which was been widely studied in the literature and also used in practice,
is not (adaptively) sound when compiled with the FS transform. Specifically, we construct an
explicit circuit for which we can generate an accepting proof for a false statement.

We further extend our attack and show that for every circuit C and desired output y, we
can construct a functionally equivalent circuit C∗, for which we can produce an accepting proof
that C∗ outputs y (regardless of whether or not this statement is true). This demonstrates that
any security guarantee (if such exists) would have to depend on the specific implementation of
the circuit C, rather than just its functionality.

Lastly, we also demonstrate versions of the attack that violate non-adaptive soundness of
the protocol – that is, we generate an attacking circuit that is independent of the underlying
cryptographic objects. However, these versions are either less practical (as the attacking circuit
has very large depth) or make some additional (reasonable) assumptions on the underlying
cryptographic primitives.

1 Introduction

The Fiat-Shamir (FS) transform [FS86] is an incredibly influential paradigm in cryptography. Orig-
inally, the transformation was suggested as a method for converting an identification scheme into
a digital signature. Nowadays however, the FS transform is used much more broadly to convert
general interactive (public-coin) protocols into non-interactive ones. Given the power of interaction,
this transformation has become extremely important both in theory and practice, in particular for

∗Ethereum Foundation. Email: khovratovich@gmail.com.
†Succinct. Email: rothblum@gmail.com.
‡Ethereum Foundation. Email: 0xdeadfae@gmail.com.

1

khovratovich@gmail.com
rothblum@gmail.com
0xdeadfae@gmail.com


the construction of succinct non-interactive arguments aka SNARKs (see, e.g., [Tha22, Section 5]
and [CY24, Section 14] for additional details).

In a nutshell, the simple but extremely powerful idea underlying the transformation is to replace
the verifier’s random coin tosses with the evaluation of a complex cryptographic hash function
(applied to everything the verifier has seen thus far in the interaction). Given that the verifier’s
messages become deterministic, there is no need for back-and-forth interaction and the prover can
generate the entire interaction transcript as a single message, by just evaluating the hash function.

It is clear that the FS transformation preserves completeness and intuitively it seems to also
preserve soundness — assuming the hash function is sufficiently complex, the verifier’s messages
are unpredictable, and so it is unclear how an attacker can leverage the fact that they are chosen
deterministically. Still, the question of formalizing this intuition is far from trivial and has intrigued
researchers for decades. Given the prevalence of FS, this question has also become extremely
important in practice.

A key argument for the security of the transform was given by Pointcheval and Stern [PS00],
who showed that the FS transform is secure in the random oracle model [BR93].1 In this model,
the FS hash function is modeled as an entirely random function. Within the random oracle model
the paradigm is secure, but since a random function has an exponential description size it is clear
that this model is purely an idealization. Indeed, the common practice is to replace the random
oracle with a concrete hash function, and argue that the random oracle security proof indicates
the heuristic security of the construction and that any attack can only be due to a weakness in the
hash function.

The influential work of Canetti, Goldreich and Halevi [CGH04] fundamentally challenged this
assertion by exhibiting constructions of cryptographic primitives that are secure in the random
oracle model but become totally insecure when the random oracle is instantiated, no matter which
concrete hash function is used. Furthermore, Barak [Bar01] and Goldwasser and Kalai [GK03]
specifically gave examples of secure interactive protocols for which the FS transform results in an
insecure non-interactive protocol, again, no matter what hash function is used.

The above counterexamples were based on extremely contrived protocols that were specifically
designed to fail. Thus, it was commonly believed that such attacks are not applicable in practice.
The closest attempt at a more practical attack was given by Bartusek et al. [BBH+19] who showed
that the standard approach for constructing hash-based proofs (a la [Kil92,Mic00,BCS16]) becomes
insecure when applying the FS transform. Still, even their result is only applicable when at least
one of the underlying components in the system (i.e., either the interactive oracle proof (IOP), or
polynomial commitment) is contrived.

Overall, while it has been understood that there exist protocols for which applying the FS
transform is insecure, all these attacks were based on some unnatural components and so far no
attack is known against “real-world protocols”, in particular, protocols that were not intentionally
designed to be susceptible to such an attack.

1.1 Our Attack

In this work we exhibit an attack that breaks the Fiat Shamir security of a standard, natural and
practical proof-system. Similarly to the prior works, this attack can be implemented no matter

1Early works such as [PS00] focused on applying FS to constant-round protocols. Nowadays the paradigm is
also applied to protocols with a super constant number of rounds that satisfy the stronger notion of round-by-round
soundness [CCH+19].
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what FS hash function is used in the following (roughly stated) sense: for every choice of FS
hash function, there is a (natural) instantiation of the proof-system for which we can prove a false
statement.

Thus, the attack does not point out a weakness in a particular hash function but rather shows
that some natural schemes are insecure in a strong sense, and further raises serious concerns about
the security of the general paradigm.

The interactive protocol for which we mount our attack is a, by now, standard succinct argument
for proving the correctness of a computation expressed by a non-deterministic bounded depth
arithmetic circuit. The argument-system is based on a combination of a multilinear polynomial
commitment scheme2 (MLPCS) with the popular GKR protocol due to Goldwasser, Kalai and
Rothblum [GKR15]. In the protocol, the verifier is given as input a depth d arithmetic circuit C,
a (public) instance x and a claimed output y, and its goal is to verify that there exists a witness w
such that C(x,w) = y.

This proof-system, or close variants3, has been considered in a line of works [ZGK+17,WTS+18,
XZZ+19, ZLW+21], see for example [XZZ+19, Construction 2], and lies at the heart of practical
deployed systems such as Expander [Pol24].4 As pointed out explicitly in these works, when com-
piled with Fiat-Shamir, the resulting protocol is secure in the random oracle model. Our attack
shows that it is insecure when the random oracle is instantiated as long as the FS hash function
and PCS are computable in (roughly) the same depth d supported by the proof-system.

In more detail, the interactive argument-system combines an MLPCS comm with the GKR
protocol. For a depth bound d, the protocol which we denote by Πcomm,d, operates as follows:

Preprocessing:

1. The parametrization of the polynomial commitment scheme (i.e., a key/salt) is chosen by the
verifier.

2. The prover and verifier agree on a depth d arithmetic circuit C. The verifier keeps some short
digest of the circuit which we denote by ⟨C⟩.5

Online:

3. The prover chooses an input x, witness w and output y. It sends x and y to the verifier in
the clear, and uses the MLPCS comm to commit to the multilinear extension6 (MLE) of the
witness w. We denote the commitment by comm(w).

2An MLPCS allows a user to give a short commitment to a large multilinear polynomial P , and later give succinct
proofs for evaluation queries of the form “P (x) = y”. See, e.g., [Tha22, Chapters 14 – 16] for further details and
constructions.

3These variants differ at some implementation details and optimizations, but seem equally susceptible to our
attack.

4We have informed Polyhedra of our attack and they have introduced mitigations, along the lines of those discussed
in Section 5, see https://github.com/PolyhedraZK/Expander/pull/184.

5Usually this short description is a hash of (a suitable description of) the circuit, often called a “domain separator”,
or simply the code of an algorithm that prints the circuit description. The reason that the verifier only keeps a digest
of C is that we would like for it to run in time sublinear in the size of C in the online phase. Our attack works for
any fixed choice of digest.

6The multilinear extension is a particular way of encoding data. For the purposes of this work the specifics of the
encoding are not so important, but briefly, for a finite field F, the multilinear extension of a function f : {0, 1}m → F
is the (unique) multilinear polynomial f̂ : Fm → F that agrees f on {0, 1}m (see [Tha22, Chapter 3] for additional
details).
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4. The verifier chooses a random point r and computes the MLE of the claimed output y at the
point r. The verifier sends r to the prover.

5. The GKR protocol is used to reduce the claim about y to a claim about the MLE of the input
x and the witness w. The verifier can check the claim about x by itself and uses the MLPCS
to verify the claim about w.

The input x should be thought of as a parametrization of the circuit and in practice is sometimes
not required (indeed, that will be the case in our basic attack below). See Section 2.1 for a more
detailed description of the protocol.

Assuming the security of the underlying MLPCS comm, the interactive protocol Πcomm,d can
indeed be shown to be sound. The non-interactive version is obtained via Fiat-Shamir by replacing
the verifier’s random coin tosses by evaluations of a hash function h. For example, the random value
r selected by the verifier at random in Step 4 is replaced with the hash of the protocol transcript:
r = h

(
⟨C⟩, comm(w), x, y

)
. We denote the resulting protocol by FSh(Πcomm,d).

1.1.1 Our Basic Attack

We show that the FSh(Πcomm,d) is not sound in the following strong sense: For every hash function
h and MLPCS comm, there exists d ∈ N such that FSh(Πd,comm) is not sound.

In our attack, we construct a circuit C∗ (which does not need an additional input x) and an
output y∗ such that for every witness w it holds that C∗(w) ̸= y∗, together with an accepting proof
π for the false claim that there actually does exist w such that C∗(w) = y∗. The circuit C∗ that
we construct in our attack depends on the choice of comm and h. In particular, if these involve
some parametrization (e.g., a salt or equivalently if they are families of functions that need to be
instantiated) then these must be known to the cheating prover in order to mount its attack. As
such, the attack breaks the adaptive soundness of the scheme.

Theorem 1 (Basic Attack). Let F be a finite field, comm an MLPCS over F computable by a depth
dcomm arithmetic circuit and h a hash function computable by a depth dh arithmetic circuit. Then,
for every d ≥ dcomm+dh+O(1) the FSh(Πcomm,d) protocol is not adaptively sound (see Definition 6
below).

The circuit C∗ which our adversary constructs to break soundness may at first glance seem odd.
In particular, as alluded to above, it internally invokes the FS hash function h and the MLPCS
comm. Indeed, this follows (and is inspired by) the diagonalization based approach in the prior
works [CGH04, Bar01, GK03, BBH+19]. At second glance however, we remark that circuits that
invoke these underlying primitives are actually quite common in practice. In particular, in the
context of recursive proof composition [Val08,BCCT13,BCTV14].

Regardless of whether the attacking circuit C∗ that we construct is natural or not, the attack
breaks the basic “contract”: the proof-system is supposed to guarantee soundness wrt to every
circuit that is used, whereas we exhibit a counterexample that demonstrates that this is not the
case. Things become even worse when considering the following generalization of the attack.

1.1.2 An Extension: Attacking the Circuit Implementation

One might hope to mitigate the basic attack by considering only functionalities that are unrelated
to the underlying cryptographic primitives.
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Unfortunately, we can extend the attack to arbitrary circuits in the following sense: given a
circuit C, which computes some arbitrary functionality, we can insert a “backdoor” into it which
allows us to prove any desired statement. In more detail, for any input x∗ and desired output
y∗, we can modify C into a new functionally equivalent circuit C∗ (i.e., C∗ computes the exact
same function as C), and yet we are able to produce a proof of the statement “exists w such that
C∗(x∗, w) = y∗”, whether or not this statement is actually true. The only minor restriction that
we impose is that the witness size for the circuit be at least as large as the digest ⟨C⟩ of C – we
refer to such circuits as admissible.

Theorem 2 (Extended Attack). Let F be a finite field, comm an MLPCS over F computable by a
depth dcomm arithmetic circuit and h a hash function computable by a depth dh arithmetic circuit.

There exists a polynomial-time algorithm that given as input (1) instantiations of comm and h,
(2) a depth d admissible arithmetic circuit C : Fn × Fm → Fℓ, and (3) desired input x∗ ∈ Fn and
output y∗ ∈ Fℓ. The algorithm outputs a circuit C∗ : Fn × Fm → Fℓ, of depth d′ = d + dcomm +
O(dh · log(ℓ)), and a proof π such that:

1. C∗ computes the exact same function as C.

2. The FSh(Πcomm,d′) verifier accepts given (C∗, x∗, y∗, π).

Theorem 2 demonstrates a crucial point: the soundness of the FS transform for Πcomm,d (and
potentially other protocols) fundamentally depends on the specific implementation of the circuit C
being proved, rather than merely its functionality. Given the difficulty of “reverse engineering” the
implementation of the circuit (especially given tools such as obfuscation) one should take extreme
care when using this proof-system for any complex circuit C.

Remark 3. The GKR protocol is sometimes used to prove correctness of very specific and simple
circuits, especially in the context of lookup arguments (see e.g., [PH23,STW24]), in particular grand
product arguments [Tha13]. Since these functionalities have a canonical representation, which is
extremely simple, our attack does not seem to be applicable in this setting.

Remark 4. Theorem 1 can actually be derived as a simple corollary of Theorem 2 (by considering a
circuit C that never outputs some fixed value y∗). Still, since the proof of Theorem 1 is significantly
simpler, we prefer to keep their presentations separate.

1.1.3 Universal Circuits

As noted above, the attacks described in Theorems 1 and 2 violate the adaptive soundness of
the protocol in the following sense: the cheating prover needs to know the full specification (i.e.,
key/salt) of the hash function and polynomial commitment in order to construct and specify the
attacking circuit.

In Section 4 we give extensions of the attack that utilize fixed circuits that are independent
of the underlying cryptographic primitives. In a nutshell, these are constructed using universal
circuits and quines.

1.2 Additional Related Works

Fiat-Shamir: The Theory Perspective. Given the known counterexamples discussed above
for the security of Fiat-Shamir, a major line of work in the theory literature has attempted
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to establish security of the FS transform based on so-called “standard” cryptographic assump-
tions, in the plain model. In order to so these works focused on compiling interactive proofs
or limited forms of arguments. Kalai, Rothblum and Rothblum [KRR17] gave the first proof-
of-concept based on strong obfuscation assumptions (see also [CCR16]) but since then a line of
work [CCRR18,CCH+19,BKM20,HLR21,JKKZ21,CJJ21,CGJ+23] has constructed schemes that
are secure assuming standard assumptions such as LWE or (sub-exponential) DDH.

So far this line of work has focused primarily on deterministic computations (or some limited
non-determinism), in particular due to the Gentry-Wichs barrier [GW11]. Our attack further
motivates this line of work and raises the question of whether it can be made practical.

“Weak” Fiat-Shamir. While the Fiat-Shamir heuristic is easy to describe, it is somewhat no-
torious for suffering from implementation bugs. Most notably, some implementations accidentally
used the so-called “weak” variant, in which the computational statement being proved is not in-
cluded as an input to the hash. This has led to actual attacks [BPW12,HLPT20,DMWG23,Tha23].

In this work we consider the strong variant (which can be seen by the fact that the circuit
description is included in the hash) and show that it is insecure when applied to the GKR-based
argument-system.

Random Oracle Uninstantiability. The work of Branco, Döttling and Dujmovic [BDD22]
shows a natural incompressible encryption scheme in the random oracle model, which becomes
insecure when the random oracle is instantiated.

2 Background: The GKR Protocol

The GKR protocol [GKR15] is a doubly-efficient interactive proof for verifying the correctness
of bounded-depth computations. We first describe the “vanilla” GKR protocol for deterministic
computations (with statistical soundness) and then, in Section 2.1 explain how it is used to derive a
succinct argument (i.e., with computational soundness) for non-deterministic computations. Since
it suffices for our attack, we only give a fairly high-level description.

In the vanilla GKR protocol the goal is to verify a claim of the form C(x) = y, where C is a
low-depth arithmetic circuit over a finite field F, x is an input and y is a claimed output. Both x
and y are known to to the verifier. Loosely speaking, the protocols is based on the following steps:

• (Output Layer:) First, the verifier evaluates the multilinear extension of the output y at a
random point.7

• (Processing Circuit Layers:) The core of the protocol is an interactive reduction (based on
the sumcheck protocol [LFKN92]) that reduces a claim about the multilinear extension of a
layer i, to a claim about the multilinear extension of layer i+1 (where the output is layer 0).

This step is run starting from the output layer until eventually we get a claim about the input
layer.

7Sometimes the output is just a single bit in which case this step can be skipped (indeed, that is the original
description in [GKR15]). However, it will be convenient in our attack to consider circuits with a longer output.
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• (Input Layer:) After processing all of the layers of the circuit, the verifier is left with a claim
about the multilinear extension of the input, which it can either compute by itself, or is
sometimes passed on to some other protocol (see more below).

Remark 5. Note that the structure of the GKR protocol means that for a composed circuit of the
form C(x) = C2(C1(x)) the protocol can be thought of as a concatenation of two GKR protocols,
one reducing a claim about the MLE of the output of C2 to a claim about an input z for that circuit,
and then viewing that string as the output of C1 and applying another GKR protocol to reduce the
latter claim to a claim about the input x.

Additionally, we note that location of the claims in the MLEs generated throughout the interac-
tion, depend only on the verifier’s randomness.

For a detailed overview of the GKR protocol, see either [Tha22, Section 4] for an applied
perspective or [Gol18, Section 3] for a theory oriented one.

2.1 GKR as a Succinct Argument

In practice, GKR is often used as a computationally sound proof (aka argument) for non-deterministic
computations by combining it with a cryptographic multilinear polynomial commitment scheme
(MLPCS) comm.

In this context, the goal is, for a given depth d arithmetic circuit C : Fn × Fm → Fℓ, input
x ∈ {0, 1}n and claimed output y ∈ Fℓ, to verify that there exists a witness w ∈ Fm such that
y = C(x,w). The protocol, denoted Πcomm,d, proceeds as follows:

1. (Preprocessing:) The verifier chooses a parametrization of comm and the prover chooses a
circuit C : Fn × Fm → Fℓ and sends it to the verifier. The verifier maintains a short digest of
C, which we denote by ⟨C⟩ (in practice this might be some hash of the circuit, aka a domain
separator).

2. (Commitment:) The prover specifies an input x ∈ {0, 1}n, output y ∈ {0, 1}ℓ and witness
w ∈ Fm. The input and output are sent to the verifier in the clear, whereas only a commitment
α = comm(w) to w is sent.

3. (Output Claim:) The verifier chooses a random r ∈ Flog(ℓ) and deduces a claim on ŷ(r)
(indeed, observe that since y has length ℓ, its multilinear extension is a function on log(ℓ)
variables).

4. (GKR:) The prover and verifier run the vanilla GKR protocol (described above) to reduce
the claim about ŷ(r) to claims about x̂ and ŵ.

5. (PCS Evaluation:) The verifier checks the claim about x̂ directly and checks the claim about
ŵ by running the evaluation phase of the MLPCS. If all tests pass then the verifier accepts,
otherwise it rejects.

The soundness of this interactive protocol follows immediately from the (computational) binding
of the MLPCS and the (statistical) soundness of the GKR protocol.

7



2.2 Applying Fiat-Shamir to GKR

The non-interactive variant of the protocol operates relative to a Fiat-Shamir hash function h (in
addition to the MLPCS comm). It proceeds similarly to the above interactive protocol except
that the verifier’s randomness is replaced by evaluations of the FS hash function applied to the
transcript.

In particular, in Step 3 above, both parties set r = h
(
⟨C⟩, x, y, α

)
and the GKR protocol is run

to check that the multilinear extension of C(x) at the specific point r is equal to ŷ(r), where y is
the claimed output.

The resulting protocol is denoted FSh(Πcomm,d).

Definition 6 (Adaptive Soundness of FSh(Πcomm,d)). Let h be a hash function, comm an MLPCS
and d ∈ N. We say that FSh(Πcomm,d) is adaptively sound if for every polynomial-time algorithm
A, that is given as input a specification of h and comm and outputs a circuit C, input x, output y
and proof π the event that both

• for all w it holds that C(x,w) ̸= y, and

• the verifier of FSh(Πcomm,d) accepts given (C, x, y, π),

happens with negligible probability.

Recall that Theorem 1 establishes that FSh(Πcomm,d) is not adaptively sound. Moreover, as we
show in Section 3, the proof of Theorem 1 actually shows a highly efficient attack that makes the
verifier accept a false statement with probability 1.

3 Breaking FSh(Πcomm,d)

Let h be a hash function computable in depth dh and comm an MLPCS computable in depth dcomm.
Let d = dh + dcomm +O(1), where the O(1) is a fixed constant that will be determined below. For
simplicity we assume that h and comm are computed by arithmetic circuits over the relevant field
(needless to say, in case they are Boolean circuits they can still be emulated by arithmetic circuits).

Section Organization. In Section 3.1 we prove Theorem 1 by demonstrating that the protocol
FSh(Πcomm,d) is not adaptively sound (according to Definition 6). Then, in Section 3.2 we prove
Theorem 2 by showing how to manipulate a given circuit in order to prove a false claim about it.

3.1 Proving a False Statement: Proof of Theorem 1

To demonstrate the attack, we will construct an explicit depth d circuit C∗ and an accepting proof
for a false claim about the circuit. In a gist, the idea underlying the attack, following [CGH04], is
not to explicitly predict the verifier’s randomness but rather craft a prover message (in this case a
choice of circuit) for which the resulting verifier challenge will be favorable. We proceed to describe
the attack.
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The Attacking Circuit. In the attack we will be considering a circuit C∗ that only gets as input
a witness w ∈ Fm and does not get an input x beyond the witness. We set m to be sufficiently
large so that the circuit digest ⟨C⟩ can fit in Fm (for example, if the digest is 256-bits long and F
is a 128-bit field, then m ≥ 2 suffices).

For intuition on the circuit construction, note that once we decide on a circuit C∗ and desired
output y∗, these determine “randomness” r that will be used by the verifier in Step 3 in the
FSh(Πcomm,d). Namely, r will be fixed to r = h(⟨C∗⟩, y∗, α), where α is a commitment to some
witness. We would like for our circuit to be able internally to predict r in order to mount an
attack. The challenge (which is rooted in the notion of correlation intractability [CGH04]) is that
there appears to be a circular dependency – it seems that whatever change we make in C∗ in order
to predict r, changes C∗ and therefore changes r, and we are back to square one. To get around
the circular dependency, we simply provide C∗ with its own digest ⟨C∗⟩ as a witness.

We proceed to the construction. Given w ∈ Fm, the circuit C∗(w) outputs two field elements
as described in Construction 1.

Construction 1. The circuit C∗(w) is defined as follows:

1. Interpret w as a circuit digest ψ.

2. Compute α = comm(w).

3. Compute γ = h(ψ, y∗, α), where y∗ = (0, 0).

4. Output (γ, γ − 1).

Note that C∗ is polynomial-size and has depth dcomm + dh +O(1) as required.

Proving a False Statement. We construct an accepting proof string π for the claim that there
exists w ∈ Fm such that C∗(w) = y∗, where y∗ = (0, 0). Since by construction the two elements in
the output of C∗ are always distinct, this claim is clearly false.

The cheating proof string is constructed essentially honestly, relative to the witness w = ⟨C∗⟩,
where ⟨C∗⟩ denotes the digest of the above circuit. In other words, the proof is constructed as
follows:

• Set w = ⟨C∗⟩, and α = comm(w).

• The remaining part of the proof is the GKR transcript and MLPCS evaluation proof, which
can be constructed honestly as we explain below. Denote this part by τ .

• The proof-string is π = (α, τ).

Let us consider the verification process for this attack. Recall that C∗ denotes the circuit
described in Construction 1, and we set w = ⟨C∗⟩ and α = comm(w), as defined above.

Consider the real output y of the circuit C∗ on input w. By construction, the circuit outputs
y = (γ, γ − 1), where γ = h(w, y∗, α). The (multi-)linear extension ŷ of y is simply the function
ŷ(X) = γ −X. By the construction of C∗ we have

γ = h(w, y∗, α) = h(⟨C∗⟩, y∗, α)
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and, by definition of FSh(Πcomm,d), we have that

r = h(⟨C∗⟩, y∗, α).

Thus, the evaluation of ŷ at the specific point r is equal to ŷ(r) = γ − r = 0. On the other
hand, since y∗ = (0, 0) its multilinear evaluation at any point is equal to 0. We conclude that the
multilinear extensions of y and y∗ agree on the point r.

Since the multilinear extensions of y and y∗ agree on the challenge point r, from here on the
claim being proved by the GKR system is correct (in the language of round-by-round soundness,
we have moved from a “doomed” state into an accepting state) and from here on the prover can
simply run the honest prover strategy relative to the correct claim that ŷ(r) = 0.

This concludes the proof of Theorem 1.

3.2 Attacking the Circuit Implementation: Proof of Theorem 2

Let C(x,w) → y : Fn × Fm → Fℓ be an admissible depth d arithmetic circuit. For any x∗ ∈ Fn and
y∗ ∈ Fℓ we show how to construct a circuit C∗ : Fn×Fm → Fℓ that is functionally equivalent to C,
but for which we can prove the (potentially false) claim that there exists w such that C∗(x∗, w) = y∗.

For the construction it will be convenient for us to use a fixed arithmetic circuit IF-THEN-ELSE :
F1+1+ℓ+ℓ → Fℓ such that for a, b ∈ F and c, d ∈ Fℓ we define IF-THEN-ELSE(a, b, c, d) = (a − b) ·
(c− d)+ d. The name of this function is due to the fact that if a = b then IF-THEN-ELSE(a, b, c, d)
outputs d and if a = b+1 it outputs c (and we will only be using this function for inputs such that
a ∈ {b, b+ 1}).

The construction proceeds as follows.

Construction 2. We describe the circuit C, as well as a function g on which it relies.

The circuit C∗(x,w):

1. Compute y = C(x,w).

2. Compute γ = g(w, y) ∈ F, using the procedure described below.

3. Compute ureal = (γ, γ − 1, y, y∗).

4. Out IF-THEN-ELSE(ureal).

The function g(w, y):

1. Interpret w as a circuit digest ψ.

2. Compute α = comm(ψ).

3. Generate the claim about the multilinear extension of y∗ as in the GKR protocol, using Fiat-
Shamir. Namely, compute r = h(ψ, x∗, y∗, α).

4. Let ufake = (0, 0, y, y∗) and observe that IF-THEN-ELSE(ufake) = y∗. Simulate the GKR
protocol on the IF-THEN-ELSE circuit to reduce the claim about the MLE of y∗ at the point r
to a claim about the MLE of ufake at a point r′ as follows:
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• The Prover follows the honest GKR prover strategy (since indeed IF-THEN-ELSE(ufake) =
y∗).

• The Verifier is implemented using the Fiat-Shamir hash function, but using ψ as the
circuit digest.

5. Output the first coordinate of r′.

We proceed to prove Theorem 2 by showing that C∗ is functionally equivalent to C, and yet its
soundness can be broken.

Functional Equivalence. Let x ∈ Fn be an input and w ∈ Fm. Let y = C(x,w) be the real
output of the circuit and recall that we fixed y∗ as the desired output.

By construction, it holds that:

C∗(x,w) = IF-THEN-ELSE(γ, γ − 1, y, y∗) = y,

where we note that the last equality holds regardless of how γ is generated. Thus, C∗ is functionally
equivalent to C.

Attacking C∗. In the attack, the prover claims that there exists w s.t. C∗(x∗, w) = y∗.
The prover starts the attack following the steps of the GKR-based succinct argument (see

Section 2.1):

1. The prover is given the commitment comm and hash function h.

2. The prover specifies the circuit C∗, as described in Construction 2, and the verifier stores the
digest ⟨C∗⟩.

3. The prover sends x∗ as the input, y∗ as the output and α = comm(w), where w = ⟨C∗⟩, as
the witness commitment.

4. Now, the “random” point r in the multilinear extension of y∗ is determined by an application
of Fiat-Shamir:

r = h(⟨C∗⟩, x∗, y∗, α).

At this point in the attack (which is also illustrated in Fig. 1), the prover and (FS-)verifier start
engaging in the actual GKR protocol to reduce the claim about ŷ∗(r) to a claim about the input.
It will be convenient for us to think of the circuit C∗ as operating in two phases: the first phase
concludes with Step 3 in the description of C∗ (this phase computes the vector ureal = (γ, γ−1, y, y∗).
In the second phase we apply the IF-THEN-ELSE circuit to ureal.

The GKR protocol corresponds to these two phases (see Remark 5): first the claim about ŷ∗(r)
is reduced to a claim about ûreal. Then, the latter is reduced to a claim about the MLE of the
main input x∗ and witness w.

The prover starts emulating the protocol corresponding to the second phase of the circuit (i.e.,
the IF-THEN-ELSE computation). The prover (which recall, is a cheating prover) runs the honest
prover strategy for this subcircuit but rather than doing so wrt to ureal, it uses ufake = (0, 0, y, y∗).
The verifier challenges, as usual, are computed using Fiat-Shamir.
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Figure 1: Attack on arbitrary circuit C via an equivalent circuit C∗.

Since the claim that IF-THEN-ELSE(ufake) = y∗ is correct, the result of this step is a correct
claim about ûfake. Namely, a claim of the form ûfake(r

′) = v.
The crucial point is that, by construction of C∗ (and specifically the definition of g), it holds

that the first coordinate of r′ is equal to γ = g(w, y). Using this, we establish the following simple
claim.

Proposition 7.
ûfake(r

′) = ûreal(r
′)

Proof. For every z ∈ F1+log(ℓ) it holds that,

ûfake(z)− ûreal(z) = (γ − z1) ·
log(ℓ)∏
i=2

(1− zi), (1)

where zi denotes the i-th coordinate of z. To see that Eq. (1) holds, observe that it holds for
all Boolean values z (for z = 01+log(ℓ) both sides evaluate to γ, for z = 10log(ℓ) both evaluate to
γ − 1 and everywhere else they evaluate to 0. Since both sides of the equation are multilinear
polynomials, if they agree on Boolean values they must also agree on any z ∈ F1+log(ℓ).

The claim now follows from the fact that the first coordinate of r′ is γ, and so the RHS of
Eq. (1) evaluates to 0.

Thus, we see that the claim derived ufake is true also for the correct evaluation ureal. Thus,
from here on we can just run the honest prover for the correct GKR computation and obtain an
accepting proof.

4 Universal Computation Attack

At this point, one might perilously assume that to deflect the attack, it is enough to ensure that the
GKR circuit in question does not contain an implementation of the FS hash function or MLPCS.
As we show in the next series of examples, this requirement is insufficient.
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4.1 Quine Example

Recall that a quine is a program that outputs its own code. Any Turing-complete language admits
a quine, according to the folklore adaptation of Kleene’s second recursion theorem [Rog87].

We will use a slightly simplified and non-standard notation: for a program p we will denote
by p the partial computable function which corresponds to it (partial because it returns ⊥ if the
program does not terminate), and [p] its code.

Lemma 8. For any computable function f there is an f -quine: a program p that outputs f([p]).
Furthermore, the size of [p] is linear in size of [f ].

We defer the proof of Lemma 8, which is based on the proof of existence of quines, to Ap-
pendix A.

A rather curious example is a circuit that can be used to simulate a universal Turing machine
(see Fig. 2). We do not describe it precisely, but list the properties that we need. We note that
this construction is not efficient, but we will get efficiency back at the cost of some specialization.
Most importantly, this attack is independent of the commitment scheme in question.

Universal Turing machine circuit T (N,M):

1. Starts with an input w of size N . This encodes the initial state of the tape of the universal
Turing machine.

2. Outputs the (fixed-size) output of the Turing machine if it terminated in ≤ M steps,
and a special symbol ⊥ otherwise. (normally, output tape of the Turing machine can be
large, but we only output a fixed-size chunk of it for convenience).

Figure 2: Universal Turing machine circuit

Theorem 9. There exists a family of circuits T ′(N,M) such that for any (polynomial-time) com-
mitment scheme and a hash function, there exists M with M = poly(N), such that the FS-GKR
protocol for the circuit T ′(N,M) is unsound. (We omit the dependence on a security parameter λ
for clarity.)

Proof sketch. Consider a function f which computes and outputs the value γ as described in the
basic attack (the circuit C∗ from Construction 1). By Lemma 8 there exists an f -quine p.

Consider a universal Turing machine T (N,M) (where N and M are chosen to be appropriately
large). Consider a minor modification T ′ of T which first runs T , interprets the result as a field
element γ and outputs (γ, γ − 1).

We will pass the codestring [p] as a witness to this circuit. This allows us to proceed with the
same attack as in Construction 1: we can pretend that the output is (0, 0) while in fact there is
no witness that yields (0, 0) output. Therefore, the circuit is non-adaptively unsound (against any
hash and commitment scheme with complexity bounded from above).

4.2 Universal GKR Example

In this section, we sketch a less universal but also interesting attack. Let G(Nin, Nout, N,M) be a
universal GKR circuit, with the following functionality:

13



Universal GKR circuit G(Nin, Nout, N,M):

1. Starts with w = (win|wC), where wC encodes a GKR circuit with Nin input size, M
intermediate layers of size N , and output layer of size Nout, and win is a vector of size
Nin.

2. Outputs wC(win).

Figure 3: Universal GKR circuit

It might appear that it is impossible to mount an attack on such a circuit - after all, the wC is
incorporated in the commitment. This is, of course, not the case - for example, if our commitment
has the form f(comm(wC), comm(win)), the attack essentially reduces to the original C∗, with
comm(wC) playing the role of ⟨C⟩. Interestingly, for many commitment schemes it is exactly the
case:

Theorem 10 (Informally Stated). For any additively-homomorphic commitment scheme (both
truly additive such as elliptic-curve based commitments, or weakly additive such as lattices), the
GKR protocol for a universal GKR circuit of large enough depth M is unsound.

Proof sketch. Because the scheme is additively homomorphic, comm(w) = comm(wC)+comm(win).
By passing comm(wC) as a part of win, we reproduce the original attack method.

While we are unable to directly mount this attack against FRI-based schemes, it should be
noted that many modern FRI-based protocols use batching, which means that the data passed as a
commitment comm(w) is in fact a disjoint union of multiple Merkle roots corresponding to different
polynomials. Against such protocols, this attack can be mounted.

This means that at least for additively-homomorphic commitments, the concern is much larger.
Specifically, to thwart the attack, the circuit designer must somehow ensure that there is no way
of representing the commitment / hashing computation even on a small, arbitrarily allocated part
of the witness. This likely restricts feasible GKR circuits as either circuits of bounded from above
depth or circuits with extremely restricted data flow.

5 Conclusions and Mitigations

We find the violation of the Fiat-Shamir security of a standard and natural protocol to be very
concerning. First and foremost it raises the question about the Fiat-Shamir security of other
protocols. This calls for significant cryptographic effort by the community in studying the security,
or potential insecurity, of Fiat-Shamir of other protocols used in practice.

Still, it is worthwhile to point out some specific properties of the GKR-based protocol that we
considered in this work, which facilitated our attack. We emphasize that while we do not know
attacks for protocols that do not satisfy these properties, this does not mean that such attacks do
not exist.

First, it is useful to compare the modern applications of Fiat-Shamir to those originally envi-
sioned (i.e., in the 80’s and 90’s), specifically in the context of constructions of digital signatures
schemes. The original use was applied to very specific identification schemes (e.g., built around
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concrete number theoretic problems). In contrast, the modern usage is intentionally designed for
protocols that are used to prove general purpose computations. Our attack leverages this in order to
invoke the proof-system relative to a computation that involves the computation of the Fiat-Shamir
hash function itself (as well as polynomial commitment).

Elaborating further on this point, the GKR-based protocol, in contrast to other protocols in
the literature, has the key property that the prover does not commit to the full computation trace
(indeed, this is one of the most compelling features of this protocol). Unfortunately, the fact that
the computation is not committed to also enables our attack – we can consider explicitly invoking
the Fiat-Shamir hash function, without needing to commit to the corresponding computation trace.

Thus, a natural countermeasure for the GKR-based protocol is to ensure that the circuit family
considered is not powerful enough to compute the hash function. This can be due to any natural
computational resource, but some natural ones are depth (as an arithmetic circuit) or potentially
algebraic degree. This may be achieved by attempting to increase the depth of the hash function
used (possibly via composition), or reducing the depth of the circuit in question (possibly by
committing to some of the intermediate values).

We emphasize that while we do not know how to attack protocols that place such countermea-
sures, whether or not they are actually secure is an open question.
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A Proof of Lemma 8

Recall that for a program p we denote by p the partial computable function which corresponds to
it (partial because it returns ⊥ if the program does not terminate), and [p] its code.

We will use a special symbol ′′,′′ (which is not used in the program code), and will interpret the
string separated by the comma as a tuple. This allows us to talk about functions with multiple
arguments. When we say that a “function takes as an input n arguments”, it means that it can do
anything if the number of arguments is wrong.

Theorem 11 (Kleene’s s-m-n theorem). There is a program Sm
n which takes as an input a program

encoding [p] of n +m arguments, and additional m arguments x1, ..., xm and returns the program
encoding [q] = Sm

n ([p], x1, ..., xm) satisfying the following property:

∀ym+1, ..., ym+n : q(ym+1, ..., ym+n) = p(x1, ..., xm, ym+1, ..., ym+n)

Or, in simple terms, this means that the code of currying of p is computable.

This implies Kleene’s second recursion theorem:
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Theorem 12 (Kleene’s second recursion theorem). For any program Q taking two arguments there
exists p such that

∀y : p(y) = Q([p], y).

Proof Sketch. Define the program u that does:

u(x, y) = Q(S1
1(x, x), y).

Now, set
[p] = S1

1([u], [u])

Then, p(y) = u([u], y) = Q(S1
1([u], [u]), y) = Q([p], y).

We are now ready to prove Lemma 8. Recall that the lemma asserts that any computable
function f has a (linear size) f -quine.

Proof of Lemma 8. Classical quines are obtained by setting Q(x, y) = x — then this theorem finds
p such that p(y) = [p]. To obtain an f -quine f we instead consider Q(x, y) = f(x).

The fact that the f -quine is linear in size in [f ] is follows by inspection of the proof of Theo-
rem 12.
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