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Abstract
Recent server-side optimizations like speculative decod-

ing significantly enhance the interactivity and resource effi-
ciency of Large Language Model (LLM) services. However,
we show that these optimizations inadvertently introduce new
side-channel vulnerabilities through network packet timing
and size variations that tend to be input-dependent. Network
adversaries can leverage these side channels to learn sensi-
tive information contained in encrypted user prompts to and
responses from public LLM services.

This paper formalizes the security implications using a
novel indistinguishability framework and introduces a novel
attack that establishes the insecurity of real-world LLM ser-
vices with streaming APIs under our security framework.

Our proposed attack effectively deconstructs encrypted net-
work packet traces to reveal the sizes of underlying LLM-
generated tokens and whether the tokens were generated with
or without certain server-side optimizations. Our attack can
accurately predict private attributes in real-world privacy-
sensitive LLM applications in medicine and finance with 71–
92% accuracy on an open-source vLLM service and 50–90%
accuracy on the commercial ChatGPT service. Finally, we
show that solutions that hide these side channels to different
degrees expose a tradeoff between security and performance
— specifically, interactivity and network bandwidth overheads.

1 Introduction
Recent advances in Large Language Models (LLMs) [1–4]
allow them to provide personalized responses to user prompts
based on user-provided context and documents. Such con-
text can often include privacy-sensitive data such as medical
records [5, 6] and proprietary financial insights [7]. Conse-
quently, many recent studies have focused on identifying and
mitigating vulnerabilities that may allow adversaries with di-
rect or indirect access to the LLM from learning such sensitive
information under diverse threat models, including member-
ship inference [8–10] and attribute inference [11, 12]. Our
work instead focuses on previously unexplored network side-
channel vulnerabilities of LLM serving systems.

Our key finding is that recent performance optimizations
in LLM serving systems expose new network side-channel
vulnerabilities. The driving factor for such optimizations is
responsiveness — popular LLM services provide streaming
APIs [13, 14] where the LLM responses are streamed back
in small batches to allow users to see responses as the LLM
generates them. These public serving systems also employ
several optimizations [15–18] to improve the latency of these
response streams further while also reducing the cost of op-
eration for serving systems by as much as 5–10×. Unfortu-
nately, these optimizations also have an unintended side effect:
optimization-driven variations in streaming response times
and batch sizes are inadvertently embedded within the com-
munication traffic between users and the LLM service, even
when encrypted. We demonstrate this effect on real-world
public LLM services [13, 14] in §6.

We focus on speculative decoding optimizations [15,16,19]
used by many modern LLM serving systems as a represen-
tative and pervasive example of such optimizations1. They
speed up response generation for semantically easier-to-
predict words2 using smaller but faster models while delegat-
ing harder-to-predict words to larger but slower ones (§2.1).
When the responses are streamed to a user, either word-by-
word or in small batches over encrypted packets, the inter-
packet timings and packet sizes can be used to learn which
words were generated with speculation and which were not.
Even more concerning is our observation that this information
can be tied to specific private information within the encrypted
user prompts and LLM responses with high accuracy.

Our study is the first to formalize, deconstruct, and explore
possible mitigation techniques for such network side-channel
leakages. Our security model assumes a practical network
adversary that only observes a timestamped sequence of en-
crypted packets between the target user-LLM service pair

1Gemini uses speculative decoding to improve responsiveness across
many products [20]. Several other public services also use speculative decod-
ing [21], as unofficially confirmed by their developers [22].

2We refer the unit of LLM generated data here as ‘word’ for simplicity;
§2 establishes more precise terminology.

1



and knows publicly available information about the LLM
service and user prompts. This is a reasonably practical ad-
versarial model since such information is readily available by
eavesdropping on the encrypted TLS sessions [23–26]. We
introduce a novel security definition to capture the security of
LLM servers against such an adversary. Intuitively, the defini-
tion, named Indistinguishability under Chosen Prompt Attack
(or IND-CPrA, §3), requires that the transcript of network
communications between the LLM service and the user is
independent of user prompts and LLM responses. Our defini-
tion adapts to a wide range of streaming models (§4) possible
for LLM services, capturing the granularities at which they
leak information (e.g., per word, for batches of words, or the
entire response) as well as the amount of information they
leak (e.g., sizes and timing of generated words, etc.).

We develop a novel attack that demonstrates existing pub-
lic and private LLM services are indeed insecure under
IND-CPrA (§5). The critical step in the attack is deconstruct-
ing the transcript of network communications — comprising
packet timestamps and sizes — to identify which of the gen-
erated words in the LLM response leveraged optimizations
and which ones did not. The attack leverages this information
to (i) learn the mapping between optimization patterns and
potentially sensitive elements within typical prompts to/re-
sponses from the LLM and (ii) use the mapping to predict user
private information within actual user prompts/responses. Our
evaluation (§6) studies the impact of the attack on both pro-
prietary systems like ChatGPT [13] and open-source systems
like vLLM [27], demonstrating prediction accuracy as high
as 50–92%, compared to 1–8% accuracy of random guesses.

We also study the impact of different streaming models
(§4) on attack accuracy. We show that the granularity and
amount of leaked information expose the expected tradeoff
between security and performance, i.e., protocols that leak
less information at coarser granularities reduce the attack’s
prediction accuracy but also incur higher network overheads
and worse responsiveness. We empirically characterize this
tradeoff for real-world use cases and LLM deployment modes
in §7 to help practitioners pick appropriate design points
based on their security and performance needs. While this
work focuses on network side channels stemming from specu-
lative decoding, this is only a first step in characterizing such
leakages due to the plethora of similar optimizations in LLM
serving. To that end, we close the paper by outlining several
avenues of future research (§9).

2 Background and Motivation
We provide a brief overview of interactive LLM serving sys-
tems in §2.1, followed by an overview of how network side
channels in such systems can reveal sensitive information
about the user requests and system responses in §2.3.

2.1 Interactive LLM Serving Systems
Our work focuses on causal LLMs, the most common kind
across both commercial and open-source use cases (e.g.,

GPT [28], Llama [1], Phi [29], etc.). These models are trained
to predict the most probable next token given an input se-
quence of tokens, referred to as a prompt. A token is the
smallest unit of text the model processes, such as a word,
subword, or character. Causal LLMs generate output by iter-
atively predicting and appending the next token autoregres-
sively: they compute the distribution of probable next tokens,
sample one (e.g., with the highest probability), append it to the
prompt, and repeat until a termination token is encountered.
This phase of token generation is also referred to as decoding.

Streaming for interactivity. With large-scale LLMs using
over a thousand billion parameters [1–4], they tend to be
hosted in the cloud with public-facing APIs. These APIs
permit users to issue prompts to these models and receive
responses from them over the Internet. To enhance interactiv-
ity and responsiveness, commercial LLM services and open-
source LLM serving frameworks typically expose streaming
APIs over HTTPS, where generated tokens are streamed back
to the user as soon as they are produced [13, 14].

Speculative decoding. Optimizing LLM inference is crucial
to both reduce operational costs stemming from high compu-
tational demands and improve response latency to meet user
interactivity requirements [20]. Speculative decoding [15–17]
is a common technique to accelerate the inference of causal
LLMs by using a smaller, faster approximation model to gen-
erate token sequences that the original model then verifies.
The benefits of speculative decoding are twofold: (i) a smaller
language model can quickly generate a draft sequence that
likely overlaps with the output of the original LLM, and (ii)
the original model can verify all the tokens in the draft in
parallel which is faster than sequential generation.

Speculative decoding employs a draft-and-verify mecha-
nism. At each generation step, the input — which includes
the original prompt and the tokens generated so far — is
fed into an approximation model. This approximation model
is a computationally efficient version of the original LLM,
typically created through methods like distillation [16, 30],
early-exiting [31], or adding auxiliary prediction heads [32].
It produces a sequence of µ tokens, where µ is a predefined
parameter. The original model then computes the next token
distributions for each token in the draft sequence. A draft
token is considered verified if the most probable next token
from the original model matches the draft token, indicating
successful speculation. If a draft token fails verification, that
token and all subsequent tokens are discarded. Verified tokens
are appended to the prompt, and the process repeats.

Figure 1 (bottom) demonstrates speculative decoding for a
diagnostic text completion example (similar to current med-
ical LLMs use-cases [5, 6], §2.2), with µ = 5, where a user
queries the LLM with the prompt, “What is a probable cause
for a severe headache?” and specifies the output prefix, “A
severe headache may”. With speculative decoding, the draft
model generates the next µ = 5 tokens as “occur after brain

2



Fig. 1: Speculative (µ = 5) vs. baseline decoding. The origi-
nal model verifies the approximation model-suggested tokens
every round and accepts a subset (green checkmarks).

surgery.” The original model accepts the first three tokens, re-
jects the rest (i.e., “surgery” and “.”), and inserts the token “in-
jury” into the sequence to complete the response. Compared
to the execution without speculative decoding (Figure 1 (top))
— where the slower original model sequentially generates
all four tokens — speculative decoding generates the first
three tokens much faster than the original model decoding
round via the approximation model, using the slower original
model to verify these token in parallel and generate the last
token. In practice, this reduces the average time-per-token by
∼ 5× [16, 17, 20], significantly improving responsiveness for
streaming APIs with high accuracy, and speed up response
generation by up to 3× [20].

2.2 Privacy-Sensitive LLM Use Cases
Our work focuses on domain-specific LLM-based services
with privacy-sensitive use cases. These applications employ
predefined input prompt templates [33] that are engineered
to augment the user’s input with domain-specific knowledge
and restrict the response to generate a reliable and valid re-
sult. Throughout this paper, we focus on a medical use case,
ChatCAD [5, 6], and a financial use case, AWS stock price
forecasting [34], as target applications since they communi-
cate private information in both input prompts and responses.
While these applications require input prompts to follow a
specified template, they do not restrict LLM outputs.

Medical use case. ChatCAD [5] and ChatCAD+ [6] leverage
public LLM services for reliable computer-aided diagnosis
(CAD). They employ LLMs for interactive multi-modal med-
ical diagnosis and temporal time-series forecasting, involving
multi-modal private information such as patient descriptions
and medical images. ChatCAD uses a prompt template that
compiles disease descriptions and patient reports from mul-
tiple sources. The LLM’s response template is designed to
produce a detailed diagnostic report with a disease predic-
tion. While many privacy-sensitive elements exist in both the
prompts and responses, we focus primarily on unveiling the

LLM-generated disease prediction, which contains critical
medical information that must remain confidential.

Financial use case. AWS stock forecasting [34] utilizes
prompt templates that instruct the LLM to forecast the next
week’s stock return for a given stock symbol based on the com-
pany profile, historical weekly news summaries, keywords,
stock returns, and optionally examples from similar compa-
nies. The predicted trend is categorized using bins like “D3”
and “U5+”, where each represents a specific range of price
change (e.g., “D3“ means a drop of ∼ 3%). The LLM’s re-
sponse templates include placeholders for the predicted sum-
mary, keywords, and predicted trend, explaining the reasoning
behind the forecast. We focus on unveiling the queried stock
symbols and the LLM-predicted trends, as these tend to be
proprietary, necessitating confidentiality.

Appendix A describes the input prompt templates and po-
tential responses for both use cases in detail.

2.3 Network Side Channels in LLM Serving
While streaming APIs and server-side LLM optimizations,
such as speculative decoding, improve interactivity and re-
sponsiveness for user-facing applications, they also inadver-
tently introduce new network side channels. As an example,
consider an LLM service that streams each token back to the
user as soon as it becomes available; if the system employs
speculative decoding, the inter-token arrival times (tinter) will
vary depending on whether the approximation model (shorter
tinter) or the original model (longer tinter) generated the token.
Such a timing channel is easily visible to a network adver-
sary that snoops on traffic between a target user and the LLM
service, even if the traffic itself is encrypted.

As a more concrete hypothetical example, in a medical
use case, the approximation model may be able to diagnose
common diseases like flu, enabling low-latency responses.
In contrast, rare and complex diseases (e.g., glioblastoma)
may be delegated to target model under speculative decod-
ing, requiring more time to generate tokens. This allows an
adversary to correlate lower token generation times with the
more probable diseases like flu and use such correlations to
make high-accuracy predictions about sensitive information
(e.g., potential diagnoses) contained in actual user prompts
and corresponding LLM responses.

One way to hide the timing channel is to stream tokens
in batches; however, if not done carefully, batching may still
reveal just as much information. For instance, to preserve the
latency benefits of speculative decoding, the LLM serving
system may batch together tokens generated in the same de-
coding round — i.e., a sequence of tokens generated by the
approximation model, followed by a token generated by the
original model. However, the sizes of these batches would
be correlated to the number of tokens generated in the corre-
sponding round, which a network adversary can observe to
deduce the same information as before.

While these are just two points in the design space, both
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LLM

Fig. 2: Threat model. The adversary observes a transcript of
encrypted packets between the LLM service and a client.

streaming models described above are used in real-world
LLM serving systems [27, 35]. Our work formalizes the secu-
rity model under which such network side channels may be
exploited (§3) and explores a diverse set of streaming models
(including the two above) that may reveal these side channels
(§4). Moreover, we find that these side channels have strong
correlations with privacy-sensitive fields in corresponding
user prompts and LLM responses; we leverage this obser-
vation to develop a practical attack (§5) that can predict the
identity of such fields in real-world medical and financial use
cases with high accuracy, both for real-world LLM services
(§6) and in our own evaluation setup (§7).

3 Security Model
This section defines the security model for network side-
channel attacks on interactive LLM serving systems. We
begin by describing our threat model (§3.1) and conclude
with a formal definition of security (§3.2). Our system model
follows those for interactive LLM services described in §2.1:
users send input prompts (following the application-specific
template) over the network to the system, which runs LLM in-
ference on each prompt and streams the output response. The
communication channels between the system and its users are
encrypted, e.g., using TLS, so no entity in the network can
observe the prompts or LLM responses in plaintext.

3.1 Threat Model
Our threat model assumes a network adversary (Figure 2) that
can view encrypted communications between the user and the
LLM service, but not any computations or communications
within the service provider’s infrastructure. Moreover, the
adversary is passive persistent, i.e., it neither injects any traffic
of its own nor tampers with the user traffic. Practical examples
of such network adversaries include compromised browsers
on clients, Wi-Fi access points, routers, ISPs, tapped network
cables [36, 37], and TLS-session eavesdropping [23–26].

Adversarial knowledge. The adversary aims to infer the pri-
vate fields within the user’s prompt or the LLM’s response.
We assume that it knows the application of the LLM, specifi-
cally the format of the input prompts used and the set of poten-
tial classes of the private attributes in the LLM responses (as
outlined in §2.1) — e.g., predicted disease or stock symbol
in our medical and financial use cases, respectively (§2.2).
We also assume that the adversary has black-box access to
the LLM service, i.e., it can send prompts to the LLM ser-

IND-CPrAA
b :

M← Init()

P0,P1← A1

R,τ′← Inference(Pb,M)

τ← Stream(τ′)

b′← A2(R,τ)
Return b′

Fig. 3: IND-CPrA with adversary A and random bit b.

vice and receive responses but cannot view the LLM’s archi-
tecture or parameters. This is often the case for user-facing
services [13,14,38,39], where the adversary can pose as a reg-
ular user to extract information about how specific sensitive
attribute values affect the network traces (§5). The adver-
sary can also leverage prior knowledge of domain-specific
data distributions, e.g., for the medical use case, it may know
the distribution of common diseases. This is a practical as-
sumption for real-world cases where distributional informa-
tion about the population or application domain is common
knowledge [40–42]. We also consider how the adversary fares
without these distributions in §7.

Finally, the adversary can collect traces of the precise sizes
and receive times of the encrypted packets transmitted be-
tween the LLM server and clients. These traces capture side-
channel leakage from the system and reveal information about
the execution of the LLM inference and, consequently, private
information within the prompts and responses.

3.2 Security Definition
We formalize our notion of privacy for an LLM serving sys-
tem using a game-based definition called ‘Indistinguishability
under Chosen Prompt Attack’ (IND-CPrA). IND-CPrA fol-
lows the concrete security approach [43] to analyze whether
an interactive LLM serving scheme is secure under the net-
work adversary outlined in §3.1. At a high level, in the IND-
CPrA game, the adversary generates two user prompts, and
the LLM service randomly picks one to perform inference on
it. The adversary observes the encrypted network traffic sent
back by the LLM service and uses this information (along
with prior knowledge outlined in §3.1) to “guess” which of
the two prompts the LLM service ran the inference on. The
scheme is secure if the adversary’s guess is no better than a
random coin toss and insecure otherwise.

Security game (Figure 3). We formalize an LLM serving
scheme as a tuple of algorithms (Init, Inference, Stream). Init
initializes the LLM model and system parameters, includ-
ing optimizations (specifically, speculative decoding); Init’s
output M encapsulates the post-initialization system state.
Inference takes as input a user prompt (P, represented as a
sequence of m tokens) and Init’s output (M) to generate an
encrypted response (R). Inference also generates a transcript
τ′ of the tokens in R and the timestamps at which they are gen-
erated by the LLM. While this intermediate transcript is not
visible to the adversary, it serves as input to Stream, which
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captures LLM serving scheme’s response streaming model
(§4), i.e., how it places the generated tokens in packets and
sends them to the user. The adversary can observe the output
of Stream — a network transcript that captures the scheme’s
outgoing traffic, modeled as a sequence of n encrypted pack-
ets, where τ[i].time denotes the timestamp at which the ith

packet was captured and τ[i].size denotes its size.
The game is parameterized by an adversary A — formal-

ized as a pair of algorithms A1 and A2 — and a bit b ∈ {0,1}
(kept secret from A). In the game, the adversary generates
two prompts P0 and P1 using algorithm A1. The scheme runs
LLM inference on Pb (determined by the random bit b) and
produces the encrypted inference result R and the transcript τ

corresponding to the observed network traffic. The adversary
A uses these two outputs to run algorithm A2 to guess the bit
b, i.e., which prompt was chosen, and outputs this guess as b′.
We express adversary A’s ability to distinguish between the
scheme’s executions on P0 compared to P1 as its IND-CPrA
advantage. More formally, the advantage is the absolute dif-
ference in probabilities that the adversary guesses b′= 1 when
the game is initialized with b = 0 and b = 1, i.e.,

AdvIND-CPrA(A) =|Pr[IND-CPrAA
0 ⇒ 1]

−Pr[IND-CPrAA
1 ⇒ 1]|

A scheme where the adversarial advantage is non-zero is
insecure under IND-CPrA; this definition can thus serve as a
framework for evaluating the security of mitigations against
any attacks that exploit the network packet timings of an LLM
service. In §5, we will present a practical realization of the
adversary to guess the chosen prompt and show in §5.4 that
when applied to a wide range of real-world and hypothetical
streaming models for interactive LLM serving systems, it
provides a non-zero adversarial advantage.

4 LLM Response Streaming Models
We consider a range of real and hypothetical streaming models
for interactive LLM services that differ in how they stream
responses from the LLM service back to the user. For each
model, we show how the network adversary (§3) can extract
low-level information embedded within the network traffic
typically correlated with LLM optimizations. We will discuss
how this information can be used to learn sensitive fields in
user prompts and LLM responses in §5. Although many more
design points are possible, we consider six representative
streaming models to demonstrate the different granularities
of information they leak to the network adversary.

4.1 Token-by-token Streaming
Our first considered category of streaming models streams
one token back to the user at a time, with each token sent
back in a separate packet as soon as it is available at the LLM
service. We consider three models:

PacketPerToken describes a streaming model where the gen-
erated tokens are converted into strings (i.e., detokenized)

before they are packetized, encrypted, and sent to the user. It
encompasses real-world open-source LLM serving systems
like vLLM [27] and represents one extreme of the design
space, where the network adversary can extract the most in-
formation via network timing and size channels.

TokenPadding is a variant where each detokenized string is
padded to the maximum string encoding size before it is sent
in a packet to the user to hide the sizes of individual tokens
from a network observer.

NoSpecDecoding builds atop TokenPadding (i.e., employs
per-token padding), and in addition, also disables speculative
decoding. This is an extreme where no information about
token optimizations or sizes is leaked to an adversary, but the
responses are still streamed to the user for responsiveness.

Leaked information. As outlined in §2.3, optimizations like
speculative decoding introduce noticeable variations in token
generation times. Intuitively, tokens generated via the approx-
imation model in speculative decoding have observably lower
latency in this steaming model category than those generated
by the original model. Specifically, the transcript τ reveals this
latency gap through its timing channel since the inter-token
arrival times tinter are strongly correlated with inter-packet
arrival times, i.e., t i

inter ≈ τ[i].time− τ[i−1].time. The differ-
ences in inter-token arrival times can then be used to identify
which tokens are generated by the approximation vs original
models, as shown in Figure 4(a).

The adversary can use statistical methods like
HDBSCAN3 [44] to group tokens into different classes
based on their arrival times. HDBSCAN extracts clusters
in inter-packet delays, which is always two for speculative
decoding. While Figure 5 shows that the two categories of
tokens are distinguishable with high confidence for real-world
medical and financial use cases, we evaluate the precision of
HDBSCAN in grouping them into different classes in §7.2.

If no padding is used, in addition to the timing channel,
the adversary can also learn token sizes, i.e., the length of
the detokenized string, by subtracting various header sizes
from each packet size τ[i].size. All in all, this gives us two
key pieces of information:

• Optimization vector. A bit vector where ith bit is 1 if the ap-
proximation model generates the ith token, and 0 otherwise.

• Token sizes. The size of each detokenized string (typically
UTF8-encoded) in the LLM response.

In TokenPadding the adversary cannot learn the token
sizes, but it can still infer the optimization vector from the
timing channel. In contrast, NoSpecDecoding prevents the
adversary from learning optimization vector as well, only
revealing the total number of tokens in the response.

3Hierarchical Density-Based Spatial Clustering of Applications w/ Noise
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(a) Token-by-token streaming models (b) Round-by-round streaming models

Fig. 4: Reconstructing the optimization vector via (a) the timing channel in token-by-token streaming models (§4.1), and (b)
the size channel in round-by-round streaming models (§4.2).
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(a) Medical use case
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(b) Financial use case

Fig. 5: Histogram of inter-packet delays. The streaming delays of PacketPerToken are distributed along two different clusters,
corresponding to tokens generated by the original model (Phi3-14B, which yields the higher inter-packet delay cluster) and those
generated by the approximation model (Phi3-3.8B, which yields the lower inter-packet delay cluster). The x-axis scale breaks in
(a) and (b) demarcate regions with different scales (sub-millisecond vs hundreds of milliseconds) and shows that these clusters
are clearly separable for a network observer. See §7 for details on the experimental setup.
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Fig. 6: Error rates in estimating token counts per packet
across packets containing varying numbers of tokens in
ChatGPT. The estimation errors remain < 3% for TLS re-
sponse traffic from ChatGPT. The x-axis is limited to < 10
tokens since not enough packets have over 10 tokens to yield
statistically significant results.

4.2 Round-by-round Streaming
In this streaming model category, tokens generated in a single
speculative decoding round are aggregated into a single packet
before being sent back to the user. We consider two models:

PacketPerRound concatenates all tokens generated in a de-
coding round and sends them to the user in a single response
packet. This model is used in real-world offerings, e.g., Chat-
GPT [13], vLLM [45], and Gemini [14, 46] (evaluated in §6).

PacketPadding pads each token to the maximum string en-
coding size and injects fake tokens into the response packet,
ensuring that the same number of tokens (µ+1) are sent to
the user for each decoding round.

Leaked information. In the round-by-round streaming
model, the adversary can no longer extract the optimization

vector via inter-packet delays. However, it can still leverage
the size in PacketPerRound to reconstruct the optimization
vector. To do so, it uses the observation that with speculative
decoding, all tokens except the last generated in a decoding
round come from the approximation model. By correctly es-
timating the number of tokens ni generated for every round
i, the adversary can reconstruct the optimization vector as
shown in Figure 4(b).

To estimate the number of tokens in each round, the ad-
versary exploits the positive correlation between the number
of tokens generated in a decoding round and the size of the
packet containing those tokens. Specifically, knowing the
average size of token encodings (tavg) across packets, the ad-
versary can estimate the number of tokens ni for round i from
the packet size τ[i].size as ni ≈ ⌊ τ[i].size

tavg
⌋. We note, however,

that this estimation is subject to estimation errors stemming
from high variations in token sizes, i.e., if the token sizes vary
significantly, an observer may not get an accurate account of
the number of packets per round. Interestingly, in real-world
systems, we find that the token encoding schemes employed
in LLM responses end up ensuring that encoded token sizes
have a very small variance, i.e., the average encoded token
size permits accurate estimation of ni per packet (§6.2). Fig-
ure 6 shows that this approach achieves very low token count
estimation errors for packets containing varying numbers of
tokens in OpenAI’s ChatGPT [13] service. While we omit re-
sults for vLLM [45] and Gemini [46] for brevity, they observe
similarly low estimation errors using a similar approach.
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PacketPadding ensures that the adversary observes a con-
stant number of padded tokens sent per round, so packet size
τ[i].size is the same constant for every round i. The only ad-
ditional information the adversary can learn is the number
of decoding rounds the LLM takes to generate its response,
equal to the number of packets recorded in τ.

4.3 Non-Streaming Model
Finally, we consider the model that sends only one packet per
response, NonStreaming: it waits until the LLM has gener-
ated all the tokens in the response and then sends them back
to the user in a single packet. This model represents another
extreme in the design space: preventing the network adversary
from extracting useful information by forgoing interactivity.

Leaked information. In NonStreaming, τ contains a single
entry, where the timestamp corresponds to the end-to-end
latency of the LLM response and packet size corresponds
to the sum of encoded token sizes in the response. As a re-
sult, only the total number of tokens in the response is re-
vealed, estimated using the average encoded token size (as
in PacketPerRound). As with the estimation techniques de-
scribed in §4.2, this estimation is also subject to errors de-
pending on the variance in token sizes.

5 A Novel Network Side-Channel Attack
We now present a novel attack that leverages information
available to the network adversary (defined in §3) for a wide
range of LLM service streaming models (outlined in §4) to
learn privacy-sensitive fields within encrypted user prompts
and LLM responses with high accuracy. This attack analyti-
cally establishes the lack of security under IND-CPrA (§5.4)
for LLM services that use any of the streaming models in §4.

5.1 Attack Design

Goals. As noted in §2, in the privacy-sensitive use-cases of
LLMs, the user prompts and LLM responses contain sensi-
tive user attributes, such as preferred stock ticker symbols or
predicted trends in the financial use cases, or symptoms and
diagnoses in medical use cases [5,6,34]. Our attack aims to ex-
tract these private attributes by leveraging LLM optimization
information leaked in the network communications between
the LLM service and the user (§4). As discussed in §3.1, our
attack assumes that the adversary has black-box access to the
LLM service and knows the target privacy-sensitive use-case
(i.e., their prompt templates, §2.2).

Overview. Our attack operates in two phases: exploration
phase and exploitation phase. In the exploration phase, the
adversary tries to learn a mapping between the side-channel
information embedded in network side channels (discussed
in §4) and the private fields in user prompts/LLM responses;
it does so with black-box access to the LLM service, i.e., by
pretending to be an ordinary user. In the exploitation phase,
the adversary captures the encrypted network traffic from the

Fig. 7: The adversary generates a set of prompts for the ex-
ploration phase by (i) selecting the desired value of a private
attribute (e.g., diagnosis=NSTEMI/STEMI) drawn from a
known distribution and (ii) then crafting an input prompt that
would generate a response containing that attribute.

LLM service and predicts the private attribute values using
the mapping learned in the exploration phase.

5.2 Exploration phase
This phase learns how to map information embedded within
the network traces to privacy-sensitive attributes and com-
prises two steps. In the first step, the adversary issues a cu-
rated set of prompts to the LLM service, capturing both LLM
responses and network side channels. In the second step, it
trains a neural network over the captured data to learn the
mapping between side channel information and the privacy-
sensitive attributes.

Step 1: Collecting side channel information and private fields
for a curated set of prompts. The adversary first curates a set
of input prompts that follow the prompt template and attribute
distribution of the targeted privacy-sensitive use case (§2.1).
Figure 7 (top) shows an example of a prompt for the medical
use case. To generate this prompt, the adversary first selects
the diagnosis (a privacy-sensitive attribute) it wants to see
in the LLM response (NSTEMI / STEMI in the figure) and
then creates a patient description in the input prompt based
on the selected diagnosis. The way these prompts are curated
can be critical for the effectiveness of the attack. In particu-
lar, in many cases, privacy-sensitive attributes (e.g., medical
diagnoses) follow well-known distributions. As such, creat-
ing a set of prompts that follow this distribution improves
the accuracy with which the attack can predict the attribute
value for real user prompts in exploitation phase. However, if
such information is unavailable to an adversary (e.g., a propri-
etary distribution of preferred stock symbols for a financial
use case), it can always sample the values for these attributes
following a uniform random distribution over the attribute
domain. We study the impact of this information’s availability
on the attack’s efficacy in §7.3.

The adversary then issues its curated prompts to the LLM
service, recording the corresponding responses and packet
traces. For each prompt, it extracts (i) the privacy-sensitive
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Fig. 8: User prompts for different privacy-sensitive attributes
(e.g., anemia vs. influenza) result in responses with separable
‘clusters’ of optimization vectors, which our classifier model
learns in the exploration phase.

fields in user prompts and LLM responses and (ii) information
leaked in the packet traces (e.g., token sizes, optimization
vector, etc.) as described in §4. This information serves as
input features for training a classifier in the next step.

Step 2: Mapping leaked information to privacy-sensitive at-
tributes. In the second step, the adversary trains a classi-
fier model using the extracted information (leaked in packet
traces) as input and the privacy-sensitive attributes as the clas-
sification labels. The success of this classifier hinges on its
ability to classify prompt-response pairs into distinct classes
with the same privacy-sensitive attribute based on the leaked
information. Figure 8 shows an example of this clustering
across different prompts in the medical use case, using only
the optimization vector as the sole source of leakage. We
use a simple Multilayer Perceptron (MLP) [47] to capture
the relationship between these input vectors and private at-
tributes with high accuracy across various domains (§7.1).
We note that our attack is modular and can employ a wide
variety of other models like random forests [48] and ensemble
methods [49, 50] to determine the final label. We analyze the
impact of model selection on training accuracy in §7.3.

5.3 Exploitation phase
In this phase, the adversary uses the trained classification
model to predict privacy-sensitive attributes for victim user-
LLM service interactions based on the captured encrypted
communications between them. In particular, for each victim
user prompt, the encrypted packet traces for the LLM response
are analyzed to extract the leaked information (as outlined
in §4). This information is used to construct an input feature
vector and fed to the trained classifier model, which yields
a classification label, i.e., a value for the privacy-sensitive
attribute. The accuracy of this prediction is the basis for show-
ing the lack of security of existing interactive LLM services
under IND-CPrA, as we show next.

5.4 Security Impact
Our IND-CPrA adversary A is defined as follows: A1 runs
the exploration phase using its black-box access to the LLM
and generates P0 and P1 based on its prompt curation strat-
egy. After the LLM serving scheme executes inference on

Pb, A2 runs the exploitation phase on the generated transcript
τb. A guesses b′ = 0 if the classifier’s output matches the
label of P0, and b′ = 1 if the classifier outputs the label of
P1. If the classifier’s output does not match either prompt, A
guesses randomly. Our evaluation (§7, §6) confirms that the
classifier achieves (often significantly) better accuracy than
random, i.e., A’s advantage under IND-CPrA is non-zero
(AdvIND-CPrA(A) > 0) for existing LLM serving systems,
confirming their lack of security.

6 Attacking Real-world LLM Services
We study the feasibility of our attack (§5) on three real-world
LLM services. We seek to answer the following questions:

• Is the attack effective on black-box LLM services where
the adversary lacks knowledge of their internal operation
and optimization techniques? (§6.1)

• What information do real-world LLM services leak in
their network side channels? (§6.2)

Targeted services. We target (i) ChatGPT’s GPT-4 mod-
els [13, 35] (gpt-4o, gpt-4o-mini) (ii) Google’s Gemini
model 1.5-pro [14], and (iii) vLLM framework [27, 45, 51]
from [52] using Phi3 14B and 3.8B models as original and
approximation models, respectively.

While ChatGPT and Gemini internals are not public, an
analysis of captured packet traces for their streaming APIs
suggests the use of round-by-round streaming (§4.2). For
instance, in ChatGPT, each token is encoded as a JSON object
(adding 244B metadata to 3–15B tokens), and several of these
tokens (presumably for the same decoding round) are batched
into a response packet.

Since vLLM’s infrastructure code is open sourced, we
have better insight into its internal operation. Specifically,
it uses speculative decoding and follows the token-by-token
streaming model (§4.1), a variant of PacketPerToken. How-
ever, each packet includes not only the newly generated token
but also all the previously generated tokens for that prompt,
e.g., successive response packets for a medical prompt might
contain “A,” “A severe,” “A severe headache,” and so on.

The adversary observes the encrypted packet traces be-
tween the user and the LLM service for all systems, including
the TLS handshake, cipher exchange packets, and data packets.
During the exploration phase, the attack filters out non-data
packets and extracts the leaked information from the packet
transcript based on each service’s closest streaming model
(as discussed in §4). We discuss the implications of JSON
wrapping and cumulative encoding of tokens in packets on
extracting the leaked information in §6.2.

Curating prompts for targeted use cases. Due to budget lim-
itations, we restrict the size of the adversary’s curated prompts
for large models (gpt-4, gpt-4o and gemini). Specifically,
we use 10k prompts for the financial use case, restricting
focus to the 10 largest NASDAQ [53] companies for stock
symbols. For each symbol, we focus on trends for 350 days,
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(a) Classification using complete network transcript
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(b) Classification with network transcript truncated to first 20 packets

Fig. 10: Intra- and inter-attribute distances in GPT-4o models for different leakages. Each box marks 25th and 75th percentile,
while the horizontal line in it marks median and whiskers mark minimum and maximum values. See §6.2 for details.

with three possible news events affecting the outcome of the
LLM’s stock predictions. For the medical use case, we focus
on the 10 most common diseases and use 10k prompts.

6.1 Attack Efficacy
Our attack experiments follow the same structure as those in
§7.1; we now summarize our key takeaways for Figure 9.

The attack is effective on real-world LLM services. Our
attack achieves between 54–92% prediction accuracy for
privacy-sensitive attributes on the evaluated financial and
medical use cases, which is much higher than that for random
guesses (e.g., 0.96% for stock symbols, 8.5% for diseases).
This establishes adversarial advantage under IND-CPrA.

GPT-4o observes higher attack accuracy than 4o-mini. In-
terestingly, the attack observes higher accuracy against the
gpt-4o model than the gpt-4o-mini model. As we will
show in §6.2, this is because the leaked information (e.g.,
optimization vector and packet sizes) for gpt-4o-mini have
a weaker correlation with the privacy-sensitive attribute class
that the prompt-response pair corresponds to, when compared
to gpt-4o. While we do not know to what extent either of
these models employs speculative decoding (or similar) op-
timizations, the difference in correlations suggests a more
aggressive use of optimizations in gpt-4o than in 4o-mini.

Gemini observes lower accuracy than GPT. On average,
gemini observes 3–5% lower accuracy than gpt-4o. We
attribute this to the slightly higher error rate in extracting the
optimization vector from network traces in Gemini.

Mounting the attack is relatively inexpensive (≤ $100).
Since the exploration phase requires the adversary to issue
prompts to the LLM service, the cost of this phase of the attack
is measured as the cumulative cost of API calls to the respec-
tive models. Our measurements indicate that it costs $94 and
$3.4 for the gpt-4o, and gpt-4o-mini models, respectively.
This shows that a careful curation of prompts can lead to sig-
nificant accuracy at a relatively low cost, even when targeting
the most expensive and powerful LLM models. Additionally,
the adversary needs to train the MLP as its classifier, which
takes around 8 mins on an Nvidia L4 GPU, which costs < $1
even by conservative estimates.

6.2 Information Leaked in Network Traces
We now analyze the accuracy and impact of the information
extracted from network traces for real-world LLM services.

Extracting leaked features from packet traces. The
PacketPerRound streaming model (§4.2) in ChatGPT and
Gemini exposes two side channels: the token count per packet
and the size of each packet. Interestingly, per-token JSON
encoding in the responses enables a more accurate estima-
tion of the number of tokens per packet. This is because such
JSON encoding reduces variance in the size of each encoded
token (from 3–15B in PacketPerRound to 248–260B in Chat-
GPT responses), reducing the error in estimating token counts
based on the average encoded token size.

On the other hand, each of vLLM’s response packets con-
tains both the new and all previous tokens; as such, every
subsequent packet is larger than the last. This can introduce
noise in the timing channel due to variability in packet sizes
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and, therefore, transmission delays. However, the measured er-
ror of the optimization vector generation is negligible (0.12%)
since the additional transmission delay introduced by a longer
response string (< 300µs) is at least two orders of magnitude
smaller than the difference in token generation times between
the original and approximation models (> 50ms).

Mapping leaked features to private attributes. As dis-
cussed in §5.1, the accuracy of our attack’s classifier model
depends on the correlation of leaked features to the private
attributes: for high accuracy, prompt-response pairs with the
same attribute value should have similar leaked features, and
vice versa. We quantify this similarity using the normalized
L2 distance between leaked features represented as integer
vectors. Specifically, intra-attribute distance corresponds to
the average L2 distance between two feature vectors for the
same attribute. In contrast, inter-attribute distance represents
the same for feature vectors for different attributes. A good
candidate for leaked features would ensure that the gap be-
tween intra- and inter-attribute distance for the corresponding
feature vectors remains high for high clustering accuracy.

In Figure 10(a), we compare the inter- and intra-attribute
distances for the two leaked features in OpenAI’s streaming
model: packet sizes (i.e., sum of token sizes per packet) and
the number of tokens per packet. While individual token sizes
for ChatGPT and raw packet sizes for Gemini are not leaked
for these models, we still include the attribute distances based
on token sizes to serve as an upper bound on the achievable
gap between the intra- and inter-attribute distances. The figure
shows that packet sizes and (to a lesser extent) the number
of tokens per packet serve as reliable features for classifying
prompt-response pairs based on their private attribute value,
for both gpt-4o and gemini, albeit less so than token sizes
(which are not leaked). In our evaluations, the combination of
packet sizes and number of tokens permit sufficiently accurate
clustering, resulting in high prediction accuracy (§6.1).

For ChatGPT, we also observed that, despite configuring
the LLM to minimize randomness in its outputs (via its tem-
perature parameter), responses to the same prompt begin to di-
verge when they grow beyond a certain number of tokens [54].
This reduces prediction accuracy in the attack for longer re-
sponses. One approach to address this is to truncate the net-
work transcript to a fixed number of tokens to remove the
randomness introduced by the latter tokens during the attack’s
exploration and exploitation phases. Figure 10(b) shows the
accuracy with the transcript truncated to the first 20 packets,
demonstrating a larger gap between intra- and inter-attribute
distance. We leave investigating the ‘optimal’ number of to-
kens for maximizing attack accuracy to future work.

7 Attacking Controlled LLM Serving Systems
with Speculative Decoding

We evaluate our proposed attack (§5) atop various LLM
streaming models (§4) in a controlled setup to understand:

Table 1: Summary of Curated Prompts

Use case # Possible Attribute Values #Prompts References
Medical 35 (diagnosis) 949,854 [5, 6, 59]
Financial 104 (symbols), 12 (trends) 1,545,648 [34, 53]

• accuracy of the proposed attack for various privacy-
sensitive use cases and streaming models (§7.1),

• impact of noise (§7.2) and adversarial knowledge (§7.3).

Targeted LLM serving setup. We implemented a reference
LLM service that processes user prompts sequentially. The
service employs Microsoft’s Phi3 model [55] as a represen-
tative of open-source LLMs, sharing its architecture with
widely used models like Llama [1] and Gemini [14]. We use
the 14B [29] and 3.8B [56] models as the original and ap-
proximation models, respectively. We run the models on an
NVIDIA RTX 4090 GPU with 24GB memory using int 8-bit
quantization [57] for the approximation model via the bitsand-
bytes library [58]. We use deterministic sampling (top-1) for
token generation and limit the number of output tokens to 128.
Our service supports all streaming models introduced in §4.

Curating prompts for targeted use scenarios (Table 1). We
evaluate the medical and financial use scenarios introduced
in §2.2. We extract diseases and patient descriptions from
the DDXPlus [59] dataset and format them in a ChatCAD
prompt template [5, 6]. For the financial service, we generate
a dataset following the template used in a recent LLM stock
prediction system [34]. Specifically, we extract stock trends
from Nasdaq-100, create stock symbol descriptions using
gpt-4o [13], and for each symbol, select 1 of 12 gpt-4o-
generated news articles ranging from “very unfavorable” to
“very favorable” to consider the potential effect of the news
on stock prices. For both use cases, we reserve 10% of the
prompts as real user prompts that are not made available to the
adversary. We assume that the disease distribution is known
to the adversary while prompts for the financial use case are
uniformly distributed over stock symbols.

7.1 Feasibility of the Proposed Attack
We use three metrics to evaluate the attack accuracy: accu-
racy, top-3 accuracy, and adjacent accuracy. Accuracy is the
percentage of cases where the adversary correctly identifies
the LLM-assigned attribute. Top-3 accuracy is the percentage
of cases where the correct attribute value is among the top
three predictions from the attack’s classifier. Finally, adjacent
accuracy, measured only in the financial use case, is the per-
centage of cases where the correct trend is either equal to or a
neighbor of the predicted trend (e.g., U3 predicted for U2; see
§2.2 for a description of trend classes). These more ‘relaxed’
accuracy metrics correspond to practical threat models where
the adversary may be satisfied with approximately correct
predictions. We now present our key takeaways.

The attack achieves high accuracy for streaming mod-
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els used in the real-world (Figure 11). In particular, for
the streaming models that real-world services are based on
(PacketPerToken and PacketPerRound; §6), the accuracy is
much higher (63–95%) than random guesses (8.5%, 0.9%, and
60% for medical diagnoses, stock symbols, and stock price
trends, respectively). The prediction accuracy is even higher
(82–98%) for the more relaxed top-3 and adjacent metrics.

Streaming models expose a tradeoff between security and
performance (Figure 12). While streaming models that em-
ploy batching and padding achieve better security (shown
as reduced accuracy in Figure 11), they do so by incurring
higher performance penalties. We quantify performance over-
heads using (i) network bandwidth used for padding and (ii)
time per token, which captures interactivity. Figure 12 shows
overheads for each streaming model normalized by those for
PacketPerRound (which are nominal). We make several in-
teresting observations:

• TokenPadding incurs a 7.5× network overhead to hide
token sizes but is ineffective at reducing attack accuracy.
This is because the adversary can still use inter-token
delays to construct the optimization vector.

• PacketPerRound groups tokens into packets, incurring
no interactivity or bandwidth overhead while reducing
the attack accuracy relative to TokenPadding. Batching
tokens from a decoding round into a packet does not incur
additional delays because these tokens are verified by the
original in parallel and finalized simultaneously (§2.1).

• PacketPadding is secure in our evaluated use cases since
the prediction accuracy is comparable to random guesses,

i.e., the number of decoding rounds does not leak much
information. However, it also incurs the highest network
bandwidth overhead (119×) by injecting fake tokens with
additional padding in each decoding round. Our measure-
ments show that the increased transmission delays due to
the larger payloads are negligible relative to LLM over-
heads and do not affect interactivity.

• Unsurprisingly, NonStreaming is also secure, as it only
leaks the sum of all token sizes and the estimated total
number of tokens. However, it exhibits significantly higher
network overheads and lower interactivity, with the aver-
age time per token 11.6× and 9.7× higher for the medical
and financial use cases, respectively.

• Similarly, NoSpecDecoding is secure. However, com-
pared to TokenPadding, disabling speculative decoding
significantly degrades interactivity (by ∼ 5.8×).

Issuing curated prompts to the LLM service dominates
the attack’s overheads. Our attack’s overheads stem from
three key factors: (i) issuing curated prompts to the LLM
service and (ii) training the classifier in the exploration phase,
and (iii) communication overheads in the exploitation phase.
In our evaluation setup, issuing prompts to the LLM service
took 43 hours for the medical use case and 56 hours for the
financial use case, primarily due to the time the LLM takes
to generate responses. Training the MLP took a mere 16
minutes for 100 epochs, while the communication cost in
the exploitation phase is negligible; this is because capturing
LLM response packets using tcpdump does not incur much
overhead given their low data rate.
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Fig. 13: Impact of noise. See §7.2 for details.
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Fig. 14: Attack’s sensitivity to adversarial knowledge. See §7.3 for details.

7.2 Impact of Noise

Choice of GPU does not affect the estimation accuracy
for the optimization vector (Figure 13(a)). While the exact
token generation time varies with the computational power
of the GPU, the latency gap between tokens generated by the
original and prophet models remains consistently high across
different GPU models, i.e., the approximation model is sig-
nificantly faster than the original model. This permits perfect
clustering of tokens using HDBSCAN based on delays.

Network jitter can affect the optimization vector estima-
tion accuracy (Figure 13(b)). We measure the token cluster-
ing accuracy via HDBSCAN as a function of network jitter
(measured as the standard deviation of network RTTs) to as-
sess its impact on optimization vector estimation. Even with a
high network jitter of 100 ms, the clustering accuracy remains
around 95%. Although token clustering accuracy decreases
noticeably as network jitter increases further, we expect this
degradation to be minimal in networks without heavy con-
gestion. To calibrate our findings, we measured the actual
network jitter for connections to OpenAI servers, which were
∼ 0.10ms over wired and 2.98ms over wireless channels. We
also measured the jitter for a user in Germany accessing the
US server over a wireless channel as 26.9. Shown as vertical
lines in Figure 13(b), these measurements show that real-
world jitters (including effects from cross-traffic) remain well
below the threshold that would degrade accuracy.

Attack accuracy decreases as the noise (errors) in the
optimization vector increases (Figure 13(c)). We analyze
the impact of noise on the end-to-end attack accuracy by di-
rectly injecting errors into the optimization vector (by flipping
random bits) for the TokenPadding model. The attack accu-

racy remains above random guesses (red horizontal lines),
although it does drop down to 35% at 10% noise. Although
the accuracy reduction appears significant, we note that direct
noise injection into the optimization vector demonstrates the
worst-case scenario, e.g., 10% noise corresponds to a network
jitter of over 130 ms!

7.3 Sensitivity Analysis

High attack accuracy is achievable with few prompts (Fig-
ure 14(a)). We find that attack accuracy decreases sub-linearly
with a decrease in the number of prompts that the adversary
can train its classifier on — even 10% of the prompts used
in Figure 11 can yield comparable attack accuracy. This is
notable as the adversary must send each prompt to the LLM
service, which typically charges a fixed cost per token. In
§6.1 we show that our attack can achieve high accuracy for
real-world LLM services with a < $100 budget.

Attack accuracy remains high without knowledge of the
distribution of private attributes. In §7.1, the adversary
leverages the distribution of diseases in the medical use case
to generate prompts and train the classifier. To assess the
impact of this knowledge, we repeated the experiment with
uniformly distributed diseases. Although the prediction and
top-3 accuracy decreased by a small amount — from 63% to
58% and from 82% to 79%, respectively — the result shows
the attack can remain effective without this information.

Larger input to the classifier increases the attack accuracy
(Figure 14(b)). For both medical and financial use cases, the
first 48 tokens contain the most information in the optimiza-
tion vector; beyond this point, increasing the input size does
not improve attack accuracy. Interestingly, in the financial
use case, the first 16 tokens emitted by the LLM are nearly
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identical (corresponding to a common preamble), containing
no valuable information for the attack.

Simpler ML models can achieve comparable accuracy
with lower computational cost (Figure 14(c)). While MLPs
excel at learning complex patterns in data, simpler ML meth-
ods may trade off accuracy for computational cost. We eval-
uated our attack’s accuracy using a decision tree [60] with
a maximum depth of 32 as the classifier. The decision tree
reduces accuracy by ∼ 7–9% compared to the MLP but of-
fers significant computational efficiency; its training takes
less than 30 seconds, which is 35× faster than the MLP. This
efficiency makes decision trees appealing for adversaries who
aim to balance accuracy with the cost of mounting the attack.

8 Related Work

Network side-channel attacks. A long line of network side-
channel research has shown that a passive persistent network
adversary can learn private user activities [36, 61] and sen-
sitive user information simply by analyzing network traces
at various layers, e.g., the application layer [37, 62, 63], IP
layer [64] and the physical layer [65,66]. Our work is the first
to formalize the network side channels of interactive LLM
services and formulate an attack on them.

Attacks using ML. Machine learning (ML) has become
a powerful tool in extracting secrets from noisy or sparse
side channels. ML techniques have been successfully ap-
plied to side-channel attacks in various settings, including net-
works [37,67–69], operating systems [70], and even low-level
hardware [71, 72]. The closest to our work are attribute infer-
ence attacks that leverage ML models to infer private infor-
mation about individuals from publicly available data [12,73].
Our attack builds on this approach to design a high-accuracy
attribute inference attack on LLM services, leveraging side-
channel vulnerabilities unique to such systems.

Attacks on ML. ML models have been subject to various at-
tacks with different adversarial assumptions and goals. Mem-
bership inference attacks [8–10, 74] focus on sensitive in-
formation leaked by ML models about their training data.
Instead, we focus on extracting private user attributes from
the model’s output during inference.Prompt attacks against
interactive LLM services use engineered prompts to elicit
harmful responses from the LLM [75–77]. In contrast, our
work does not aim to change the LLM’s behavior and only
queries the LLM service to collect network side-channel infor-
mation. Closest to our work is recent work on side channels in
ML systems [78], although they ignore network side channels.
Our work is the first to show that interactivity optimizations
inadvertently expose network side channels in LLM services.

9 Discussion
Despite our focus on speculative decoding, side-channel vul-
nerabilities exist for other optimizations in LLM serving. We

highlight these optimizations below as avenues for future
work.

Prompt caching. Prompt caching [18, 79, 80] allows fre-
quently reused prompt segments to be precomputed on the
LLM-serving infrastructure and then reused whenever they
appear again in a user request. This strategy significantly
reduces time-to-first-token (TTFT) latency, enhancing user-
perceived responsiveness. However, by precisely measuring
TTFT across different requests, an adversary could infer
whether a particular prompt segment was served from the
cache. Such inferences may leak details about the prompt’s
content or reuse patterns — potentially revealing sensitive
data if repeated context is detected, as pioneered in [81, 82].

Early-exit LLMs. Early-exit mechanisms for LLMs [83–85]
terminate inference once the model becomes sufficiently con-
fident in the next token. This approach parallels speculative
decoding: “easier” tokens are generated quickly, while more
“difficult” tokens require additional Transformer layers. Con-
sequently, these models exhibit nonuniform token-generation
times, exposing yet another timing side channel. By mon-
itoring inter-token delays, an attacker might deduce which
tokens are considered easy or difficult, obtaining hints about
the underlying text’s structure or content.

Tool-augmented LLMs. Many modern LLM applications in-
tegrate external APIs or databases, often through a mechanism
called LLM function calling [86–88]. Here, the model emits a
function call whenever it needs to access external information
or tools. These calls are then interpreted and executed outside
the LLM server, with results returned to the LLM in a separate
step. A potential side-channel risk emerges because popular
LLM services such as ChatGPT and Claude treat function
calls as indivisible blocks in streamed responses rather than as
standard token-by-token outputs [89, 90]. Developers benefit
from this for clarity, but it can leak the length of function call
signatures. An adversary monitoring network traffic might
detect a sudden increase in payload size correlated with these
calls, allowing them to identify whether (and which) external
tools are being invoked—a particularly troubling outcome if
these calls pertain to sensitive user data or private analytics.

10 Conclusion
Performance optimizations in interactive LLM services, par-
ticularly speculative decoding, expose new network-side chan-
nels, specifically optimization-dependent packet timings and
sizes. Our novel attack on real-world LLM services demon-
strates that this leakage is closely tied to private user attributes,
presenting an acute privacy concern. We show that defenses
against such attacks expose a security-performance tradeoff
that may be useful to practitioners designing such systems.
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Appendix
A Prompt Syntax for Evaluated Use Cases
In §2, we introduced ChatCAD [5, 6] and AWS stock fore-
casting [34] as privacy-sensitive use cases of interactive LLM
services. This section details the exact structure of the prompts
for these use cases, which the adversary uses to curate prompts
in §7 and §6.

Medical prompts. Each medical prompt describes a patient
randomly sampled (without replacement) from the DDx-
Plus [59] dataset. The input prompt begins by describing
the patient’s age and gender (e.g., “Patient is a 21-year-old
Male”) and continues with a list of the patient’s initial survey
based on the disease-related questionnaire they filled out. The
survey is formatted as a concatenation of questions and an-
swers (e.g., “Characterize your pain: a cramp.”). At the end
of the survey section, we include the universe of all possible
diagnoses in the DDxPlus dataset (“Given the list of possible
pathologies: URTI, HIV, . . .”), and ask the LLM to predict the
diagnosis from the provided list (“what is the one most likely
differential diagnosis?”). We do not control the syntax of the
LLM’s medical output and extract the predicted diagnosis
using text processing techniques.

An example of the medical attack prompt

• User prompt: Patient is a 21-year-old M. Initial
evidence: Have you recently had stools that were
black (like coal)?. Additional symptoms: Charac-
terize your pain: a cramp; Do you feel pain some-
where? . . . Given the list of possible pathologies:
URTI, HIV (initial infection), . . ., Ebola, Bron-
chiolitis, what is the one most likely differential
diagnosis?

• Output of LLM: The most likely differential di-
agnosis for this patient is anemia. The patient’s
symptoms of fatigue, dizziness, and black stools
(indicative of gastrointestinal bleeding) align with
this condition. The absence of fever, cough, or
recent travel reduces the likelihood of infections
like URTI, pneumonia, or tuberculosis. The lack
of chest pain or shortness of breath makes cardiac
issues like atrial fibrillation, unstable angina, or
myocarditis less likely.

Financial prompts. We sample symbol, date, and
stock history without replacement from the Nasdaq-100
dataset [53]. Each financial prompt begins with the field

“Date of prediction: {date}” to provide the LLM with time
context for the prediction. The prompt continues with an In-
struction field, specifying the task for the LLM: predicting
the next day’s stock return for a specific symbol by analyzing

the company’s profile, a list of positive and negative factors
affecting the stock price, recent returns, and a piece of news
about the company. This section also describes the trend cate-
gorization scheme across bins ranging from D5+ to U5+ for
the LLM. Each trend category indicates an increase (U) or de-
crease (D) in the stock price by a range between x and x+1%,
while D5+ and U5+ indicate more than 5% decrease and more
than 5% increase in the price, respectively.

The next field in the input prompt is the symbol’s pro-
file, detailing the company and its positive and negative fac-
tors. These descriptions are generated using the GPT-4o API.
A list of 15 days of stock return history is then provided
as a comma-separated list under the “Recent Returns” field.
The prompt concludes with a news item formatted as “Re-
cent {news-quality} News: {news}”. Each news is sam-
pled from a set of 144 news items collected for each symbol,
categorized into 12 different news-quality categories. A
sample of our curated prompts follows.

An example of the financial attack prompt.

• User prompt: Date of prediction: 2016-11-02
Instruction: Forecast next day stock return (price
change) for ALXN, given the company profile,
and the company’s stock returns for the last 15
days. The trend is represented by bins "D5+",
"D5", "D4", "D3", "D2", "D1", "U1", "U2", "U3",
"U4", "U5", "U5+", where "D5+" means price
dropping more than 0.5%, . . .
Company Profile: Description: ALXN is a bio-
pharmaceutical company specializing in devel-
oping and commercializing treatments for rare
diseases.
Positive Factors: . . .
Negative factors: . . .
Recent Returns: D1, D1, D2, D2, U3, U1, D2,
D1, U1, D1, D2, U4, U1, U2, D3
Recent Neutral news: ALXN receives condi-
tional approval for its new product, pending fur-
ther medical data.

• Output of LLM: Stock return: U2
Rationale: ALXN’s recent returns show a pattern
of minor fluctuations with a slight upward trend,
indicating resilience in the face of negative factors.
The company’s strong R&D pipeline and success-
ful medical trials suggest potential for positive
developments. Although there are concerns about
competition and regulatory hurdles, the growing
demand for rare disease treatments and potential
M&A activity could drive the stock up. The recent
neutral news about Adobe is unlikely to impact
ALXN’s performance directly.
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