The only thing that will redeem mankind is cooperation.
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## Abstract

The importance of cooperative relaying communication in substituting for, or complementing, multiantenna systems is described, and a brief literature review is presented.

Amplify-and-forward (AF) and decode-and-forward (DF) relaying are investigated and compared for a dual-hop relay channel. The optimal strategy, source and relay optimal power allocation, and maximum cooperative gain are determined for the relay channel. It is shown that while DF relaying is preferable to AF relaying for strong source-relay links, AF relaying leads to more gain for strong source-destination or relay-destination links.

Superimposed and selection AF relaying are investigated for multirelay, dual-hop relaying. Selection AF relaying is shown to be globally strictly outage suboptimal. A necessary condition for the selection AF outage optimality, and an upper bound on the probability of this optimality are obtained. A near-optimal power allocation scheme is derived for superimposed AF relaying.

The maximum instantaneous rates, outage probabilities, and average capacities of multirelay, dual-hop relaying schemes are obtained for superimposed, selection, and orthogonal DF relaying, each with parallel channel cooperation (PCC) or repetition-based cooperation (RC). It is observed that the PCC over RC gain can be as much as 4 dB for the outage probabilities and 8.5 dB for the average capacities. Increasing the number of relays deteri-
orates the capacity performance of orthogonal relaying, but improves the performances of the other schemes.

The application of rateless codes to DF relaying networks is studied by investigating three single-relay protocols, one of which is new, and three novel, low complexity multirelay protocols for dual-hop networks. The maximum rate and minimum energy per bit and per symbol are derived for the single-relay protocols under a peak power and an average power constraint. The long-term average rate and energy per bit, and relay-to-source usage ratio (RSUR), a new performance measure, are evaluated for the single-relay and multirelay protocols. The new single-relay protocol is the most energy efficient single-relay scheme in most cases. All the multirelay protocols exhibit near-optimal rate performances, but are vastly different in the RSUR.

Several future research directions for fixed-rate and rateless coded cooperative systems, and frameworks for comparing these systems, are suggested.
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## Chapter 1

## Introduction

### 1.1 Cooperative Communication

Multimedia services of seamless fourth-generation wireless communication networks require larger data rates and better sustainable qualities of service. This necessitates more prudent economical use of network resources such as time, bandwidth, energy, and space. On the other hand, the capacity of multiaccess wireless channels is mostly restricted by the transmitter power, channel impairments, and interference. Utilizing multiple, almost independent, receptions of a transmitted signal, widely known as diversity, is a recognized way of overcoming these limitations.

Diversity is implemented in a variety of forms including time, frequency, and multipath diversities. Spatial diversity in multiantenna or multi-input, multi-output (MIMO) systems is possibly one of the most brilliant kinds of diversity ever devised. It makes use of different independent paths in free space, which is abundantly available to communicating parties, to provide multireception at the receiver.

Spatial diversity can be easily coupled with other kinds of diversity to enhance the capacity without much additional complexity. However, while it offers spatial diversity, conventional MIMO communication contends with a number of deficiencies. First, it cannot overcome severe shadowing between the transmitter and receiver as all the physical antennas that make the communication feasible are concentrated at either the transmitter or the receiver. Second, MIMO systems leave the everlasting crucial demand for light and small mobile communicating equipment almost unanswered since they basically require mobile devices to accommodate more than one transmitting/receiving antenna. Although
the numerous advantages of MIMO systems may sometimes outweigh these deficiencies, devising substitute methods for attaining nearly the same benefits, while also combating shadowing and avoiding actual multiantenna equipment in a node, sounds promising. Cooperative communication has been proposed to achieve this objective.

Relaying channels are the building blocks of cooperative communication. The classic relay channel consists of a source, a destination, and a relay that assists the source, e.g. by relaying its message to the destination. Depending on whether the relay amplifies and forwards, decodes and forwards, or quantizes/compresses and forwards, the information received, the relaying is called amplify-and-forward (AF), decode-and-forward (DF), or compress-and-forward ( CF ) relaying, respectively. General relay channels are more complex and exploit several relays to assist one or more sources by passing their messages.

Relays can also have their own messages to send, and become sources of information. What essentially happens in these situations is that several sources pool their resources to reliably send each other's messages to the corresponding destinations. In fact, two or more nodes share their antennas to form a virtual array and imitate MIMO systems.

The important role of relaying in ad hoc networks is prevalent and undeniable since the nodes themselves act as switches and routers for each other. Relays can be utilized equally well in cellular networks and sensor networks where power consumption is a concern.

One of the main rationales behind relaying is to create a new form of diversity, called distributed spatial diversity or user cooperative diversity. Cooperative diversity is the natural result of benefiting from other users' antennas, which can provide the destination with fresh replicas of the transmitting signal. Besides the inherent diversity gain, other benefits of relaying, directly or indirectly brought about by cooperative diversity, include economical power consumption by multihop routing, and combating shadowing effects in the channel between the transmitter and receiver.

Resilience against shadowing is a key difference between multinode cooperative systems and conventional MIMO communication, and represents one of the important motivations behind cooperation. As explained above, conventional MIMO systems are susceptible to severe direct-link shadowing. Severe shadowing can hamper conventional single-hop communication such that neither multiantenna transmission nor coding can improve direct transmission (DT) substantially. However in cooperation, if the direct link is blocked, the communication may be still feasible through distributed relaying nodes. Indeed, if the
quality of service has to be sustained under severe shadowing, collaborative transmission appears to be an inevitable solution, rather than a mere substitute or complement to multiantenna systems.

Cooperative relaying communication also becomes more persuasive and appealing if the use of multiple antennas in the system is prohibited by hardware physical limitation.

In contrast to MIMO schemes, one major challenge in cooperative networks is the noisy fading channel among distributed shared antennas of different nodes. Therefore, MIMO systems may be considered as ideal collaborative networks, whereas collaborative networks can be regarded as distributed MIMO systems.

It may first seem on the surface that cooperation incurs increased power consumption due to sources sending each other's messages as well as their own. However, it has paradoxically been demonstrated that energy can be considerably saved in the system owing to the dominance of the cooperative diversity gain. In fact, it has been confirmed that two major benefits brought about by cooperation in different channel scenarios include larger data rates and less sensitivity to channel variations. Therefore, cooperative diversity has the potential of being exploited in lieu of or along with MIMO spatial diversity. One drawback of cooperation is its unavoidable signal processing delay. However, it may be argued that for most practical purposes this delay is tolerable and outweighed by the cooperative gain.

### 1.2 Literature Review: Pioneering Research

While Meulen introduced the concept of relaying by analyzing a three-terminal network and obtaining bounds on the mutual information (MI) flow among the nodes [1], [2], Cover and El Gamal were first to introduce and comprehensively analyze the classic relay channel [3]. The development in [3] embraced many ideas that appeared later in the literature. The authors analyzed their relay scheme in a static channel from an information-theoretic viewpoint, and derived upper and lower bounds on the capacity of the relay channel, and in some limited cases, found the exact capacity. It was assumed that the relay assistance takes the form of facilitation, cooperation, or observation.

Some achievable rates for multirelay scenarios with DF and CF relaying were derived in [4]. The authors also developed some DF and CF strategies for relay channels, multiaccess relay channels, and broadcast relay channels. In [5], a three-node relay channel in
a Rayleigh fading environment was examined, and, partly by invoking the results in [3], several upper and lower bounds on the outage and ergodic capacities were derived.

Cooperative networks were first considered and analyzed for cellular environments in [6], [7], where the merit of cooperation was demonstrated in achieving significantly larger rates than conventional DT, and less sensitivity to channel variations. The authors considered a generalized feedback model, introduced in [8], for a two-user cooperation and obtained maximum achievable rates for the partners. They also proposed a code division multiple access (CDMA) framework for collaboration. Cooperation in ad hoc networks was considered in [9], [10], where several novel cooperative protocols based on AF and DF relaying were proposed, and their outage probabilities and diversity orders were obtained. It was assumed that each node is allotted one of available orthogonal time or frequency channels so that multiaccess interference (MAI) is avoided.

Coding techniques in relaying constitute another important part of advancement in the theory of cooperative communication. In fact, collaboration gain on the one hand, and immense coding gain on the other hand, motivated many researchers into devising efficient schemes and strategies for applying coding to cooperation. Some of these techniques and protocols include distributed space-time coding (DSTC) [9], [11]-[14], dynamic DF relaying [15], coded cooperation [12], [16]-[19], parity forwarding [20], and rateless coded cooperation [21], [22].

Research in the area of cooperative communication has been very active, leading to a myriad of results, insights, and novel designs in addition to the aforementioned. Other literature reviews relevant to the topic of the thesis are presented in the introduction sections of the subsequent chapters.

### 1.3 Subject and Scope

The topic of the dissertation is restricted in scope to the following:

- We only consider dual-hop AF or DF relaying, where there is a source of information, a destination, and one or more relays that can assist the source by communicating its message to the destination in dual-hop links using an AF or a DF operation. Note that cooperative networks can be considerably large and complex. Dual-hop networks can be viewed as one of the building blocks of larger networks. They have cheaper
and less complex network coordination, implementation, and routing, and provide distributed spatial diversity, described in Section 1.1. Also, AF and DF relaying have attracted major attention to date owing to their simplicity and/or performance approaching the channel capacity in some cases.
- Only half-duplex relays are considered; i.e. relays that cannot simultaneously transmit and receive on the same frequency band. The possibility of full-duplex operation, i.e. simultaneous transmission and reception on the same band, for small communication devices is implausible due to current practical radio limitations, including insufficient isolation between the transmitting and receiving circuitries [6], [7], [23].
- Physical layer performance evaluation, protocol design, and network routing techniques constitute the topics investigated in the dissertation. Other functionalities and issues in other communication layers, such as the problem of cooperative partner selection, network traffic management and scheduling, the network lifetime, and crosslayer design, are not considered.
- We assume for simplicity that relays do not have or transmit messages of their own. In other words, multisource scenarios are not discussed. Nonetheless, many schemes and protocols considered and proposed in the thesis can be straightforwardly extended to multisource cases.


### 1.4 Contributions and Outline

The thesis has seven chapters, where the last chapter is devoted to a summary of the results and contributions in the thesis, as well as suggestions for future research. In Chapters 2-4, relaying networks with so-called fixed-rate codes are considered, while Chapters 5 and 6 are devoted to DF relaying networks with so-called rateless codes. Fixed-rate coding refers to conventional coding schemes in which the code rate is predetermined or preset at the transmitter. In contrast, rateless codes, which represent a fairly new approach to the concept of coding, do not have a preset rate at the transmitter. The realized rate is automatically adapted to the channel condition even if the transmitter does not have channel state information (CSI). Rateless coding has been shown to have great potential for integrating with DF relaying. Note that the term "fixed-rate" used in the literature to contrast with the term
"rateless" does not imply that the transmitter cannot or does not change the code rate. It only means that the transmitter presets and knows the code rate before transmission.

A summary of the material and contributions presented in Chapters 2-6 is outlined in order as follows:

- In Chapter 2, a single-relay AF/DF relaying network is considered. It is shown that AF relaying may outperform DF relaying under either an unreliable source-relay (SR) link or a suboptimal power allocation between the source and relay. Otherwise, DF relaying is superior. In DF relaying, a maximal ratio combining (MRC) receiver at the destination, which is not a maximum likelihood (ML) structure in this application, has an error floor at large signal-to-noise ratios (SNRs). True ML detection at the destination can remove this error floor, but cannot always make the performance of DF relaying surpass that of AF relaying. The exact optimal power allocation (OPA) is also obtained for dual-hop AF relaying. Conditions under which AF or DF relaying, under a short-term power constraint, increases the achievable MI between the source and destination are derived. The optimal strategy, the OPA ratio between the source and relay, and the maximum cooperative gain are determined for each case. It is shown that DF relaying is preferable to AF relaying in the case of a strong SR link, whereas the AF operation leads to more collaborative gain in the case of strong source-destination or relay-destination links. The cooperative gain provides a quantitative measure for choosing the best relay among a set of available candidate relays.
- The problem of relay power optimization in superimposed AF relaying is investigated in Chapter 3. In superimposed AF relaying, the source transmission is orthogonal to the relay transmissions but the relay transmissions are nonorthogonal and superimposed. The power optimization problem is formulated as a nonconcave fractional program. Selection AF relaying is a possible power allocation strategy, which allocates the whole available power to a single relay in each cooperation round. A necessary condition for the optimality of the selection AF power allocation is derived in terms of instantaneous channel coefficients, based on which, an upper bound on the selection AF optimality probability is calculated. The upper bound approaches zero exponentially as the number of relays increases, showing that selection AF relaying is asymptotically strictly suboptimal. Selection AF relaying has been previously shown
to be optimal under the constraints of localized channel information at the relays and a constant relay power allocation template. A suboptimal power allocation, which is significantly superior to the selection AF algorithm in terms of outage performance, is also proposed for superimposed AF relaying.
- In Chapter 4, the average achievable rate of multirelay, dual-hop, DF relaying networks is analyzed for block fading channels. Different cases of superimposed, selection, and orthogonal DF relaying are investigated. Parallel channel cooperation (PCC) and repetition-based cooperation (RC) are considered for each case. Closedform expressions for the instantaneous achievable rates in each case are obtained. The outage probabilities and average rates of the different schemes are derived for Rayleigh fading. Also, the PCC over RC gain and the effect of increasing the number of relays on the performances are investigated.
- In Chapter 5, rateless coded, dual-hop DF single-relay networks are explored. Rateless codes do not have a preset rate at the transmitter, in contrast to fixed-rate codes, and have great potential for integrating with DF relaying. Three single-relay schemes, called P-1, P-2, and P-3, are introduced, where P-1 and P-2 are taken from prior research, but P-3 is proposed here, based upon P-1 and P-2 and opportunistic communication. The P-3 scheme is simpler and generally has better energy efficiency compared to its predecessors. We derive the maximum instantaneous achievable rate and minimum instantaneous energy per symbol of the protocols. It is observed that greater rates are achieved at the cost of larger energy expenditure. To compare the protocols fairly on a power basis, two new techniques are developed; 1) comparison between the minimum energies per bit of the protocols; and 2) comparison of the achievable rates under an average power constraint (APC). Both minimum energy per bit, and maximum rate under the APC are derived for the three protocols. Also, to examine the long-term behavior of the protocols we consider the long-term average rate and energy per bit, as well as a newly developed metric, relay-to-source usage ratio (RSUR), showing the amount of relay usage relative to source usage. We derive expressions for calculating the average rate and the RSUR. Our numerical results show that P-3 exhibits superior energy efficiency compared to P-1 and P-2 in most cases. We also study the optimal positioning of the relay in the different protocols
that yields the best rate or energy performances for a linear network topology.
- In Chapter 6, we extend P-3 of Chapter 5 to three novel, low complexity, multirelay protocols, denoted $\mathrm{P}-n, \mathrm{P}-\gamma$, and $\mathrm{P}-t$. The protocols, each having a single design parameter, rely on selection cooperation, and are differentiated based on their stopping strategies for the source broadcasting period. They all become P-3 in the single-relay case, if used with their optimal parameters which are trivially obtained. The protocols are generally rate suboptimal, except for the single-relay case where they can reduce to P-3. We derive a rate optimal protocol, $\mathrm{P}-\mathrm{o}$, from $\mathrm{P}-3$, and use it as a baseline for performance comparison. We also derive analytical expressions for the average transmission time of the source and each of the relays, from which the average rate and the RSUR of the protocols can be calculated. Based on the analysis developed, large SNR approximations to the optimal parameters of the protocols that maximize the average rate are obtained. The approximations are good for large SNR scenarios, and satisfactory for small and medium values of SNR. The optimal parameters are also numerically studied for a wide range of the numbers of relays and the link qualities. We use the average rate and the RSUR to study the long-term behavior of the protocols. It is observed that the rate performances of the suboptimal protocols are close to the optimal behavior, with $\mathrm{P}-\gamma$ performing slightly better than the others. However, the RSUR performances vastly differ. We observe that P-o and P-n have the largest and smallest source usage relative to relay usage, respectively. Also, in all the protocols the source is less utilized for medium values of SNR.


## Chapter 2

## Basic AF and DF Relaying Strategies ${ }^{1}$

### 2.1 Introduction

Fig. 2.1 illustrates a dual-hop relaying scheme where the relay, Node R, assists the source, Node S, in communicating its message to the destination, Node D. This scheme is considered a diversity relay channel as the destination utilizes both signals received from the source and relay. In this chapter, we consider AF and repetition DF relaying [10] in which the relay forwards the source's whole message, either a noisy version or a regenerated one.

In recent years, much research has been devoted to devising efficient protocols capable of best exploiting the inherent synergy and diversity gain of relaying [4], [6], [7], [9]-[11], [16], [19], [24]-[29]. Several collaborative protocols based on AF relaying, DF relaying, and DSTC were proposed in [9], [10]. It was shown that even with basic relaying operations, considerable gain can be achieved. Also, various adaptive and hybrid relaying protocols based on AF relaying, DF relaying, and code combining were proposed in [26], and their capacity regions were derived and compared. In [11], based on varying the nodes involved in the broadcast and multiple access portions of the relay channel, three cooperative protocols employing an AF or DF relay were examined, and their performances were compared in terms of the ergodic capacity, outage capacity, and spatial diversity.

Many researchers investigated and compared AF and DF relaying in various scenarios

[^2]

Fig. 2.1. A dual-hop diversity relay channel.
[27], [30]-[34]. Multihop relaying with and without diversity was investigated in [27]. It was found that AF relaying excels in fading diversity relay channels. Moreover, in fading relay channels without diversity, power optimized AF relaying can outperform powersuboptimal DF relaying [30]. Also, in fading nondiversity channels DF relaying is superior to AF relaying in terms of the average bit error rate (BER) and outage probability at small average values of SNR, but both exhibit similar performances at large average values of SNR [31]. In [32], it was shown that AF relaying generally outperforms or performs as well as repetition DF relaying in terms of network coding gain. In [33], the authors pointed out that AF and DF relaying can offer similar benefits. They demonstrated their results in a particular scenario. In [34], the impact of the relay location on the system capacity and outage probability was examined for AF and DF relaying. It was found that each of AF and DF relaying can outperform the other depending on the relay location. Favorable relay positionings for AF and DF relaying were also discussed.

Meanwhile, proper resource allocation in cooperative networks has been shown to significantly improve gain, especially for resource constrained networks such as sensor networks, and has received considerable attention in the literature [30], [35]-[40]. A comprehensive survey of power optimization and its importance in cooperative networks was presented in [35]. Optimal power allocation for Rayleigh fading multihop relay channels was examined in [30] with the outage probability as the optimization criterion, and the enormous gain of power optimization was established for highly asymmetric link strengths or a large number of hops. In [36], based on an asymptotic analysis of the outage probability for large values of SNR, OPA for the multirelay protocols introduced in [9] was derived in terms of mean channel gains. Moreover, the importance of the direct link between the source and destination in power allocation, and the significant asymptotic gain brought about by power optimization were demonstrated [36]. The large SNR gain of OPA or near-optimal power allocation over equal power allocation in dual-hop diversity relay networks was shown in
[37], where SNR maximizing power allocation schemes were developed for AF and DF , uncoded and coded, systems. In [38], a utility maximization framework for jointly optimizing relay selection, relaying strategy, and the allocation of power, bandwidth, and rate in a cellular network with AF or DF relaying was proposed. In the framework proposed, a pricing structure was used to decompose the cross-layer optimization problem into application layer and physical layer subproblems. In [39], a numerical power optimization for AF and DF relaying for maximizing instantaneous equivalent SNR between the source and destination was performed. Also in [40], relay OPA and optimal bandwidth allocation for maximizing the total system rate under a total network power budget were derived for AF and DF multirelay scenarios and static channels. The two cases of shared bandwidth and orthogonal channels for the relays were considered.

In this chapter, it is shown in Section 2.2 that guaranteeing the superiority of DF relaying over AF relaying in terms of the equivalent SNR requires both source-relay (SR) link reliability and power optimization between the source and relay. Otherwise, AF relaying may outperform DF relaying. Moreover, it is shown for DF relaying and quadrature phase shift keying (QPSK) modulation that ML detection can gracefully remove the error floor experienced with MRC at the destination. It is well known that MRC is not an ML detection in this application [6], [7], [24], [41] and the cause of the error floor at large values of SNR is shown to be the MRC detection at the destination. However, it is shown that with an unreliable SR link, even ML detection may not make DF relaying surpass AF relaying in the error-floor region. The exact OPA for maximizing the instantaneous end-to-end SNR in dual-hop AF relaying is also derived.

Subsequently, exact quantitative conditions under which AF or DF relaying is advantageous are obtained in Section 2.3. The communication strategy and power allocation are jointly optimized, and the maximum cooperative gain (CG), under a total power constraint and under the condition that three options for communication are available, DT, AF relaying, and DF relaying, is derived.

### 2.2 Dual-Hop AF and DF Relaying

Consider Fig. 2.1 where the source-destination (SD), SR, and relay-destination (RD) links have complex gains of $g_{0}, g_{1}$, and $g_{2}$, respectively. We consider the case of fixed channel
gains. This case is widely considered in the literature [5], [37], [40], and leads to tractable, closed-form solutions. ${ }^{2}$

Motivated by the enormous potential of collaboration in energy-limited networks with simple nodes such as sensor networks [4], [9], [25], [35], [42]-[46], we assume that the source and relay have a total energy budget of $\mathcal{E}_{0}$ per transmission, and that the relay is half-duplex (see Section 1.3). We also assume that

$$
\begin{equation*}
\mathcal{E}_{\mathrm{S}}=k \mathcal{E}_{0} \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{E}_{\mathrm{R}}=(1-k) \mathcal{E}_{0} \tag{2.2}
\end{equation*}
$$

where $\mathcal{E}_{\mathrm{S}}$ and $\mathcal{E}_{\mathrm{R}}$ are the energies per transmission at the source and relay, respectively, and $k \in(0,1]$ is a power allocation ratio.

The transmission scheme is based on orthogonal relaying as in [10], in which the cooperation round $(\mathrm{CR})$ is split into two consecutive equal time slots. During the first slot, the source broadcasts its message to the relay and destination, and during the second slot, the relay assists the source by relaying the source's message using an AF or DF scheme.

Throughout, two-dimensional (2-D) symbols are assumed for transmission. In this section, and only for illustration, we consider QPSK modulation at the source and relay. ${ }^{3}$ Channel state information is only available to the corresponding receivers, and, therefore, no beamforming is performed at the transmitters. Also, all transmissions are narrowband, and distorted by flat fading and additive white Gaussian noise (AWGN). Now, the baseband equivalent signals received at the relay and destination from the source can be written as

$$
\begin{equation*}
r_{\mathrm{SR}}=g_{1} \sqrt{\frac{\mathcal{E}_{\mathrm{S}}}{2}}\left(b_{1}+j b_{2}\right)+n_{\mathrm{SR}} \tag{2.3}
\end{equation*}
$$

and

$$
\begin{equation*}
r_{\mathrm{SD}}=g_{0} \sqrt{\frac{\mathcal{E}_{\mathrm{S}}}{2}}\left(b_{1}+j b_{2}\right)+n_{\mathrm{SD}} \tag{2.4}
\end{equation*}
$$

[^3]respectively, where $b_{1}$ and $b_{2}$ are the transmitted data bits of a symbol which are independent uniform random variables (RVs) over $\{-1,+1\}$, and where $n_{\mathrm{SR}}$ and $n_{\mathrm{SD}}$ are independent, circularly symmetric complex Gaussian (CSCG) zero-mean RVs with variances
\[

$$
\begin{equation*}
\mathrm{E}\left\{\left|n_{\mathrm{SR}}\right|^{2}\right\} \triangleq N_{\mathrm{SR}} \tag{2.5}
\end{equation*}
$$

\]

and

$$
\begin{equation*}
\mathrm{E}\left\{\left|n_{\mathrm{SD}}\right|^{2}\right\} \triangleq N_{\mathrm{SD}} \tag{2.6}
\end{equation*}
$$

### 2.2.1 The AF Relaying Case

In AF relaying, the relay amplifies $r_{\mathrm{SR}}$ with a gain equal to [24]

$$
\begin{equation*}
\beta \triangleq \sqrt{\frac{\mathcal{E}_{\mathrm{R}}}{\left|g_{1}\right|^{2} \mathcal{E}_{\mathrm{S}}+N_{\mathrm{SR}}}} \tag{2.7}
\end{equation*}
$$

such that the received signal at the destination from the relay is given by

$$
\begin{equation*}
r_{\mathrm{RD}}=g_{2} \beta r_{\mathrm{SR}}+n_{\mathrm{RD}} \tag{2.8}
\end{equation*}
$$

where $n_{\mathrm{RD}}$ is a CSCG zero-mean RV with variance $N_{\mathrm{RD}}$, and is independent of $n_{\mathrm{SD}}$ and $n_{\mathrm{SR}}$. The destination combines $r_{\mathrm{SD}}$ and $r_{\mathrm{RD}}$ to detect $b_{1}$ and $b_{2}$, the transmitted bits from the source. It has been shown under the above model that the equivalent SNR per symbol between the source and destination is [25]

$$
\begin{equation*}
\gamma_{\mathrm{eq}} \triangleq \gamma_{\mathrm{SD}}+\frac{\gamma_{\mathrm{SR}} \gamma_{\mathrm{RD}}}{\gamma_{\mathrm{SR}}+\gamma_{\mathrm{RD}}+1} \tag{2.9a}
\end{equation*}
$$

where

$$
\begin{align*}
& \gamma_{\mathrm{SD}} \triangleq \frac{\mathcal{E}_{\mathrm{S}}\left|g_{0}\right|^{2}}{N_{\mathrm{SD}}}  \tag{2.9b}\\
& \gamma_{\mathrm{SR}} \triangleq \frac{\mathcal{E}_{\mathrm{S}}\left|g_{1}\right|^{2}}{N_{\mathrm{SR}}} \tag{2.9c}
\end{align*}
$$

and

$$
\begin{equation*}
\gamma_{\mathrm{RD}} \triangleq \frac{\mathcal{E}_{\mathrm{R}}\left|g_{2}\right|^{2}}{N_{\mathrm{RD}}} \tag{2.9d}
\end{equation*}
$$

are the SD, SR, and RD SNRs per symbol. Eq. (2.9) can be used for any 2-D modulation. However, for one-dimensional modulations, such as BPSK and pulse amplitude modulation, the relay can perform noise reduction before amplification [47]. The result is that

$$
\begin{equation*}
\gamma_{\mathrm{eq}, \mathrm{~b}}=\gamma_{\mathrm{SD}, \mathrm{~b}}+\frac{\gamma_{\mathrm{SR}, \mathrm{~b}} \gamma_{\mathrm{RD}, \mathrm{~b}}}{\gamma_{\mathrm{SR}, \mathrm{~b}}+\gamma_{\mathrm{RD}, \mathrm{~b}}+\frac{1}{2}} \tag{2.10}
\end{equation*}
$$

where the subscript "b" denotes per-bit SNRs. Note that (2.9) becomes (2.10) after each per-symbol $\gamma$ is replaced with two times its corresponding per-bit $\gamma$, which shows that BPSK modulation with noise reduction AF relaying and QPSK modulation exhibit the same equivalent SNR per bit. It can be shown that all of the results in this chapter also hold for the case of BPSK modulation after changing per-symbol SNRs (or energies) to the equivalent per-bit SNRs (or energies).

The BER minimizing power allocation ratio $k_{\mathrm{opt}}^{(\mathrm{AF})}$ maximizes $\gamma_{\mathrm{eq}}$ in (2.9). After some algebraic manipulations and defining

$$
\begin{align*}
& \gamma_{0} \triangleq \frac{\mathcal{E}_{0}\left|g_{0}\right|^{2}}{N_{\mathrm{SD}}}  \tag{2.11}\\
& \gamma_{1} \triangleq \frac{\mathcal{E}_{0}\left|g_{1}\right|^{2}}{N_{\mathrm{SR}}} \tag{2.12}
\end{align*}
$$

and

$$
\begin{equation*}
\gamma_{2} \triangleq \frac{\mathcal{E}_{0}\left|g_{2}\right|^{2}}{N_{\mathrm{RD}}} \tag{2.13}
\end{equation*}
$$

we obtain the novel result ${ }^{4}$

$$
k_{\mathrm{opt}}^{(\mathrm{AF})}=\left\{\begin{array}{ll}
\frac{\left(\gamma_{0}+\gamma_{1}\right) \gamma_{2}+\gamma_{0}}{\left(\gamma_{0}+\gamma_{1}\right) \gamma_{2}-\gamma_{0} \gamma_{1}+\sqrt{\gamma_{1} \gamma_{2}\left[\left(\gamma_{0}+\gamma_{1}\right) \gamma_{2}-\gamma_{0} \gamma_{1}\right] \frac{\gamma_{1}+1}{\gamma_{2}+1}}}, & \gamma_{0}<\frac{\gamma_{1} \gamma_{2}}{\gamma_{1}+1}  \tag{2.14}\\
1, & \gamma_{0} \geq \frac{\gamma_{1} \gamma_{2}}{\gamma_{1}+1}
\end{array} .\right.
$$

Note that $k_{\mathrm{opt}}^{(\mathrm{AF})}=1$ means that the relay should not be used. In this chapter, we refer to $\gamma_{0}$, $\gamma_{1}$, and $\gamma_{2}$ as the $\operatorname{SD}, \operatorname{SR}$, and RD full-power SNRs, respectively. In contrast to $\gamma_{\mathrm{SD}}, \gamma_{\mathrm{SR}}$, and $\gamma_{\mathrm{RD}}$, the parameters $\gamma_{0}, \gamma_{1}$, and $\gamma_{2}$ principally represent the quality of the $\mathrm{SD}, \mathrm{SR}$, and RD links independently of the power allocation ratio, $k$. Also, note that combining (2.1), (2.2), (2.9b)-(2.9d), and (2.11)-(2.13), we can write

$$
\begin{align*}
& \gamma_{\mathrm{SD}}=k \gamma_{0}  \tag{2.15}\\
& \gamma_{\mathrm{SR}}=k \gamma_{1} \tag{2.16}
\end{align*}
$$

[^4]and
\[

$$
\begin{equation*}
\gamma_{\mathrm{RD}}=(1-k) \gamma_{2} . \tag{2.17}
\end{equation*}
$$

\]

### 2.2.2 The DF Relaying Case

In DF relaying, the relay makes a decision about $b_{1}$ and $b_{2}$, denoted $\hat{b}_{1}$ and $\hat{b}_{2}$, respectively, using $r_{\text {SR }}$, and sends it to the destination. Then, the baseband equivalent signal received at the destination is

$$
\begin{equation*}
r_{\mathrm{RD}}=g_{2} \sqrt{\frac{\mathcal{E}_{\mathrm{R}}}{2}}\left(\hat{b}_{1}+j \hat{b}_{2}\right)+n_{\mathrm{RD}} \tag{2.18}
\end{equation*}
$$

where $n_{\mathrm{RD}}$ is the noise term as used in (2.8). The destination combines $r_{\mathrm{SD}}$ in (2.4) with $r_{\mathrm{RD}}$ in (2.18) in some manner to detect the data bits $b_{1}$ and $b_{2}$. Unlike the case of AF relaying, in this case MRC and ML detection at the destination are not the same and represent two different detectors at the destination. In the former, the destination assumes that $\hat{b}_{1}=b_{1}$ and $\hat{b}_{2}=b_{2}$, whereas in the latter, the destination takes into account the probability of erroneous detection at the relay,

$$
\begin{equation*}
P_{\mathrm{e}}^{(\mathrm{SR})} \triangleq \operatorname{Pr}\left\{\hat{b}_{1} \neq b_{1}\right\} . \tag{2.19}
\end{equation*}
$$

Note from the symmetry in (2.3) that

$$
\begin{equation*}
\operatorname{Pr}\left\{\hat{b}_{1} \neq b_{1}\right\}=\operatorname{Pr}\left\{\hat{b}_{2} \neq b_{2}\right\} . \tag{2.20}
\end{equation*}
$$

Let $x_{\mathrm{SD}}$ and $x_{\mathrm{RD}}$ be defined as

$$
\begin{equation*}
x_{\mathrm{SD}} \triangleq \frac{\sqrt{2 \mathcal{E}_{\mathrm{S}}}}{N_{\mathrm{SD}}} r_{\mathrm{SD}} g_{0}^{*} \tag{2.21}
\end{equation*}
$$

and

$$
\begin{equation*}
x_{\mathrm{RD}} \triangleq \frac{\sqrt{2 \mathcal{E}_{\mathrm{R}}}}{N_{\mathrm{RD}}} r_{\mathrm{RD}} g_{2}^{*} \tag{2.22}
\end{equation*}
$$

where "*" denotes the complex conjugate. In MRC detection, the destination calculates

$$
\begin{equation*}
y=x_{\mathrm{SD}}+x_{\mathrm{RD}} \tag{2.23}
\end{equation*}
$$

and decides on the values of $b_{1}$ and $b_{2}$ based on $y$. It can be verified from (2.4), (2.18), (2.21), and (2.22) that $T_{1}$ and $T_{2}$ defined as

$$
\begin{equation*}
T_{1} \triangleq \operatorname{Re}\{y\} \tag{2.24}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{2} \triangleq \operatorname{Im}\{y\} \tag{2.25}
\end{equation*}
$$

where $\operatorname{Re}\{\cdot\}$ and $\operatorname{Im}\{\cdot\}$ denote the real and imaginary parts, are independent functions of $b_{1}$ and $b_{2}$, and hence, are sufficient statistics of $y$ relative to $b_{1}$ and $b_{2}$, respectively. Considering only $b_{1}$, we have

$$
\begin{equation*}
T_{1}=\gamma_{\mathrm{SD}} b_{1}+\gamma_{\mathrm{RD}} \hat{b}_{1}+n_{\mathrm{SRD}} \tag{2.26a}
\end{equation*}
$$

where

$$
\begin{equation*}
n_{\mathrm{SRD}} \triangleq \operatorname{Re}\left\{\frac{g_{0}^{*} \sqrt{2 \mathcal{E}_{\mathrm{S}}}}{N_{\mathrm{SD}}} n_{\mathrm{SD}}+\frac{g_{2}^{*} \sqrt{2 \mathcal{E}_{\mathrm{R}}}}{N_{\mathrm{RD}}} n_{\mathrm{RD}}\right\} \tag{2.26b}
\end{equation*}
$$

is a zero-mean Gaussian RV with variance $\gamma_{\mathrm{SD}}+\gamma_{\mathrm{RD}}$. The destination compares $T_{1}$ with 0 to detect $b_{1}$. Using (2.26) and considering the different cases that $b_{1}=\hat{b}_{1}$ and $b_{1} \neq \hat{b}_{1}$, the BER is derived as ${ }^{5}$

$$
\begin{equation*}
P_{\mathrm{e}}=\left(1-P_{\mathrm{e}}^{(\mathrm{SR})}\right) \mathrm{Q}\left(\sqrt{\gamma_{\mathrm{SD}}+\gamma_{\mathrm{RD}}}\right)+P_{\mathrm{e}}^{(\mathrm{SR})} \mathrm{Q}\left(\frac{\gamma_{\mathrm{SD}}-\gamma_{\mathrm{RD}}}{\sqrt{\gamma_{\mathrm{SD}}+\gamma_{\mathrm{RD}}}}\right) \tag{2.27a}
\end{equation*}
$$

where

$$
\begin{equation*}
P_{\mathrm{e}}^{(\mathrm{SR})} \triangleq \mathrm{Q}\left(\sqrt{\gamma_{\mathrm{SR}}}\right) \tag{2.27b}
\end{equation*}
$$

is the error probability at the relay and where $\mathrm{Q}(\cdot)$ is the standard Gaussian Q -function [50, eq. (2.3-10)]. The same BER given in (2.27) is also obtained for $b_{2}$.

Inspection of (2.27) reveals that if the SD and SR SNRs are fixed but the RD SNR improves, an error floor in the performance is experienced, as expected. But more interestingly, if the SR SNR is fixed but the SD and RD links improve such that $\gamma_{\mathrm{SD}}-\gamma_{\mathrm{RD}}$ is almost unchanging, then another error floor is encountered at $P_{\mathrm{e}}=P_{\mathrm{e}}^{(\mathrm{SR})} / 2$. These two observations imply that the performance of the relay channel with DF relaying and MRC detection at the destination is limited by the SR link, as noted previously [6], [7].

In ML combining, the detection rule for $b_{1}$ is obtained in Appendix A. The result is that

$$
\begin{equation*}
\tanh \left(\operatorname{Re}\left\{x_{\mathrm{SD}}\right\}\right)+\left(1-2 P_{\mathrm{e}}^{(\mathrm{SR})}\right) \tanh \left(\operatorname{Re}\left\{x_{\mathrm{RD}}\right\}\right) \underset{-1}{+1} 0 \tag{2.28}
\end{equation*}
$$

where $x_{\mathrm{SD}}$ and $x_{\mathrm{RD}}$ are given by (2.21) and (2.22). Note that (2.28) can be rewritten such that it agrees with the results given in [24], [41]. However, (2.28) is more amenable

[^5]to obtaining the exact BER, which, after some manipulation detailed in Appendix A, is obtained as
\[

$$
\begin{align*}
P_{\mathrm{e}} & =\mathrm{Q}\left(\frac{p+\gamma_{\mathrm{SD}}}{\sqrt{\gamma_{\mathrm{SD}}}}\right)+\frac{1}{2 \sqrt{2 \pi \gamma_{\mathrm{SD}}}} \int_{-p}^{p} \mathrm{~d} x\left[(1+\tanh p) \mathrm{Q}\left(\frac{\tanh ^{-1}\left(\frac{\tanh x}{\tanh p}\right)+\gamma_{\mathrm{RD}}}{\sqrt{\gamma_{\mathrm{RD}}}}\right)\right. \\
& \left.+(1-\tanh p) \mathrm{Q}\left(\frac{\tanh ^{-1}\left(\frac{\tanh x}{\tanh p}\right)-\gamma_{\mathrm{RD}}}{\sqrt{\gamma_{\mathrm{RD}}}}\right)\right] \mathrm{e}^{-\left(x-\gamma_{\mathrm{SD}}\right)^{2} /\left(2 \gamma_{\mathrm{SD}}\right)} \tag{2.29a}
\end{align*}
$$
\]

where

$$
\begin{equation*}
p \triangleq \tanh ^{-1}\left(1-2 P_{\mathrm{e}}^{(\mathrm{SR})}\right) \tag{2.29b}
\end{equation*}
$$

for $0<P_{\mathrm{e}}^{(\mathrm{SR})}<0.5$. Note from (2.27b) that $P_{\mathrm{e}}^{(\mathrm{SR})}$ is bounded by 0 and 0.5 . The exact BER given in (2.29) is a new result. ${ }^{6}$ The BER at the destination is an increasing function of the BER at the relay. This implies that $P_{\mathrm{e}}$ can be bounded above by its value when $P_{\mathrm{e}}^{(\mathrm{SR})}=0.5$, which is shown to equal $\mathrm{Q}\left(\sqrt{\gamma_{\mathrm{SD}}}\right)$. Consequently, the BER in ML detection is not subject to any error floor, in sharp contrast to the case experienced in MRC detection.

The BER minimizing power allocation ratio in the DF case with MRC and ML detection cannot be obtained explicitly as in the AF case. Instead, we perform numerical optimization for (2.27) and (2.29) (after applying the replacements (2.15)-(2.17)) with respect to $k \in$ $(0,1]$ to obtain the OPA ratio. Nonetheless, in Section 2.3 the OPA ratio, leading to the maximum MI between the source and destination, is explicitly given for each case.

### 2.2.3 Numerical Examples

Fig. 2.2 shows the importance of power optimization in DF relaying. In this figure, the performances of several AF and DF relaying schemes are depicted versus the SD fullpower $\operatorname{SNR}$ per bit, $\gamma_{0, \mathrm{~b}}$, which is half of the corresponding SNR per symbol, $\gamma_{0}$. Powersuboptimal systems in this figure use $k=0.5$ as their power allocation ratio. As shown in the figure, all of the relaying schemes perform better than DT. The power optimized DF relaying with either MRC detection or ML combining at the destination surpasses the power optimized AF relaying. However, even with ML detection at the destination, the power-suboptimal DF relaying is inferior to the power optimized AF relaying. Also, the performance of the power-suboptimal AF relaying appears to be slightly better than that

[^6]

Fig. 2.2. The effect of power optimization in AF and DF relaying.
of the power-suboptimal DF relaying with ML detection for medium values of SNR. Note that the simple power optimized DF relaying with MRC detection outperforms the power optimized AF relaying, the power-suboptimal AF relaying, and DT by as much as 0.5 dB , 1.5 dB , and 2.5 dB , respectively. This figure indicates that DF relaying and ML detection at the destination are not sufficient conditions to guarantee the best performance; the power allocation ratio also plays a major role.

Fig. 2.3 indicates the impact of trusting the SR link in DF relaying with MRC detection at the destination. All of the schemes in this figure are power optimized. As explained before, an error floor is expected when $\gamma_{\mathrm{SR}}$ is fixed. As shown in the figure, ML detection at the destination removes the error floor since the cause of the error floor is suboptimal (i.e. non-ML) detection. However, with an unreliable SR link even using ML detection may not make DF relaying outperform AF relaying for large values of SNR.

### 2.3 Benefits of Relaying and CG

In this section, we derive joint optimization of the relaying strategy and power allocation ratio for maximizing the overall MI between the source and destination, and quantify the maximum CG under a total power constraint, all in terms of the instantaneous channel coefficients. The underlying assumption is the availability of only three communication


Fig. 2.3. The error floor in DF relaying.
options (strategies), DT, AF relaying, and DF relaying.
Fig. 2.4 shows how a fair comparison on a power basis between the relaying and DT schemes can be made. One 2-D symbol is transmitted in every degree of freedom (DoF). In the relaying scheme, $N$ DoFs, in time or frequency, are available for each of the source and relay. In the DT case, the source takes up all available $2 N$ DoFs. Also, using the same notations as in Section 2.2, we assume that in the relaying case, the source and relay have a total energy budget of $\mathcal{E}_{0}$ per DoF. Therefore, a total energy of $N \mathcal{E}_{0}$ is available for the period of cooperation. The source uses energy $\mathcal{E}_{S}$ given in (2.1), and the relay uses energy $\mathcal{E}_{\mathrm{R}}$ defined in (2.2), per DoF. As shown in this figure, the SNRs of the SD, SR, and RD links per DoF are $\gamma_{\mathrm{SD}}, \gamma_{\mathrm{SR}}$, and $\gamma_{\mathrm{RD}}$, respectively, with the definitions given in (2.9b)-(2.9d). In DT, the source uses energy $\mathcal{E}_{0} / 2$ per DoF, and therefore, the SNR in the SD link becomes $\gamma_{0} / 2$, where $\gamma_{0}$ is defined in (2.11).

If the maximum achievable MI between the source and destination in cooperative or DT transmission is $I_{\max }$ nats per 2-D symbol, then we define the CG as

$$
\begin{equation*}
\mathrm{CG} \triangleq 10 \log _{10}\left(\frac{\mathrm{e}^{I_{\max }}-1}{\mathrm{e}_{\max }^{I_{\operatorname{mT})}^{(D)}}-1}\right) \mathrm{dB} \tag{2.30}
\end{equation*}
$$

where $I_{\text {max }}^{(\mathrm{DT})}$ is the maximum achievable MI in DT. In fact, the CG shows the amount of gain in the equivalent SNR from the source to the destination with respect to DT. Note that


Fig. 2.4. Time-bandwidth dimensionality for cooperative transmission and DT, and the corresponding link SNRs.
if the best option for the source is not to use the relay, then

$$
\begin{equation*}
\mathrm{CG}=0 \mathrm{~dB} \tag{2.31}
\end{equation*}
$$

The results for the best strategy for the source to maximize the CG, the OPA ratio $k$, and the maximum CG are summarized in Theorem 2.1. In this theorem, we employ the definitions of $\gamma_{0}, \gamma_{1}, \gamma_{2}, k_{\mathrm{opt}}^{(\mathrm{AF})}$, and CG given in (2.11)-(2.13), (2.2.1), and (2.30).

Theorem 2.1 (Best Strategy and CG in Dual-Hop AF/DF Relaying). Assume that the only available options for the source are either not to use the relay (i.e. to use DT), or to use AF or DF relaying at the relay, and that DF relaying is adopted if and only if the relay is capable of successfully decoding. Successful decoding at a node operating at a rate $R$ nats per 2-D symbol is considered to be attainable if and only if the received value of SNR exceeds the limit,

$$
\begin{equation*}
10 \log _{10}\left(\mathrm{e}^{R}-1\right)+10 \log _{10} \rho \mathrm{~dB} \tag{2.32}
\end{equation*}
$$

for some $\rho \geq 1$. Define

$$
\begin{gather*}
L_{1} \triangleq 1-\frac{\gamma_{0}^{2}}{4 \rho\left(\gamma_{2}-\gamma_{0}\right)}  \tag{2.33}\\
L_{2} \triangleq \frac{\gamma_{2}}{\gamma_{1}+\gamma_{2}-\gamma_{0}} \tag{2.34}
\end{gather*}
$$

and

$$
\begin{equation*}
K \triangleq\left\{\frac{\left(\gamma_{0}+\gamma_{1}\right) \gamma_{2}+\gamma_{0}}{\sqrt{\left[\left(\gamma_{0}+\gamma_{1}\right) \gamma_{2}-\gamma_{0} \gamma_{1}\right]\left(\gamma_{2}+1\right)}+\sqrt{\gamma_{1} \gamma_{2}\left(\gamma_{1}+1\right)}}\right\}^{2} \tag{2.35}
\end{equation*}
$$

Then, if

$$
\begin{equation*}
\gamma_{2} \leq \gamma_{0}+\frac{\gamma_{0}^{2}}{4 \rho} \tag{2.36}
\end{equation*}
$$

the relaying is not beneficial and

$$
\begin{equation*}
\mathrm{CG}=0 \mathrm{~dB} . \tag{2.37}
\end{equation*}
$$

Otherwise, we have the following possible cases with the best strategy given in each case:
i) $L_{1} \leq L_{2}$ and $\gamma_{0} \geq \gamma_{1} \gamma_{2} /\left(\gamma_{1}+1\right)$ : No cooperation; $\mathrm{CG}=0 \mathrm{~dB}$.
ii) $L_{1} \leq L_{2}$ and $K \leq \gamma_{0}+\gamma_{0}^{2} /(4 \rho)$ : No cooperation; $\mathrm{CG}=0 \mathrm{~dB}$.
iii) $L_{1} \leq L_{2}, \gamma_{0}<\gamma_{1} \gamma_{2} /\left(\gamma_{1}+1\right)$, and $K>\gamma_{0}+\gamma_{0}^{2} /(4 \rho)$ : AF relaying.
iv) $L_{1}>L_{2}, \gamma_{0}<\gamma_{1} \gamma_{2} /\left(\gamma_{1}+1\right)$, and $K \geq L_{2} \gamma_{1}$ : AF relaying.
v) $L_{1}>L_{2}$ and $K<L_{2} \gamma_{1}$ : DF relaying.
vi) $L_{1}>L_{2}$ and $\gamma_{0} \geq \gamma_{1} \gamma_{2} /\left(\gamma_{1}+1\right)$ : DF relaying.

In the case of AF relaying, the OPA ratio is $k_{\mathrm{opt}}^{(\mathrm{AF})}$, and one has

$$
\begin{equation*}
\mathrm{CG}=10 \log _{10}\left[\frac{2 \rho}{\gamma_{0}}\left(\sqrt{1+\frac{K}{\rho}}-1\right)\right] \mathrm{dB} . \tag{2.38}
\end{equation*}
$$

In the case of DF relaying, the OPA ratio is $L_{2}$, and one has

$$
\begin{equation*}
\mathrm{CG}=10 \log _{10}\left[\frac{2 \rho}{\gamma_{0}}\left(\sqrt{1+\frac{L_{2} \gamma_{1}}{\rho}}-1\right)\right] \mathrm{dB} . \tag{2.39}
\end{equation*}
$$

Note that (2.32) is, in fact, the decoding threshold for a capacity-approaching code operating at a rate $R$ nats per 2-D symbol. Theorem 2.1 stipulates the decoding SNR threshold at a node as a function of the transmission rate. The first term in (2.32) is the Shannon limit, and the second term is a margin depending on the code block length, the structure of the code, and weakly on the rate $R$. This margin can be around 1 dB for low density parity check codes [52].

Proof. A proof is given in Appendix B.

Figs. 2.5-2.7 show the CG and optimal strategies in collaborative transmission for several scenarios. In all cases, the decoding margin,

$$
\begin{equation*}
10 \log _{10} \rho \tag{2.40}
\end{equation*}
$$



Fig. 2.5. Cooperative gain versus the SD full-power SNR , and the optimal relaying strategies.


Fig. 2.6. Cooperative gain versus the SR full-power SNR, and the optimal relaying strategies.
has been set to 1 dB . Observe in Fig. 2.5 that the CG is as much as 19.2 dB when the SD link is very weak. In fact, the CG increases when the $S R$ and $R D$ links improve or the $S D$ link deteriorates.

Note that in Figs. 2.6 and 2.7, there is a saturation effect as $\gamma_{1}$ or $\gamma_{2}$ increases. This expected phenomenon is because an increase in $\gamma_{1}$ effectively makes the relaying system


Fig. 2.7. Cooperative gain versus the RD full-power SNR , and the optimal relaying strategies.
approach a two-transmitting-antenna scheme having a fixed gain over single-antenna DT. Also, as $\gamma_{2}$ improves, the relaying system imitates a two-receiving-antenna scheme.

Fig. 2.6 indicates that DF relaying is favorable at large $\gamma_{1}$. This is explained by the relay's higher chance of decoding successfully at larger rates as the SR link improves. ${ }^{7}$ A more interesting observation from Figs. 2.5 and 2.7 is that a strong SD or RD link persuades the relay to execute AF relaying. This persuasion is overshadowed by sufficient improvement of the SR link.

[^7]
## Chapter 3

## Dual-Hop AF Relaying Networks ${ }^{1}$

### 3.1 Introduction

In a multirelay, dual-hop AF relaying network, such as the one depicted in Fig. 3.1, the relays cooperate with the source by amplifying and forwarding its message to the destination. In such a network, the source and relays can be assigned orthogonal channels. This constitutes orthogonal $A F$ relaying. An alternate scheme is to have the source transmission be orthogonal to relay transmissions but to let relay transmissions overlap in time and frequency, constituting superimposed $A F$ scheme. Yet another scheme, which can be subsumed under superimposed relaying as will be explained in this section, is selection $A F$ relaying, where in each CR, a single relay is chosen for the cooperation.

Orthogonal relaying suffers from orthogonalization loss [9], which is avoided in superimposed relaying at the expense of greater receiver complexity [15]. Recall from Section 1.3 or 2.2 that half-duplex relaying, which is the common mode of operation compared to the full-duplex mode, requires separation, similar to orthogonalization, between transmitting and receiving signals. However, it was shown in [15] that the inefficacy of conventional half-duplex schemes is due to the use of orthogonal subspaces, rather than the half-duplex operation. In [53], the problems of minimizing the BER subject to a total energy constraint, and minimizing the energy consumption under a BER constraint were investigated as a linear 0-1 knapsack problem for orthogonal AF relaying. In [48], it was shown that orthogonal AF relaying is always inferior to the selection AF scheme, and the source and relay
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Fig. 3.1. The network configuration and corresponding channel complex gains.

OPA ratios for orthogonal and selection AF relaying were derived. In this chapter, we only consider and study superimposed and selection AF relaying.

Superimposed AF relaying was first introduced and studied in [11], [40]. The superimposed AF scheme considered in this chapter is similar to the schemes in [40], [54], [55], and comprises two phases of equal duration. In the first phase, the source broadcasts, and in the second phase, relays amplify and simultaneously forward the source data, received from the first phase, to the destination, using the same frequency band.

The importance of proper power allocation in relaying was explained in Chapter 2, and demonstrated for a simple network. Here, we formulate and examine the relay OPA in superimposed AF relaying, and investigate the optimality of the selection AF power allocation scheme. The selection AF power allocation [48], [54] can be considered a special case of the superimposed AF scheme, in which the entire available aggregate relay power is allocated to a single relay in each CR. The single relay is selected such that the overall outage probability is minimized. The selection is revised for each CR.

It was shown in [54] that selection AF relaying is optimal among all superimposed AF schemes for Rayleigh fading channels under the conditions that the relays can only access their local channel state information, and that the relay power allocation template is constant. In [40], optimal relay power and bandwidth allocation for maximizing the total system rate under a total network power budget for orthogonal and superimposed AF and DF schemes were derived for the case where the baseband link coefficients are real-valued, i.e. where links only suffer path loss. This assumption leads to closed-form solutions for the

OPA, and is different from our more realistic assumption that the baseband link coefficients are generally complex-valued. In [55], source and relay OPA for superimposed relaying was obtained when the relays use beamforming in each $C R$ and when each relay has its own power constraint. Here, we consider a similar superimposed AF relaying problem but with a relay aggregate power constraint and without beamforming which can increase the overall complexity and implementation cost.

In [56], the authors considered a generalized selection AF relaying problem where relays have knowledge of their local channels and use beamforming, and where in general, more than one relay can transmit simultaneously to the destination. It was assumed in [56] that each relay either does not transmit or transmit with its full power. The diversity order of several AF single-relay selection schemes was derived, and several multirelay selection schemes were proposed. In this chapter, we only consider best-relay (single-relay) selection schemes [48], [54], which do not need interrelay synchronization used in multirelay selection protocols, and compare them with superimposed AF relaying for SNR optimality.

We show that the superimposed AF OPA can be formulated as a so-called nonconcave fractional program, consisting of globally maximizing the ratio of two positive semidefinite quadratic forms over the nonnegative orthant. We then proceed to derive a necessary condition for the selection AF power allocation optimality in terms of instantaneous channel coefficients. We show that as the number of relays increases, the selection AF power allocation is less likely to be outage optimal, such that the probability of optimality decays exponentially with the number of relays. We then develop a closed-form, outage suboptimal power allocation solution whose outage performance closely follows that of the optimal scheme, and noticeably outperforms that of the selection AF scheme.

Throughout, upright boldface small letters represent vectors, while an upright boldface capital letter denotes a matrix. Also, we use the following notations:

- Superscripts "T" and "H" denote the transpose and conjugate transpose, respectively.
- Operator $\operatorname{diag}\{\cdot\}$ maps a vector $\mathbf{w}$ to a diagonal matrix whose diagonal vector is $\mathbf{w}$.
- Vector $|\mathbf{w}|$, where

$$
\begin{equation*}
\mathbf{w}=\left(w_{1}, \cdots, w_{M}\right)^{\mathrm{T}} \tag{3.1}
\end{equation*}
$$

is defined as,

$$
\begin{equation*}
\left(\left|w_{1}\right|, \cdots,\left|w_{M}\right|\right)^{\mathrm{T}} \tag{3.2}
\end{equation*}
$$

- Vector $\mathbf{w}^{+}$, where $\mathbf{w}$ is a real-valued vector as in (3.1), is defined as,

$$
\begin{equation*}
\left(\max \left\{w_{1}, 0\right\}, \cdots, \max \left\{w_{M}, 0\right\}\right)^{\mathrm{T}} \tag{3.3}
\end{equation*}
$$

- Vector $\mathbf{e}_{i}$ represents a vector having 1 at the $i$ th component and zero elsewhere.
- The notations $\succ$ and $\succeq$ for vectors represent componentwise inequalities, and for matrices represent (non)positive or (non)negative definiteness.

The remainder of the chapter is organized as follows. The system model is described in Section 3.2, and the problem is introduced and formulated. Section 3.3 provides a necessary condition for the selection AF optimality, and demonstrates the selection AF asymptotically strict suboptimality. Finally, a suboptimal superimposed AF relay power allocation scheme is developed in Section 3.4.

### 3.2 System Model and Problem Formulation

Consider the relay channel depicted in Fig. 3.1 with a source (Node S), a destination (Node D), and $M$ AF half-duplex relays $\mathrm{R}_{1}, \ldots, \mathrm{R}_{M}$, where the destination can only receive from the relays. In fact, we assume that the direct SD link is blocked, e.g. due to severe shadowing [30], [57]-[59]. Collaboration is particularly appealing to such a scenario, as conventional communication cannot help, and cooperation appears to be the only remedy.

One CR is split into two equal-length phases, in the first of which the source broadcasts a number of symbols, and in the second of which the relays, each with a preassigned power, simultaneously amplify and forward the source's message from the first phase. Therefore, the destination receives relay superimposed signals in the second phase.

All source and relay transmissions are oblivious to CSI, and occupy the same frequency band of baseband width $W$. Also, the transmissions are narrowband and distorted by quasistatic flat fading and AWGN. The channel complex baseband coefficients of the source$\mathrm{R}_{m}\left(\mathrm{SR}_{m}\right)$, and $\mathrm{R}_{m}$-destination ( $\left.\mathrm{R}_{m} \mathrm{D}\right)$ links are denoted $g_{\mathrm{S} m}$ and $g_{m \mathrm{D}}$, respectively. The channels are assumed to be independent and to remain constant during one CR, but to change independently over consecutive CRs.

It is assumed that the source and $\mathrm{R}_{m}$ transmit with energies per 2-D symbol $\mathcal{E}_{\mathrm{S}}$ and
$k_{m} \mathcal{E}_{\mathrm{R}}$, where $\mathcal{E}_{\mathrm{S}}$ and $\mathcal{E}_{\mathrm{R}}$ are two constants and where $k_{1}, \ldots, k_{M}$ represent relay power allocation ratios, which are nonnegative and sum to 1 . Note that the output powers of the source and $\mathrm{R}_{m}$ are obtained as $W \mathcal{E}_{\mathrm{S}}$ and $k_{m} W \mathcal{E}_{\mathrm{R}}$. It is also assumed for technical considerations that each relay can sustain a maximum continuous power no less than $W \mathcal{E}_{\mathrm{R}}$.

The problem is to find $k_{1}, \ldots, k_{M}$ such that the outage probability is minimized. Outage is defined as the event that the maximum achievable rate between the source and destination is exceeded by a fixed target rate $r$. The ratios $k_{1}, \ldots, k_{M}$ are allowed to be functions of the link instantaneous coefficients $g_{\mathrm{S} m}$ and $g_{m \mathrm{D}}$. Therefore, irrespective of $r$ and the link statistics, the relay power allocation ratios that minimize the outage probability are the same as those that maximize the overall instantaneous achievable rate. Note that $k_{m}=0$ in a CR means that $\mathrm{R}_{m}$ is not utilized in the CR. Also, $k_{m}=1$ (and therefore, $k_{i}=0$ for $i \neq m$ ) indicates the solitary use of the $m$ th relay. Therefore, the selection AF algorithm that allocates the entire aggregate power $P_{\mathrm{R}}$ to a single relay in each CR in order to minimize the outage probability, amounts to finding an $m$, in a CR, for which the instantaneous rate resulting from $k_{m}=1$ equals or exceeds the rate resulting from $k_{i}=1$ for any $i \neq m$.

Assume that the source transmits a 2-D symbol $x_{\mathrm{S}}$, where

$$
\begin{equation*}
\mathrm{E}\left\{\left|x_{\mathrm{S}}\right|^{2}\right\}=\mathcal{E}_{\mathrm{S}} \tag{3.4}
\end{equation*}
$$

This symbol is received at Node $\mathrm{R}_{m}$ as

$$
\begin{equation*}
y_{m} \triangleq g_{\mathrm{S} m} x_{\mathrm{S}}+n_{m} \tag{3.5}
\end{equation*}
$$

where $n_{m}$ is the AWGN with one-sided power spectral density (PSD) $N_{m}$. Node $\mathrm{R}_{m}$ amplifies $y_{m}$ with the factor

$$
\begin{equation*}
\beta_{m} \triangleq \sqrt{\frac{k_{m} \mathcal{E}_{\mathrm{R}}}{G_{\mathrm{S} m} \mathcal{E}_{\mathrm{S}}+N_{m}}} \tag{3.6a}
\end{equation*}
$$

where

$$
\begin{equation*}
G_{\mathrm{S} m} \triangleq\left|g_{\mathrm{S} m}\right|^{2} \tag{3.6b}
\end{equation*}
$$

or

$$
\begin{equation*}
G_{\mathrm{S} m} \triangleq \mathrm{E}\left\{\left|g_{\mathrm{S} m}\right|^{2}\right\} \tag{3.6c}
\end{equation*}
$$

depending on whether we need

$$
\begin{equation*}
\mathrm{E}\left\{\left|\beta_{m} y_{m}\right|^{2} \mid g_{\mathrm{S} m}\right\}=k_{m} \mathcal{E}_{\mathrm{R}} \tag{3.6d}
\end{equation*}
$$

corresponding to an instantaneous or short-term power constraint for $\mathbf{R}_{m}$, or

$$
\begin{equation*}
\mathrm{E}\left\{\left|\beta_{m} y_{m}\right|^{2}\right\}=k_{m} \mathcal{E}_{\mathrm{R}} \tag{3.6e}
\end{equation*}
$$

indicating an ergodic or long-term power constraint based on averaging over different realizations of $g_{\mathrm{Sm}} \cdot .^{2}$ Now, the signal received at the destination in the second phase is

$$
\begin{equation*}
y_{\mathrm{D}} \triangleq \sum_{m=1}^{M} g_{m \mathrm{D}} \beta_{m} y_{m}+n_{\mathrm{D}}=\left(\sum_{m=1}^{M} \beta_{m} g_{\mathrm{S} m} g_{m \mathrm{D}}\right) x_{\mathrm{S}}+\sum_{m=1}^{M} \beta_{m} g_{m \mathrm{D}} n_{m}+n_{\mathrm{D}} \tag{3.7}
\end{equation*}
$$

where $n_{\mathrm{D}}$ is the AWGN at the destination with one-sided PSD $N_{\mathrm{D}}$. Conditioned on the channel coefficients, the maximum MI in nats between $x_{\mathrm{S}}$ and $y_{\mathrm{D}}$ can then be written as,

$$
\begin{equation*}
\ln \left(1+\gamma_{\mathrm{eq}}\right) \tag{3.8a}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma_{\mathrm{eq}} \triangleq \frac{\mathcal{E}_{\mathrm{S}}\left|\sum_{m=1}^{M} \beta_{m} g_{\mathrm{S} m} g_{m \mathrm{D}}\right|^{2}}{\sum_{m=1}^{M} \beta_{m}^{2}\left|g_{m \mathrm{D}}\right|^{2} N_{m}+N_{\mathrm{D}}} \tag{3.8b}
\end{equation*}
$$

is the equivalent SNR from the source to the destination. Eq. (3.8b) can be rewritten, after some manipulations using (3.6a), as

$$
\begin{equation*}
\gamma_{\mathrm{eq}}=\frac{\left|\mathbf{d}^{\mathrm{T}} \mathbf{a}\right|^{2}}{1+\left\|\mathbf{d}^{\mathrm{T}} \operatorname{diag}\{\mathbf{b}\}\right\|^{2}}=\frac{\mathbf{d}^{\mathrm{T}} \mathbf{a} \mathbf{a}^{\mathrm{H}} \mathbf{d}}{1+\mathbf{d}^{\mathrm{T}} \operatorname{diag}\{\mathbf{b}\} \operatorname{diag}\{\mathbf{b}\}^{\mathrm{H}} \mathbf{d}} \tag{3.9a}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{d} \triangleq\left(\sqrt{k_{1}}, \cdots, \sqrt{k_{M}}\right)^{\mathrm{T}} \tag{3.9b}
\end{equation*}
$$

is the square-root power allocation ratio vector, and where

$$
\begin{gather*}
\mathbf{a} \triangleq\left(a_{1}, \cdots, a_{M}\right)^{\mathrm{T}}  \tag{3.9c}\\
\mathbf{b} \triangleq\left(b_{1}, \cdots, b_{M}\right)^{\mathrm{T}}  \tag{3.9~d}\\
a_{m} \triangleq \sqrt{\frac{\mathcal{E}_{\mathrm{S}} \mathcal{E}_{\mathrm{R}}}{N_{\mathrm{D}}}} \frac{g_{\mathrm{S} m} g_{m \mathrm{D}}}{\sqrt{G_{\mathrm{S} m} \mathcal{E}_{\mathrm{S}}+N_{m}}} \tag{3.9e}
\end{gather*}
$$

and

$$
\begin{equation*}
b_{m} \triangleq \sqrt{\frac{\mathcal{E}_{\mathrm{R}} N_{m}}{N_{\mathrm{D}}}} \frac{g_{m \mathrm{D}}}{\sqrt{G_{\mathrm{S} m} \mathcal{E}_{\mathrm{S}}+N_{m}}} \tag{3.9f}
\end{equation*}
$$

[^9]The optimization problem is to find $\left(k_{1}, \cdots, k_{M}\right)$ that maximizes $\gamma_{\mathrm{eq}}$. Therefore, using the definitions

$$
\begin{equation*}
\mathbf{A} \triangleq \mathbf{a a}^{\mathrm{H}} \tag{3.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{D} \triangleq \operatorname{diag}\{\mathbf{b}\} \operatorname{diag}\{\mathbf{b}\}^{\mathrm{H}} \tag{3.11}
\end{equation*}
$$

and from (3.9), one can rewrite the problem as,

$$
\begin{equation*}
\underset{\mathbf{d}}{\operatorname{argmax}} \frac{\mathbf{d}^{\mathrm{T}} \mathbf{A} \mathbf{d}}{1+\mathbf{d}^{\mathrm{T}} \mathbf{D} \mathbf{d}} \tag{3.12a}
\end{equation*}
$$

subject to the constraints

$$
\begin{equation*}
\mathbf{d} \succeq \mathbf{0} \tag{3.12b}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{d}^{\mathrm{T}} \mathbf{d}=1 \tag{3.12c}
\end{equation*}
$$

(see the notations defined in Section 3.1). Any global solution to (3.12) is equivalent to an OPA strategy. Based on the selection AF description in this section, the selection AF algorithm solves (3.12) when,

$$
\begin{equation*}
\mathbf{d} \in\left\{\mathbf{e}_{1}, \cdots, \mathbf{e}_{M}\right\} \tag{3.13}
\end{equation*}
$$

where $\mathbf{e}_{m}$ has been defined in Section 3.1. This amounts to solving,

$$
\begin{equation*}
\underset{m}{\operatorname{argmax}} \frac{\mathbf{A}_{m m}}{1+\mathbf{D}_{m m}} \tag{3.14}
\end{equation*}
$$

or

$$
\begin{equation*}
\underset{m}{\operatorname{argmax}} \frac{\left|a_{m}\right|^{2}}{1+\left|b_{m}\right|^{2}} . \tag{3.15}
\end{equation*}
$$

Therefore, selection AF relaying is optimal whenever a global solution to (3.12) is one of the $M$ extreme vectors $\mathbf{e}_{1}, \cdots, \mathbf{e}_{M}$ of the constraint set.

To further simplify the problem, one can show that (3.12) is equivalent to,

$$
\begin{equation*}
\underset{\mathbf{d}}{\operatorname{argmax}} \frac{\mathbf{d}^{\mathrm{T}} \mathbf{A} \mathbf{d}}{\mathbf{d}^{\mathrm{T}} \dot{\mathbf{D}} \mathbf{d}} \tag{3.16a}
\end{equation*}
$$

subject to the constraint

$$
\begin{equation*}
\mathbf{d} \succeq \mathbf{0} \tag{3.16b}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{D} \triangleq \mathbf{D}+\mathbf{I}_{M} \tag{3.16c}
\end{equation*}
$$

and where $\mathbf{I}_{M}$ is the identity matrix of order $M$, in the sense that any global solution to (3.12) is a global solution to (3.16), and for any global solution $\mathbf{d}$ to (3.16), $\mathbf{d} /\|\mathbf{d}\|$ is a global solution to (3.12). Problem (3.16) is advantageous over problem (3.12) in that it consists of the ratio of two convex quadratic functions with a closed-set, convexity constraint. Note that the constraint set in (3.12) is closed, but not convex. Such a global optimization problem, a so-called nonconcave fractional programming, may arise in realistic applications [60]. The problem in general lacks a closed-form solution. Nonetheless, some global optimization algorithms have been developed for its solution (e.g., see [61], [62], and the references therein).

Observe from (3.9)-(3.12) and (3.16c) that the objective function in (3.16),

$$
\begin{equation*}
\frac{\mathbf{d}^{\mathrm{T}} \mathbf{A} \mathbf{d}}{\mathbf{d}^{\mathrm{T}} \dot{\mathbf{D}} \mathbf{d}} \tag{3.17}
\end{equation*}
$$

actually equals $\gamma_{\mathrm{eq}}$ when the square-root power allocation ratio vector is given by

$$
\begin{equation*}
\left(\sqrt{k_{1}}, \cdots, \sqrt{k_{M}}\right)^{\mathrm{T}}=\frac{\mathbf{d}}{\|\mathbf{d}\|} . \tag{3.18}
\end{equation*}
$$

This obviously shows that (3.17) is upper bounded, and, therefore, the global optimization problem (3.16) has a solution.

The boundedness of (3.17) can be verified via another approach which also yields an interesting upper bound on $\gamma_{\mathrm{eq}}$. If

$$
\begin{equation*}
\boldsymbol{\eta} \triangleq \sqrt{\mathcal{E}_{\mathrm{S}}}\left(\frac{g_{\mathrm{S} 1}}{\sqrt{N_{1}}}, \cdots, \frac{g_{\mathrm{S} M}}{\sqrt{N_{M}}}\right)^{\mathrm{T}} \tag{3.19}
\end{equation*}
$$

where $N_{m}$ is the PSD of $n_{m}$ (see (3.5)), we obtain

$$
\begin{equation*}
\mathbf{a}=\operatorname{diag}\{\mathbf{b}\} \boldsymbol{\eta} \tag{3.20}
\end{equation*}
$$

from (3.9). Meanwhile, one has

$$
\begin{equation*}
\|\mathbf{z}\|^{2} \mathbf{I}_{M} \succeq \mathbf{z ~ z}^{\mathrm{H}} \tag{3.21}
\end{equation*}
$$

for any complex $M$-tuple vector z. Combining these facts, we can show that

$$
\begin{equation*}
\dot{\mathbf{D}} \succ \frac{\mathbf{A}}{\|\boldsymbol{\eta}\|^{2}} \succeq \mathbf{0} \tag{3.22}
\end{equation*}
$$

and consequently,

$$
\begin{equation*}
0 \leq \frac{\mathbf{d}^{\mathrm{T}} \mathbf{A} \mathbf{d}}{\mathbf{d}^{\mathrm{T}} \dot{\mathbf{D}} \mathbf{d}}=\gamma_{\mathrm{eq}}<\|\boldsymbol{\eta}\|^{2}=\gamma_{\mathrm{S} 1}+\cdots+\gamma_{\mathrm{S} M} \tag{3.23a}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma_{\mathrm{S} m} \triangleq \frac{\mathcal{E}_{\mathrm{S}}\left|g_{\mathrm{S} m}\right|^{2}}{N_{m}} \tag{3.23b}
\end{equation*}
$$

is the SNR realized at $\mathrm{R}_{m}$.

### 3.3 Selection AF Suboptimality

In this section, the deviation of the selection AF algorithm from optimality in relay power allocation is examined. We start with a necessary condition for the selection AF optimality.

Theorem 3.1 (Necessary Condition for Selection AF Optimality). If the selection AF algorithm is optimal for relay power allocation, then we have

$$
\begin{equation*}
\exists i, \forall j, j \neq i: \operatorname{Re}\left\{g_{\mathrm{S} i} g_{i \mathrm{D}} g_{\mathrm{S} j}^{*} g_{j \mathrm{D}}^{*}\right\} \leq 0 \tag{3.24}
\end{equation*}
$$

Proof. A proof is given in Appendix C.

Next, we prove that selection AF relaying is asymptotically strictly suboptimal.
Theorem 3.2 (Selection AF Asymptotically Strict Suboptimality). The probability of the selection AF outage optimality approaches zero exponentially as $M$ increases, independently of the fading model except that different links suffer independent fading with uniformly distributed phase distortion.

Proof. A proof is given in Appendix D.
The upper bound (D-15) from the proof of Theorem 3.2 shows that $\operatorname{Pr}\{E\}<10^{-2}$ for $M>11$; i.e. for more than 11 available relays, selection AF relaying is suboptimal with a probability greater than $99 \%$. Note that the independent fading and uniformly distributed phase assumptions stipulated in the theorem are common in the literature.

The increasing divergence of the selection AF protocol from outage optimality is illustrated by numerical examples in Fig. 3.2, where the outage probabilities of the selection AF and optimal schemes versus the number of relays are depicted for two rates $r$ in Rayleigh fading channels. Recall that the outage probability $P_{\text {out }}$ at rate $r$ bits is given as

$$
\begin{equation*}
P_{\text {out }}=\operatorname{Pr}\left\{\ln \left(1+\gamma_{\text {eq }}\right)<r \ln 2\right\} \tag{3.25}
\end{equation*}
$$



Fig. 3.2. The outage probability versus the number of relays for selection and optimal superimposed AF relaying in Rayleigh fading channels, when $\gamma_{\mathrm{S} m}=7 \mathrm{~dB}$ and $\gamma_{m \mathrm{D}}=15 \mathrm{~dB}$ for $m=1, \cdots, 6$.
where $\gamma_{\text {eq }}$ is given by (3.8b). The outage probabilities in Fig. 3.2 have been obtained by $10^{5}$-iteration Monte Carlo simulation. In this figure, a symmetrical case has been considered in which $\gamma_{\mathrm{S} m}=7 \mathrm{~dB}$ and $\gamma_{m \mathrm{D}}=15 \mathrm{~dB}$, where $\gamma_{\mathrm{S} m}$ is defined by (3.23b) and where

$$
\begin{equation*}
\gamma_{m \mathrm{D}} \triangleq \frac{\mathcal{E}_{\mathrm{R}}\left|g_{m \mathrm{D}}\right|^{2}}{N_{\mathrm{D}}} \tag{3.26}
\end{equation*}
$$

is the SNR at the destination if only $\mathrm{R}_{m}$ transmits. One can observe that as $M$ increases, the selection AF scheme diverges more from optimality. For example, when $M=6, P_{\text {out }}$ for the selection AF scheme is almost 5 times that of the optimal scheme for both rates $r$.

Fig. 3.3 exhibits $P_{\text {out }}$ versus fading severity, parameter $m$ in a Nakagami- $m$ distribution, for a typical example when $M=5$. It is observed that the selection AF deviation from optimality is also susceptible to fading severity, intensified as the fading moderates.

### 3.4 Proposed Suboptimal Scheme

The optimal superimposed AF scheme is too complex to be implemented in practical networks. In fact, the branch and bound algorithms presented in [61], [62] for solving nonconcave fractional global optimization programs are general with indeterministic convergence time and computational load. In this section, motivated by the exact optimal solution for the


Fig. 3.3. The outage probability versus the fading severity for selection and optimal superimposed relaying in the case of five relays for a Nakagami fading channel, when $r=0.6$ bits and $\left(\gamma_{\mathrm{S} 1}, \gamma_{1 \mathrm{D}}\right)=(8,3) \mathrm{dB}$, $\left(\gamma_{\mathrm{S} 2}, \gamma_{2 \mathrm{D}}\right)=(3,7) \mathrm{dB},\left(\gamma_{\mathrm{S} 3}, \gamma_{3 \mathrm{D}}\right)=(8,6) \mathrm{dB},\left(\gamma_{\mathrm{S} 4}, \gamma_{4 \mathrm{D}}\right)=(5,3) \mathrm{dB}$, and $\left(\gamma_{\mathrm{S} 5}, \gamma_{5 \mathrm{D}}\right)=(5,7) \mathrm{dB}$.
case of $M=2$ as will be explained, we propose a suboptimal power allocation scheme. We develop a closed-form suboptimal solution to (3.16), which does not involve convergence issues or indefinite search.

First, note that (3.16) can be converted to the equivalent problem,

$$
\begin{equation*}
\underset{\mathbf{u}}{\operatorname{argmax}} \frac{\mathbf{u}^{\mathrm{T}} \dot{\mathbf{D}}^{-1 / 2} \mathbf{A} \dot{\mathbf{D}}^{-1 / 2} \mathbf{u}}{\mathbf{u}^{\mathrm{T}} \mathbf{u}} \tag{3.27a}
\end{equation*}
$$

subject to the constraint

$$
\begin{equation*}
\mathbf{u} \succeq \mathbf{0} \tag{3.27b}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{u}=\dot{\mathbf{D}}^{1 / 2} \mathbf{d} \tag{3.27c}
\end{equation*}
$$

or

$$
\begin{equation*}
\mathbf{d}=\dot{\mathbf{D}}^{-1 / 2} \mathbf{u} . \tag{3.27d}
\end{equation*}
$$

It can be shown that,

$$
\begin{equation*}
\dot{\mathbf{D}}^{-1 / 2} \mathbf{A} \dot{\mathbf{D}}^{-1 / 2} \tag{3.28}
\end{equation*}
$$

is Hermitian and nonnegative definite. However, (3.27) is not a typical quadratic form
maximization problem due to the constraint (3.27b). Also, note that expression (3.28) is complex-valued, whereas the optimization is performed over real values. While this is not of concern in general, for the purposes of this section we equivalently convert (3.27) to,

$$
\begin{equation*}
\underset{\mathbf{u}}{\operatorname{argmax}} \frac{\mathbf{u}^{\mathrm{T}} \boldsymbol{\Lambda} \mathbf{u}}{\mathbf{u}^{\mathrm{T}} \mathbf{u}} \tag{3.29a}
\end{equation*}
$$

subject to the constraint

$$
\begin{equation*}
\mathbf{u} \succeq \mathbf{0} \tag{3.29b}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{\Lambda} \triangleq \mathbf{D}^{-1 / 2}\left(\mathbf{A}+\mathbf{A}^{\mathrm{T}}\right) \mathbf{D}^{-1 / 2} \tag{3.29c}
\end{equation*}
$$

is a nonnegative definite, symmetric, real-valued matrix. Note that for a given $\mathbf{u}$ satisfying (3.29b) and any positive $\ell, \ell \mathbf{u}$ is componentwise nonnegative and leads to the same value of the objective function in (3.29). Therefore, if $\mathbf{u}$ is globally optimal, then $\ell \mathbf{u}$ is globally optimal for any $\ell>0$. Also, note that based on quadratic form maximization results [63], if corresponding to its maximum eigenvalue, $\boldsymbol{\Lambda}$ has an eigenvector

$$
\begin{equation*}
\mathbf{v} \triangleq\left(v_{1}, \cdots, v_{M}\right)^{\mathrm{T}} \tag{3.30}
\end{equation*}
$$

such that $\mathbf{v} \succeq \mathbf{0}$ or $-\mathbf{v} \succeq \mathbf{0}$, then a globally optimal solution to (3.29) is

$$
\begin{equation*}
\mathbf{u}_{\mathrm{opt}}=|\mathbf{v}| \tag{3.31}
\end{equation*}
$$

where the notation $|\cdot|$ for a vector has been defined in Section 3.1.
Our proposed suboptimal solution to (3.29), $\mathbf{u}_{\text {s-opt }}$, is as follows, and can be proved through differentiation to be optimal for $M=2$ (and trivially for $M=1$ ), and which in fact, is the generalization of the optimal solution for $M=2$ to the case of an arbitrary $M$. Assume that the maximum eigenvalue of $\boldsymbol{\Lambda}, \lambda_{\max }$, has multiplicity $t$, and that $\mathbf{v}_{1}, \cdots, \mathbf{v}_{t}$ are the eigenvectors corresponding to $\lambda_{\max }$. Now, if for any $j \in\{1, \cdots, t\}$ one has $\mathbf{v}_{j} \succeq \mathbf{0}$ or $-\mathbf{v}_{j} \succeq \mathbf{0}$, then

$$
\begin{equation*}
\mathbf{u}_{\text {s-opt }} \triangleq\left|\mathbf{v}_{j}\right| . \tag{3.32}
\end{equation*}
$$

Note that in this case, $\mathbf{u}_{\text {s-opt }}$ is globally optimal. Otherwise,

$$
\begin{equation*}
\mathbf{u}_{\text {s-opt }} \triangleq \underset{\mathbf{u} \in\left\{\mathbf{v}_{1}^{+},\left(-\mathbf{v}_{1}\right)^{+}, \cdots, \mathbf{v}_{t}^{+},\left(-\mathbf{v}_{t}\right)^{+}, \mathbf{e}_{1}, \cdots, \mathbf{e}_{M}\right\}}{\operatorname{argmax}} \frac{\mathbf{u}^{\mathrm{T}} \boldsymbol{\Lambda} \mathbf{u}}{\mathbf{u}^{\mathrm{T}} \mathbf{u}} \tag{3.33}
\end{equation*}
$$

where we have used the notations defined in Section 3.1. Note that (3.33) only involves
search over a finite set of size $2 t+M$, and that for $\mathbf{u}=\mathbf{e}_{m}$, the objective function in (3.33) simply reduces to $\Lambda_{m m}$.

To summarize the proposed suboptimal relay power allocation scheme, first, vectors a and $\mathbf{b}$ from (3.9e) and (3.9f) are calculated. Then, the expressions

$$
\begin{gather*}
\mathbf{A}=\mathbf{a} \mathbf{a}^{\mathrm{H}}  \tag{3.34}\\
\dot{\mathbf{D}}=\operatorname{diag}\{\mathbf{b}\} \operatorname{diag}\{\mathbf{b}\}^{\mathrm{H}}+\mathbf{I}_{M} \tag{3.35}
\end{gather*}
$$

and

$$
\begin{equation*}
\boldsymbol{\Lambda}=\mathbf{D}^{-1 / 2}\left(\mathbf{A}+\mathbf{A}^{\mathrm{T}}\right) \mathbf{D}^{-1 / 2} \tag{3.36}
\end{equation*}
$$

are evaluated. Finally, the suboptimal solution to (3.29), $\mathbf{u}_{\text {s-opt }}$, is obtained from (3.32) or (3.33), which then translates to the square-root power allocation ratio vector

$$
\begin{equation*}
\mathbf{d}_{\mathrm{s}-\mathrm{opt}} \triangleq \frac{\dot{\mathbf{D}}^{-1 / 2} \mathbf{u}_{\mathrm{s} \text {-opt }}}{\left\|\dot{\mathbf{D}}^{-1 / 2} \mathbf{u}_{\mathrm{s} \text {-opt }}\right\|} \tag{3.37}
\end{equation*}
$$

Fig. 3.4 shows the superiority of the proposed scheme over the selection AF protocol in terms of the outage probability, and that the proposed suboptimal scheme performs almost as well as the optimal scheme. The outage probabilities have been obtained by Monte-Carlo


Fig. 3.4. The outage probability versus the number of relays for the selection, optimal superimposed, and proposed schemes in Rayleigh fading channels, when $\gamma_{\mathrm{S} m}=15 \mathrm{~dB}$ and $\gamma_{m \mathrm{D}}=10 \mathrm{~dB}$ for $m=1, \cdots, 6$.
simulating and solving (3.12), for the selection AF and optimal superimposed AF schemes, and (3.33), for the proposed scheme. The superiority of the optimal or proposed suboptimal schemes over the selection AF scheme is increased as $M$ is raised, and reaches about 0.88 and 0.76 decades smaller outage probabilities at $M=6$ for $r=0.3$ bits and $r=0.7$ bits, respectively. It can be argued that the proposed scheme can be implemented with almost the same complexity requirements as those required for a centralized implementation of the selection AF scheme.

## Chapter 4

## Dual-Hop DF Relaying Networks ${ }^{1}$

As explained in Chapter 1, several ideas for basic relay operations were developed in [1], [3], which were later termed AF [9], DF [4], [9], and CF [4] relaying. In Chapter 3, we investigated superimposed and selection AF relaying. In this chapter, we consider fixed DF relaying, in which relays, under constant time/frequency allocation, attempt to fully decode the source's message, prior to forwarding.

### 4.1 Introduction

The DF relaying protocol and its capacity evaluation have been the main topics of a vast body of research [4], [5], [9]-[11], [26], [57]-[59], [64]-[75]. In the seminal work [9], [10], the diversity-multiplexing tradeoff and outage probability of different single-relay and multirelay AF and DF protocols were derived. The capacity regions of various protocols based on AF and DF relaying were derived and compared for static channels in [26]. The ergodic capacity, outage capacity, and spatial diversity gain of three AF and DF relaying protocols for a three-node relay channel were derived in [11]. In [5], lower and upper bounds on the instantaneous, outage, and ergodic capacities of a three-node relay channel with perfect CSI at the transmitters were derived for Rayleigh fading and full-duplex/time division and synchronized/asynchronous transceiver models [5].

In another major progress, capacity bounds were derived for several multirelay DF and CF strategies [4]. It was shown that the DF strategy achieves the ergodic capacity with some

[^10]topological and fading phase assumptions. The development in [66] optimized multirelay selection and power allocation for the best capacity in a dual-hop multisource network with full CSI at the nodes. In a similar system setup, bounds on the ergodic capacity of a multisource, dual-hop, orthogonal DF relaying network with global CSI were derived assuming Rayleigh fading, random relay positionings, and a short-term power constraint [67]. In [70], the ergodic capacity of a three-node relaying network was studied for AF and DF relaying with adaptive modulation. In [73], closed-form expressions were derived for the symbol error rate and average capacity for a DF relay selection scheme without the SD link in the Rayleigh fading and dissimilar links case. In [71], [72], closed-form expressions for the error probability and average capacity of dual-hop selection relaying, based on choosing the relay with the strongest link to the destination among a decoding set, were derived. In [59], the ergodic capacities of multirelay, dual-hop, reactive and proactive selection DF relaying were derived for Rayleigh fading. Also, the ergodic capacities of single-relay, multihop AF and DF relaying were studied for Rayleigh fading in [57]. It was shown that DF relaying is superior to AF relaying in this scenario.

In this chapter, we consider the multirelay, dual-hop DF relaying network depicted in Fig. 4.1, and answer the question of what the maximum possible average rate of communication from the source to the destination, referred to as the average capacity, is, under the assumptions detailed in Section 4.2. In contrast to single-relay, multihop DF relaying networks where the maximum achievable rate is simply determined by the capacity of the poorest hop [57], a multibranch, dual-hop scheme has more complex achievable rate expressions as will be observed in Sections 4.3 and 4.4. The average rate is calculated here as the expectation of the maximum instantaneous, nonoutage rate of the system. This maximum rate is independent of any given operating rate, and, therefore, is different from the realized MI evaluated at an operating rate, such as the rates given in [9], [10], [68], [76].

We consider three protocols, called superimposed, selection, and orthogonal relaying, respectively referring to the strategies where different relay transmissions are superimposed [9], [40], [64], [77], where only the best relay is utilized [58], [68], [74], and where the relays transmit in their dedicated orthogonal channels [9], [40], [69], [77], [78]. We also consider two cooperation strategies in each case, called parallel channel cooperation (PCC) and repetition-based cooperation (RC) [9], [75]. These protocols and cooperation strategies have been frequently employed in the literature (with slight variations in some cases). How-


Fig. 4.1. The system model, and the corresponding SNRs of the links.
ever, no result has been reported for the capacity performance of the general network in Fig. 4.1 under the above mentioned protocols and strategies. In the analysis performed here, the average capacity is calculated through the outage probability. Therefore, the outage probability of the different schemes is also derived as a side result of our analysis. Although the outage performance of DF relaying schemes has received more attention with more results in the literature compared to the capacity performance, our analysis reveals new results for outage probabilities. We mention both new and overlapping results for completeness and cite the relevant references.

The remainder of the chapter is organized as follows. Section 4.2 details the system model and assumptions, and complexity issues. Maximum achievable instantaneous rates are derived in Section 4.3, and an average capacity analysis is executed in Section 4.4. Finally in Section 4.5 , several numerical examples are studied.

### 4.2 System Model

Consider the system depicted in Fig. 4.1, including a source node S, a destination node D, and $M$ half-duplex DF relays $\mathrm{R}_{1}, \ldots, \mathrm{R}_{M}$. Feasible communication links and the direction of transmissions are shown by arrows in Fig. 4.1.

It is assumed that the transmissions are narrowband, and suffer AWGN and quasistatic flat fading. The channel complex gains are assumed to remain constant during one CR , defined as the duration needed for communicating a message from the source to the destination, but to change independently from one CR to another. Amplitude and phase in-
formation of a link AB is perfectly estimated by, and available to, receiver B for coherent detection. The instantaneous SNRs associated with the links $\mathrm{SD}, \mathrm{SR}_{m}$, and $\mathrm{R}_{m} \mathrm{D}$ are denoted $\gamma_{\mathrm{SD}}, \gamma_{\mathrm{S} m}$, and $\gamma_{m \mathrm{D}}$, respectively, as shown in Fig. 4.1. It is assumed that the SNRs of the different links are independent [9], [11], [30], [58], [68], [69], [74]-[76].

No optimization for resource (power, time, bandwidth) allocation is considered; the nodes are assumed to transmit with constant power and bandwidth in fixed durations of time during a CR. This assumption is for simplicity as the optimization of resource allocation in cooperative networks, e.g. explored in [5], [30], [64], [67], [69], [75], is generally computationally demanding and least amenable to closed-form solutions, especially when there are more than one relay in the network.

We consider three relaying protocols, superimposed, selection, and orthogonal relaying, and two cooperation strategies, PCC and RC [9], [75]. The two cooperation strategies are opposite extremes in the sense that in PCC, all transmissions from different nodes in a CR utilize different, independent codebooks, while in RC, the same codebook is used for all the transmissions. In fact, in PCC, transmissions from the source to a relay and from a relay to the destination contain fresh MI. Consequently, the resulting MI accumulated at the destination equals the sum of the MI received from orthogonal subspaces [9], [10], [22], viz. parallel subchannels [79, Section 9.4]. In contrast, in the RC case, transmissions convey repeated information such that the destination accumulates energy, rather than MI, from different transmissions [22] and that the resulting SNR at the destination equals the sum of the SNRs from source and relay transmissions [9], [10].

One CR is divided into two phases as depicted in Fig. 4.2a. In phase I, which lasts $T_{0}$ seconds, in any relaying protocol, the source broadcasts its message to the destination and the relays, which attempt to decode the message fully at the end of Phase I. A relay successful in decoding is called a decoding relay. The three protocols are distinguished in Phase II, where only the source and the decoding relays participate, as illustrated in Figs. $4.2 \mathrm{~b}-4.2 \mathrm{~d}$ and described in the following.

In superimposed relaying, the source and decoding relays, simultaneously transmit to the destination for $T_{0}$ seconds. The destination can execute serial interference cancellation [80] or space-time decoding [9], [11]-[14] for detection if the transmissions are simply superimposed [80] or if the transmissions are distributed-space-time-coded [9], [11]-[14], respectively. The latter is only for the RC case, and needs stringent internode synchroniza-


Fig. 4.2. The relaying protocols. A right arrow shows the direction of transmission. A relay transmits only if it has decoded the message. Otherwise, it remains silent.
tion at the symbol level. In selection relaying [58], [68], [74], only the best of the source and decoding relays (i.e. the one with the strongest link to the destination) transmits to the destination in Phase II, which again, lasts $T_{0}$ seconds. In orthogonal relaying [9], all relays are assigned orthogonal (time or frequency) channels, each containing as many degrees of freedom as the channel devoted to the source in Phase I. ${ }^{2}$ In Fig. 4.2d, only the case of time division multiplexing for the relays has been depicted. The message is retransmitted only by decoding relays in their dedicated channels.

As stipulated earlier, a CR experiences one channel fading block. This assumption best suits delay-sensitive applications. ${ }^{3}$ In this chapter, we focus on determining $I_{\max }$, the maximum instantaneous end-to-end MI rate per CR , and $\overline{I_{\max }}$, the expectation of $I_{\max }$ with

[^11]respect to the channel state
\[

$$
\begin{equation*}
\gamma \triangleq\left(\gamma_{\mathrm{SD}}, \gamma_{\mathrm{S} 1}, \ldots, \gamma_{\mathrm{S} M}, \gamma_{1 \mathrm{D}}, \ldots, \gamma_{M \mathrm{D}}\right) . \tag{4.1}
\end{equation*}
$$

\]

We refer to $\overline{I_{\max }}$ as the average capacity. Using [81, eq. (5-53)], we calculate $\overline{I_{\max }}$ as

$$
\begin{equation*}
\overline{I_{\max }}=\int_{0}^{\infty} \mathrm{d} r\left[1-\operatorname{Pr}\left\{I_{\max }<r\right\}\right] . \tag{4.2}
\end{equation*}
$$

To rigorously define $I_{\text {max }}$, first let $I_{\mathrm{DL}}(R)$ be defined as the maximum downlink MI that the destination can gather from Phases I and II when the source's rate is $R$. A given rate $R$ determines which relays can decode, from which $I_{\mathrm{DL}}(R)$ can be obtained. For example, in selection relaying with PCC, if for a source rate $R$ only Relays 1 and 2 can decode, then $I_{\mathrm{DL}}(R)$ becomes,

$$
\begin{equation*}
\frac{1}{2} \ln \left(1+\gamma_{\mathrm{SD}}\right)+\frac{1}{2} \ln \left(1+\max \left\{\gamma_{\mathrm{SD}}, \gamma_{1 \mathrm{D}}, \gamma_{2 \mathrm{D}}\right\}\right) \tag{4.3}
\end{equation*}
$$

where the first and second summands are the amounts of MI received at the destination from Phases I and II, respectively. The rate $R$ is realizable and does not cause outage if $R \leq I_{\mathrm{DL}}(R)$. Many examples of downlink rates $I_{\mathrm{DL}}(R)$ can be found in [9], [10], [68], [76], where MI is typically used to evaluate outage. Now, we define $I_{\max }$ as

$$
\begin{equation*}
I_{\max }=\max _{R \leq I_{\mathrm{DL}}(R)} R . \tag{4.4}
\end{equation*}
$$

Therefore, $I_{\max }$ is the maximum instantaneous, sustainable (nonoutage) rate, or the instantaneous capacity of the system, and thus, important to evaluate. Note that the outage probability at rate $R$ considered in the literature [9], [10], [68], [76], is actually given by

$$
\begin{equation*}
P_{\text {out }}(R) \triangleq \operatorname{Pr}\left\{I_{\mathrm{DL}}(R)<R\right\} \tag{4.5}
\end{equation*}
$$

rather than by $\operatorname{Pr}\left\{I_{\max }<R\right\} .{ }^{4}$ Although $\operatorname{Pr}\left\{I_{\max }<R\right\}$ is equal to $P_{\text {out }}(R)$ for all cases that we consider, the equality does not hold in general, as will be explained in Section 4.4. While the outage performance of relaying networks has received much attention, only limited results are available on $I_{\max }$ and $\overline{I_{\max }}$ for dual-hop DF relaying networks in the literature, e.g. in [59], [70]. Existing results relate to different or simpler networks, and will be compared to our results in Sections 4.3 and 4.4.

[^12]
### 4.2.1 Complexity Issues

The value $\overline{I_{\text {max }}}$, defined in Section 4.2, has different interpretations for, and implications on the CSI available at the different nodes as follows. The interpretation of $\overline{I_{\max }}$, which is a function of only the channel state $\gamma$, as will be observed in Section 4.4, depends on the source's knowledge of $I_{\max }$ in a CR. If the source is oblivious to $I_{\max }$, outage is always a possibility. ${ }^{5}$ In this case, $\overline{I_{\max }}$ is not realizable, but still can serve to compare two systems.

However, if the source can obtain $\gamma$ in each CR via feedback links almost instantly, it can calculate, and adaptively transmit with rate $I_{\max }$ such that no outage occurs. In this case, $\overline{I_{\max }}$ equals the (long-term) average rate. The rate $I_{\max }$ can also be calculated at another node and quickly fed back to the source. For example, it may be practically easier for the destination to obtain $\gamma$ and calculate $I_{\max }$, because the components $\gamma_{\mathrm{SD}}$, $\gamma_{1 \mathrm{D}}, \ldots, \gamma_{M \mathrm{D}}$ of $\gamma$ are estimated at the destination anyway for coherent detection.

Also, independently of the source lacking or obtaining knowledge of $I_{\text {max }}$ for adaptive transmission, the different schemes introduced in Section 4.2 demand different amounts of signaling feedback for their operation, as follows. In superimposed relaying, the decoding relays should declare their successful decoding and participation in Phase II to the destination. In selection relaying, again these success feedbacks from the relays are needed. Additionally, the destination needs to broadcast a designating feedback to determine which node is best to transmit next. In orthogonal relaying, no success or designating feedbacks are required given that the destination can realize which relay is or is not transmitting, by monitoring their dedicated channels.

Note that all the above mentioned CSI and signaling feedbacks entail additional overhead usage and need dedicated time slots or frequency channels, which cause some loss of spectral efficiency. Nevertheless, the assumption of having CSI or feedback at the transmitters is common in the literature of cooperation. Previous research has shown that feedback information can significantly enhance the performance of cooperative networks and is more critical to relaying than DT [3], [10], [23], [58], [68]. The impact of imperfect CSI feedback or feedback delay on the rate performance is worth investigating, but beyond the scope of the investigation here.

[^13]
### 4.3 Maximum Achievable Instantaneous Rates

In this section, evaluating $R$ and $I_{\mathrm{DL}}(R)$, defined in Section 4.2, and using (4.4) in each case, we derive $I_{\max }$ for the different protocols described in Section 4.2. We assume that both $R$ and $I_{\mathrm{DL}}(R)$ are normalized by the entire period of the CR. We utilize the following notations in our derivations. Assume that the SR SNRs $\gamma_{\mathrm{S} 1}, \ldots, \gamma_{\mathrm{S} M}$ are sorted in decreasing order as $\gamma_{\mathrm{S}(1)}, \ldots, \gamma_{\mathrm{S}(M)}$. Let the RD SNR corresponding to $\gamma_{\mathrm{S}(m)}$ be denoted $\gamma_{(m) \mathrm{D}}$. Note that $\gamma_{(1) \mathrm{D}}, \ldots, \gamma_{(M) \mathrm{D}}$ are generally unordered. We also define

$$
\begin{equation*}
\gamma_{\mathrm{S}(0)} \triangleq \gamma_{(0) \mathrm{D}} \triangleq \gamma_{\mathrm{SD}} \tag{4.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\gamma_{\mathrm{S}(M+1)} \triangleq \gamma_{(M+1) \mathrm{D}} \triangleq 0 \tag{4.7}
\end{equation*}
$$

for convenience, by misuse of notation, as $\gamma_{\mathrm{S}(0)}$ is out of order with $\gamma_{\mathrm{S}(1)}, \ldots, \gamma_{\mathrm{S}(M)}$.
All the achievable rates derived in the following are new and summarized in Table 4.1. The corresponding results for the achievable rates in the single-relay case with fixed resource allocation can be found in [3], [11], [23], [26].

### 4.3.1 Superimposed Relaying

If the source transmits with rate $R_{\mathrm{S}}$ nats per channel use such that

$$
\begin{equation*}
\ln \left(1+\gamma_{\mathrm{S}(i+1)}\right)<R_{\mathrm{S}} \leq \ln \left(1+\gamma_{\mathrm{S}(i)}\right) \tag{4.8}
\end{equation*}
$$

for an $i \in\{1, \ldots, M\}$, then only $i$ relays can decode. In this case, denoting $I_{\mathrm{DL}}(R)$ for the PCC and RC cases by $I_{\mathrm{DL}}^{(\mathrm{sup}, \mathrm{PCC})}(R)$ and $I_{\mathrm{DL}}^{(\mathrm{sup}, \mathrm{RC})}(R)$, respectively, we obtain

$$
\begin{gather*}
R=\frac{R_{\mathrm{S}}}{2}  \tag{4.9}\\
I_{\mathrm{DL}}^{(\mathrm{sup}, \mathrm{PCC})}(R)=\frac{1}{2}\left[\ln \left(1+\gamma_{\mathrm{SD}}\right)+\ln \left(1+\sum_{m=0}^{i} \gamma_{(m) \mathrm{D}}\right)\right] \tag{4.10}
\end{gather*}
$$

and

$$
\begin{equation*}
I_{\mathrm{DL}}^{(\sup , \mathrm{RC})}(R)=\frac{1}{2} \ln \left(1+\gamma_{\mathrm{SD}}+\sum_{m=0}^{i} \gamma_{(m) \mathrm{D}}\right) \tag{4.11}
\end{equation*}
$$

where all the divisions by 2 are for normalization. This normalization is similar to that employed in [10], [11], [26] due to the CR comprising two equal-size phases. The derivation of

TABLE 4.1
Maximum Instantaneous Rates in Nats
Achievable in Multirelay, Dual-Hop, DF Relaying Networks

$$
\begin{aligned}
& \text { Superimposed } \\
& \text { with PCC } \\
& \frac{1}{2} \max \left\{2 \ln \left(1+\gamma_{\mathrm{SD}}\right), \min \left\{\ln \left(1+\gamma_{\mathrm{S}(1)}\right),\right.\right. \\
& \left.\ln \left(1+\gamma_{\mathrm{SD}}\right)+\ln \left(1+\sum_{m=0}^{1} \gamma_{(m) \mathrm{D}}\right)\right\}, \ldots, \\
& \left.\min \left\{\ln \left(1+\gamma_{\mathrm{S}(M)}\right), \ln \left(1+\gamma_{\mathrm{SD}}\right)+\ln \left(1+\sum_{m=0}^{M} \gamma_{(m) \mathrm{D}}\right)\right\}\right\} \\
& \text { Superimposed } \\
& \text { relaying } \\
& \text { with RC } \\
& \frac{1}{2} \max \left\{\ln \left(1+2 \gamma_{\mathrm{SD}}\right), \min \left\{\ln \left(1+\gamma_{\mathrm{S}(1)}\right),\right.\right. \\
& \left.\ln \left(1+\gamma_{\mathrm{SD}}+\sum_{m=0}^{1} \gamma_{(m) \mathrm{D}}\right)\right\}, \ldots, \\
& \left.\min \left\{\ln \left(1+\gamma_{\mathrm{S}(M)}\right), \ln \left(1+\gamma_{\mathrm{SD}}+\sum_{m=0}^{M} \gamma_{(m) \mathrm{D}}\right)\right\}\right\} \\
& \text { Selection } \\
& \text { relaying } \\
& \text { with PCC } \\
& \frac{1}{2} \max \left\{2 \ln \left(1+\gamma_{\mathrm{SD}}\right), \min \left\{\ln \left(1+\gamma_{\mathrm{S} 1}\right),\right.\right. \\
& \left.\ln \left(1+\gamma_{\mathrm{SD}}\right)+\ln \left(1+\gamma_{1 \mathrm{D}}\right)\right\}, \ldots, \\
& \left.\min \left\{\ln \left(1+\gamma_{\mathrm{S} M}\right), \ln \left(1+\gamma_{\mathrm{SD}}\right)+\ln \left(1+\gamma_{M \mathrm{D}}\right)\right\}\right\} \\
& \text { Selection } \\
& \text { relaying } \\
& \text { with RC } \\
& \frac{1}{2} \max \left\{\ln \left(1+2 \gamma_{\mathrm{SD}}\right), \min \left\{\ln \left(1+\gamma_{\mathrm{S} 1}\right), \ln \left(1+\gamma_{\mathrm{SD}}+\gamma_{1 \mathrm{D}}\right)\right\}, \ldots,\right. \\
& \left.\min \left\{\ln \left(1+\gamma_{\mathrm{S} M}\right), \ln \left(1+\gamma_{\mathrm{SD}}+\gamma_{M \mathrm{D}}\right)\right\}\right\} \\
& \text { Orthogonal } \\
& \text { relaying } \\
& \text { with PCC } \\
& \frac{1}{M+1} \max \left\{\ln \left(1+\gamma_{\mathrm{SD}}\right), \min \left\{\ln \left(1+\gamma_{\mathrm{S}(1)}\right),\right.\right. \\
& \left.\sum_{m=0}^{1} \ln \left(1+\gamma_{(m) \mathrm{D}}\right)\right\}, \ldots, \\
& \left.\min \left\{\ln \left(1+\gamma_{\mathrm{S}(M)}\right), \sum_{m=0}^{M} \ln \left(1+\gamma_{(m) \mathrm{D}}\right)\right\}\right\}
\end{aligned}
$$

Orthogonal relaying with RC

$$
\begin{aligned}
& \frac{1}{M+1} \max \left\{\ln \left(1+\gamma_{\mathrm{SD}}\right), \min \left\{\ln \left(1+\gamma_{\mathrm{S}(1)}\right)\right.\right. \\
& \\
& \left.\ln \left(1+\sum_{m=0}^{1} \gamma_{(m) \mathrm{D}}\right)\right\}, \ldots, \\
& \\
& \left.\quad \min \left\{\ln \left(1+\gamma_{\mathrm{S}(M)}\right), \ln \left(1+\sum_{m=0}^{M} \gamma_{(m) \mathrm{D}}\right)\right\}\right\}
\end{aligned}
$$

(4.10) and (4.11) relies on the facts that the channels from the source to the destination and from the decoding relays to the destination are two independent parallel Gaussian channels [79, Section 9.4], [9], [10], and that the channel from the decoding relays to the destination is a multiaccess channel [79, Section 15.3], [50, Section 16.2].

In PCC, the MI terms from the first and second phases are added, because the transmission in the first phase is orthogonal to the transmissions in the second phase, and because the codebooks used in the different transmissions are independent. However, in the second phase, although different transmissions use independent codebooks, the SNRs, rather than the MI terms, are added because the transmissions are not orthogonal and are simply superimposed. Indeed, in the second phase, the sum-rate capacity according to the multiaccess-channel rate region [79, Section 15.3] is achieved.

In RC, as the codebooks used for all the transmissions in both phases are identical, all the SNRs from Phases I and II are added to give the resulting SNR at the destination.

However, if the source transmits with rate $R_{\mathrm{S}}$ nats such that $R_{\mathrm{S}} \geq \ln \left(1+\gamma_{\mathrm{S}(1)}\right)$, no relays can decode. In this case, one has

$$
\begin{gather*}
R=\frac{R_{\mathrm{S}}}{2}  \tag{4.12}\\
I_{\mathrm{DL}}^{(\text {sup }, \mathrm{PCC})}(R)=\ln \left(1+\gamma_{\mathrm{SD}}\right) \tag{4.13}
\end{gather*}
$$

and

$$
\begin{equation*}
I_{\mathrm{DL}}^{(\mathrm{sup}, \mathrm{RC})}(R)=\frac{1}{2} \ln \left(1+2 \gamma_{\mathrm{SD}}\right) \tag{4.14}
\end{equation*}
$$

Combining (4.4)-(4.14), we obtain

$$
\begin{align*}
I_{\max }^{(\mathrm{sup}, \mathrm{PCC})}= & \frac{1}{2} \max \left\{2 \ln \left(1+\gamma_{\mathrm{SD}}\right), \min \left\{\ln \left(1+\gamma_{\mathrm{S}(1)}\right), \ln \left(1+\gamma_{\mathrm{SD}}\right)+\ln \left(1+\sum_{m=0}^{1} \gamma_{(m) \mathrm{D}}\right)\right\},\right. \\
& \left.\cdots, \min \left\{\ln \left(1+\gamma_{\mathrm{S}(M)}\right), \ln \left(1+\gamma_{\mathrm{SD}}\right)+\ln \left(1+\sum_{m=0}^{M} \gamma_{(m) \mathrm{D}}\right)\right\}\right\} \tag{4.15}
\end{align*}
$$

and

$$
\begin{align*}
I_{\max }^{(\mathrm{sup}, \mathrm{RC})}=\frac{1}{2} \max \{ & \ln \left(1+2 \gamma_{\mathrm{SD}}\right), \min \left\{\ln \left(1+\gamma_{\mathrm{S}(1)}\right), \ln \left(1+\gamma_{\mathrm{SD}}+\sum_{m=0}^{1} \gamma_{(m) \mathrm{D}}\right)\right\}, \\
& \left.\cdots, \min \left\{\ln \left(1+\gamma_{\mathrm{S}(M)}\right), \ln \left(1+\gamma_{\mathrm{SD}}+\sum_{m=0}^{M} \gamma_{(m) \mathrm{D}}\right)\right\}\right\} \tag{4.16}
\end{align*}
$$

where superscripts "sup", "PCC", and "RC" denote superimposed relaying, PCC, and RC.

### 4.3.2 Selection Relaying

In this case, it can be observed that all expressions given in Section 4.3.1 hold after every $\sum_{m=0}^{i}\{\cdot\}$ is replaced with $\max _{m=0, \ldots, i}\{\cdot\}$, as the only difference here is that in Phase II; only the best of the source and decoding relays, rather than all of them, transmits to the destination. Therefore, one can write, in a manner similar to (4.15) and (4.16),

$$
\begin{align*}
I_{\max }^{(\mathrm{sel}, \mathrm{PCC})}= & \frac{1}{2} \max \left\{2 \ln \left(1+\gamma_{\mathrm{SD}}\right), \min \left\{\ln \left(1+\gamma_{\mathrm{S}(1)}\right), \ln \left(1+\gamma_{\mathrm{SD}}\right)+\ln \left(1+\max _{m=0,1} \gamma_{(m) \mathrm{D}}\right)\right\},\right. \\
& \left.\cdots, \min \left\{\ln \left(1+\gamma_{\mathrm{S}(M)}\right), \ln \left(1+\gamma_{\mathrm{SD}}\right)+\ln \left(1+\max _{m=0, \ldots, M} \gamma_{(m) \mathrm{D}}\right)\right\}\right\} \quad(4.17) \tag{4.17}
\end{align*}
$$

and

$$
\begin{array}{r}
I_{\max }^{(\mathrm{sel}, \mathrm{RC})}=\frac{1}{2} \max \left\{\ln \left(1+2 \gamma_{\mathrm{SD}}\right), \min \left\{\ln \left(1+\gamma_{\mathrm{S}(1)}\right), \ln \left(1+\gamma_{\mathrm{SD}}+\max _{m=0,1} \gamma_{(m) \mathrm{D}}\right)\right\}, \ldots,\right. \\
\left.\quad \min \left\{\ln \left(1+\gamma_{\mathrm{S}(M)}\right), \ln \left(1+\gamma_{\mathrm{SD}}+\max _{m=0, \ldots, M} \gamma_{(m) \mathrm{D}}\right)\right\}\right\} \tag{4.18}
\end{array}
$$

where superscript "sel" represents selection relaying. However, we can obtain expressions simpler than (4.17) and (4.18) for $I_{\max }^{(\mathrm{sel}, \mathrm{PCC})}$ and $I_{\max }^{(\mathrm{sel}, \mathrm{RC})}$ by taking an alternate approach as follows.

In selection relaying, only one node leading to the largest rate transmits in Phase II. Therefore, the rates resulting from the different nodes transmitting in Phase II can be obtained and compared to see which one is the largest. If the source transmits in Phase II, the resulting rates for PCC and RC are given as,

$$
\begin{equation*}
\ln \left(1+\gamma_{\mathrm{SD}}\right) \tag{4.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{2} \ln \left(1+2 \gamma_{\mathrm{SD}}\right) \tag{4.20}
\end{equation*}
$$

respectively. Also, if $\mathrm{R}_{i}$ transmits in the downlink, the rates,

$$
\begin{equation*}
\min \left\{\ln \left(1+\gamma_{\mathrm{S} i}\right), \ln \left(1+\gamma_{\mathrm{SD}}\right)+\ln \left(1+\gamma_{i \mathrm{D}}\right)\right\} \tag{4.21}
\end{equation*}
$$

and

$$
\begin{equation*}
\min \left\{\ln \left(1+\gamma_{\mathrm{S} i}\right), \ln \left(1+\gamma_{\mathrm{SD}}+\gamma_{i \mathrm{D}}\right)\right\} \tag{4.22}
\end{equation*}
$$

are realizable for PCC and RC, respectively. Therefore, we can write

$$
\begin{array}{r}
I_{\max }^{(\mathrm{sel}, \mathrm{PCC})}=\frac{1}{2} \max \left\{2 \ln \left(1+\gamma_{\mathrm{SD}}\right), \min \left\{\ln \left(1+\gamma_{\mathrm{S} 1}\right), \ln \left(1+\gamma_{\mathrm{SD}}\right)+\ln \left(1+\gamma_{1 \mathrm{D}}\right)\right\}, \ldots,\right. \\
 \tag{4.23}\\
\left.\min \left\{\ln \left(1+\gamma_{\mathrm{S} M}\right), \ln \left(1+\gamma_{\mathrm{SD}}\right)+\ln \left(1+\gamma_{M \mathrm{D}}\right)\right\}\right\}
\end{array}
$$

and

$$
\begin{align*}
I_{\max }^{(\mathrm{sel}, \mathrm{RC})}=\frac{1}{2} \max \left\{\ln \left(1+2 \gamma_{\mathrm{SD}}\right),\right. & \min \left\{\ln \left(1+\gamma_{\mathrm{S} 1}\right), \ln \left(1+\gamma_{\mathrm{SD}}+\gamma_{1 \mathrm{D}}\right)\right\}, \ldots, \\
& \left.\min \left\{\ln \left(1+\gamma_{\mathrm{S} M}\right), \ln \left(1+\gamma_{\mathrm{SD}}+\gamma_{M \mathrm{D}}\right)\right\}\right\} . \tag{4.24}
\end{align*}
$$

Note that (4.23) and (4.24) can be directly shown to be equivalent to (4.17) and (4.18), respectively. In fact, if one has

$$
\begin{equation*}
\max _{m=0, \ldots, j} \gamma_{(m) \mathrm{D}}=\gamma_{(i) \mathrm{D}} \tag{4.25}
\end{equation*}
$$

for given integers $i$ and $j$ satisfying $0 \leq i<j \leq M$, then

$$
\begin{align*}
& \min \left\{\ln \left(1+\gamma_{\mathrm{S}(j)}\right), \ln \left(1+\gamma_{\mathrm{SD}}\right)+\ln \left(1+\max _{m=0, \ldots, j} \gamma_{(m) \mathrm{D}}\right)\right\} \leq \\
& \begin{cases}2 \ln \left(1+\gamma_{\mathrm{SD}}\right), & i=0 \\
\min \left\{\ln \left(1+\gamma_{\mathrm{S}(i)}\right), \ln \left(1+\gamma_{\mathrm{SD}}\right)+\ln \left(1+\gamma_{(i) \mathrm{D}}\right)\right\}, & i>0\end{cases} \tag{4.26}
\end{align*}
$$

and

$$
\begin{align*}
& \min \left\{\ln \left(1+\gamma_{\mathrm{S}(j)}\right), \ln \left(1+\gamma_{\mathrm{SD}}+\max _{m=0, \ldots, j} \gamma_{(m) \mathrm{D}}\right)\right\} \leq \\
&\left\{\begin{array}{ll}
\ln \left(1+2 \gamma_{\mathrm{SD}}\right), & i=0 \\
\min \left\{\ln \left(1+\gamma_{\mathrm{S}(i)}\right), \ln \left(1+\gamma_{\mathrm{SD}}+\gamma_{(i) \mathrm{D}}\right)\right\}, & i>0
\end{array} .\right. \tag{4.27}
\end{align*}
$$

This obviously shows that in (4.17) and (4.18), we can safely replace,

$$
\begin{equation*}
\max _{m=0, \ldots, j} \gamma_{(m) \mathrm{D}} \tag{4.28}
\end{equation*}
$$

with $\gamma_{(j) \mathrm{D}}$ for any $j$ ranging from 1 to $M$. Making these replacements in (4.17) and (4.18), one can readily reach (4.23) and (4.24).

### 4.3.3 Orthogonal Relaying

First assume that the source transmits with rate $R_{\mathrm{S}}$ satisfying (4.8). Then, only $i$ relays decode, and one has, like (4.9),

$$
\begin{equation*}
R=\frac{R_{\mathrm{S}}}{M+1} \tag{4.29}
\end{equation*}
$$

where the division by $M+1$ is because the CR comprises $M+1$ equal-size orthogonal channels. Also, we can write

$$
\begin{equation*}
I_{\mathrm{DL}}^{(\mathrm{ort}, \mathrm{PCC})}(R)=\frac{1}{M+1} \sum_{m=0}^{i} \ln \left(1+\gamma_{(m) \mathrm{D}}\right) \tag{4.30}
\end{equation*}
$$

and

$$
\begin{equation*}
I_{\mathrm{DL}}^{(\mathrm{ort}, \mathrm{RC})}(R)=\frac{1}{M+1} \ln \left(1+\sum_{m=0}^{i} \gamma_{(m) \mathrm{D}}\right) \tag{4.31}
\end{equation*}
$$

where superscript "ort" denotes orthogonal relaying, using the fact that the destination can accumulate MI in the PCC case, and energy in the RC case from the $M+1$ orthogonal channels. Note that in (4.30), contrary to (4.10), we have sums of SNR logarithms, i.e. sums of MI terms, rather than logarithms of SNR sums, for the MI created in Phase II. This is because orthogonal relaying constitutes independent parallel Gaussian channels for the downlink [79, Section 9.4], while superimposed relaying employs an interference-limited multiaccess channel [79, Section 15.3].

If $R_{\mathrm{S}}$ is greater than $\ln \left(1+\gamma_{\mathrm{S}(1)}\right)$ (i.e. if (4.8) is not satisfied), no relays can decode. This leads to the same PCC and RC schemes with the realized MI rate

$$
\begin{equation*}
I_{\mathrm{DL}}^{(\mathrm{ort}, \mathrm{PCC})}(R)=I_{\mathrm{DL}}^{(\mathrm{ort}, \mathrm{RC})}(R)=\frac{1}{M+1} \ln \left(1+\gamma_{\mathrm{SD}}\right) \tag{4.32}
\end{equation*}
$$

Now, combining (4.4) and (4.29)-(4.32) yields

$$
\begin{array}{r}
I_{\max }^{(\text {ort, PCC })}=\frac{1}{M+1} \max \left\{\ln \left(1+\gamma_{\mathrm{SD}}\right), \min \left\{\ln \left(1+\gamma_{\mathrm{S}(1)}\right), \sum_{m=0}^{1} \ln \left(1+\gamma_{(m) \mathrm{D}}\right)\right\}, \ldots,\right. \\
\left.\min \left\{\ln \left(1+\gamma_{\mathrm{S}(M)}\right), \sum_{m=0}^{M} \ln \left(1+\gamma_{(m) \mathrm{D}}\right)\right\}\right\} \tag{4.33}
\end{array}
$$

and

$$
\begin{array}{r}
I_{\max }^{(\text {ort, } \mathrm{RC})}=\frac{1}{M+1} \max \left\{\ln \left(1+\gamma_{\mathrm{SD}}\right), \min \left\{\ln \left(1+\gamma_{\mathrm{S}(1)}\right), \ln \left(1+\sum_{m=0}^{1} \gamma_{(m) \mathrm{D}}\right), \ldots,\right.\right. \\
\left.\min \left\{\ln \left(1+\gamma_{\mathrm{S}(M)}\right), \ln \left(1+\sum_{m=0}^{M} \gamma_{(m) \mathrm{D}}\right)\right\}\right\} . \tag{4.34}
\end{array}
$$

### 4.4 Capacity Analysis

As shown in (4.2), to obtain the average capacity, we first calculate $\operatorname{Pr}\left\{I_{\max }<r\right\}$ at any $r$. However, deriving this probability directly from the $I_{\max }$ expressions given in Table 4.1
is intricate. Instead, note from (4.4) that for a positive $r$ satisfying $r \leq I_{\mathrm{DL}}(r)$, one has $r \leq I_{\text {max }}$. Therefore, we have

$$
\begin{equation*}
\operatorname{Pr}\left\{I_{\max }<r\right\} \leq \operatorname{Pr}\left\{I_{\mathrm{DL}}(r)<r\right\} \tag{4.35}
\end{equation*}
$$

Also, $I_{\mathrm{DL}}(r)$ is a decreasing function of $r$ for all the protocols considered, a result obtainable by intuition or by inspecting the rate expressions listed in Table 4.1. Combining this fact with (4.4), we conclude that for a positive $r$ satisfying $r \leq I_{\max }$, we can write

$$
\begin{equation*}
r \leq I_{\max } \leq I_{\mathrm{DL}}\left(I_{\max }\right) \leq I_{\mathrm{DL}}(r) \tag{4.36}
\end{equation*}
$$

and, therefore,

$$
\begin{equation*}
\operatorname{Pr}\left\{I_{\max }<r\right\} \geq \operatorname{Pr}\left\{I_{\mathrm{DL}}(r)<r\right\} \tag{4.37}
\end{equation*}
$$

Combining (4.35) and (4.37) yields

$$
\begin{equation*}
\operatorname{Pr}\left\{I_{\max }<r\right\}=\operatorname{Pr}\left\{I_{\mathrm{DL}}(r)<r\right\} \tag{4.38}
\end{equation*}
$$

for all the protocols considered here. ${ }^{6}$ The probability $\operatorname{Pr}\left\{I_{\mathrm{DL}}(r)<r\right\}$ (which equals $P_{\text {out }}(r)$ from (4.5)) is easier to calculate than $\operatorname{Pr}\left\{I_{\max }<r\right\}$ as $I_{\mathrm{DL}}(r)$ can be written as a sum of RVs using the cascaded link technique introduced in [76]. In the sequel, we utilize (4.38) and the cascaded link methodology [76] to calculate $\operatorname{Pr}\left\{I_{\max }<r\right\}$.

### 4.4. General Fading Case

Let

$$
Y_{m} \triangleq \begin{cases}\gamma_{m \mathrm{D}}, & \gamma_{\mathrm{S} m} \geq \mathrm{e}^{\nu r}-1  \tag{4.39a}\\ 0, & \gamma_{\mathrm{S} m}<\mathrm{e}^{\nu r}-1\end{cases}
$$

where

$$
\nu \triangleq \begin{cases}2, & \text { superimposed or selection relaying }  \tag{4.39b}\\ M+1, & \text { orthogonal relaying }\end{cases}
$$

In fact, $Y_{m}$ is the effective cascaded link SNR of the $m$ th branch at the normalized operating rate $r$. Now, from the description of the protocols in Section 4.2 and the results derived in

[^14]Section 4.3, one obtains

$$
\begin{array}{r}
I_{\mathrm{DL}}^{(\mathrm{sup}, \mathrm{PCC})}(r)=\frac{1}{2}\left[\ln \left(1+\gamma_{\mathrm{SD}}\right)+\ln \left(1+\gamma_{\mathrm{SD}}+\sum_{m=1}^{M} Y_{m}\right)\right] \\
I_{\mathrm{DL}}^{(\mathrm{sup}, \mathrm{RC})}(r)=\frac{1}{2} \ln \left(1+2 \gamma_{\mathrm{SD}}+\sum_{m=1}^{M} Y_{m}\right) \\
I_{\mathrm{DL}}^{(\mathrm{sel}, \mathrm{PCC})}(r)=\frac{1}{2}\left[\ln \left(1+\gamma_{\mathrm{SD}}\right)+\ln \left(1+\max \left\{\gamma_{\mathrm{SD}}, Y_{1}, \ldots, Y_{M}\right\}\right)\right] \\
I_{\mathrm{DL}}^{(\mathrm{sel}, \mathrm{RC})}(r)=\frac{1}{2} \ln \left(1+\gamma_{\mathrm{SD}}+\max \left\{\gamma_{\mathrm{SD}}, Y_{1}, \ldots, Y_{M}\right\}\right) \\
I_{\mathrm{DL}}^{(\mathrm{orr}, \mathrm{PCC})}(r)=\frac{1}{M+1}\left[\ln \left(1+\gamma_{\mathrm{SD}}\right)+\sum_{m=1}^{M} \ln \left(1+Y_{m}\right)\right] \tag{4.44}
\end{array}
$$

and

$$
\begin{equation*}
I_{\mathrm{DL}}^{(\text {ort, } \mathrm{RC})}(r)=\frac{1}{M+1} \ln \left(1+\gamma_{\mathrm{SD}}+\sum_{m=1}^{M} Y_{m}\right) \tag{4.45}
\end{equation*}
$$

where superscripts "sup", "sel", and "ort" respectively denote superimposed, selection, and orthogonal relaying.

Then, using (4.38), (4.40), and the theorem of total probability [81, p. 103] we obtain

$$
\begin{align*}
\operatorname{Pr}\left\{I_{\max }^{(\text {sup }, \mathrm{PCC})}<r\right\} & =\int_{0}^{\infty} \mathrm{d} \gamma F_{Y-\text { sum }}\left(\frac{\mathrm{e}^{2 r}}{1+\gamma}-1-\gamma\right) f_{\mathrm{SD}}(\gamma) \\
& =\int_{0}^{\mathrm{e}^{r}-1} \mathrm{~d} \gamma F_{Y-\text { sum }}\left(\frac{\mathrm{e}^{2 r}}{1+\gamma}-1-\gamma\right) f_{\mathrm{SD}}(\gamma) \tag{4.46}
\end{align*}
$$

and

$$
\begin{align*}
\operatorname{Pr}\left\{I_{\max }^{(\text {sup }, \mathrm{RC})}<r\right\} & \left.=\int_{0}^{\infty} \mathrm{d} \gamma F_{Y-\text { sum }}\left(\mathrm{e}^{2 r}-1-2 \gamma\right)\right] f_{\mathrm{SD}}(\gamma) \\
& =\int_{0}^{\frac{\mathrm{e}^{2 r}-1}{2}} \mathrm{~d} \gamma F_{Y-\text { sum }}\left(\mathrm{e}^{2 r}-1-2 \gamma\right) f_{\mathrm{SD}}(\gamma) \tag{4.47}
\end{align*}
$$

where $F_{Y \text {-sum }}(\cdot)$ is the the cumulative distribution function (CDF) of,

$$
\begin{equation*}
\sum_{m=1}^{M} Y_{m} \tag{4.48}
\end{equation*}
$$

and where $f_{\mathrm{SD}}(\cdot)$ is the probability density function (PDF) of $\gamma_{\mathrm{SD}}$. The second equalities in (4.46) and (4.47) are obtained using the fact that for $\gamma$ greater than a limit, $F_{Y \text {-sum }}(\cdot)$
vanishes as its argument becomes negative. Similarly, we have

$$
\begin{align*}
\operatorname{Pr}\left\{I_{\max }^{(\mathrm{sel}, \mathrm{PCC})}<r\right\} & =\int_{0}^{\infty} \mathrm{d} \gamma \operatorname{Pr}\left\{\max \left\{\gamma, Y_{1}, \ldots, Y_{M}\right\}<\frac{\mathrm{e}^{2 r}}{1+\gamma}-1\right\} f_{\mathrm{SD}}(\gamma) \\
& =\int_{0}^{\mathrm{e}^{r}-1} \mathrm{~d} \gamma \operatorname{Pr}\left\{\max \left\{Y_{1}, \ldots, Y_{M}\right\}<\frac{\mathrm{e}^{2 r}}{1+\gamma}-1\right\} f_{\mathrm{SD}}(\gamma) \\
& =\int_{0}^{\mathrm{e}^{r}-1} \mathrm{~d} \gamma \prod_{m=1}^{M} F_{Y_{m}}\left(\frac{\mathrm{e}^{2 r}}{1+\gamma}-1\right) f_{\mathrm{SD}}(\gamma) \tag{4.49}
\end{align*}
$$

and

$$
\begin{align*}
\operatorname{Pr}\left\{I_{\max }^{(\mathrm{sel}, \mathrm{RC})}<r\right\} & =\int_{0}^{\infty} \mathrm{d} \gamma \operatorname{Pr}\left\{\max \left\{\gamma, Y_{1}, \ldots, Y_{M}\right\}<\mathrm{e}^{2 r}-1-\gamma\right\} f_{\mathrm{SD}}(\gamma) \\
& =\int_{0}^{\frac{\mathrm{e}^{2 r}-1}{2}} \mathrm{~d} \gamma \operatorname{Pr}\left\{\max \left\{Y_{1}, \ldots, Y_{M}\right\}<\mathrm{e}^{2 r}-1-\gamma\right\} f_{\mathrm{SD}}(\gamma) \\
& =\int_{0}^{\frac{\mathrm{e}^{2 r}-1}{2}} \mathrm{~d} \gamma \prod_{m=1}^{M} F_{Y_{m}}\left(\mathrm{e}^{2 r}-1-\gamma\right) f_{\mathrm{SD}}(\gamma) \tag{4.50}
\end{align*}
$$

where $F_{Y_{m}}(\cdot)$ is the CDF of $Y_{m}$ and where the fact that the $Y_{m}$ 's are independent has been used (cf. (4.39) and the channel assumptions made in Section 4.2). The second equalities in (4.49) and (4.50) are obtained using the facts that the max terms exceed $\mathrm{e}^{2 r} /(1+\gamma)-1$ and $\mathrm{e}^{2 r}-1-\gamma$ for $\gamma$ greater than $\mathrm{e}^{r}-1$ and $\left(\mathrm{e}^{2 r}-1\right) / 2$, respectively. We also obtain

$$
\begin{align*}
\operatorname{Pr}\left\{I_{\max }^{(\mathrm{ort}, \mathrm{PCC})}<r\right\} & =\int_{0}^{\infty} \mathrm{d} \gamma F_{\ln 1+Y-\operatorname{sum}}((M+1) r-\ln (1+\gamma)) f_{\mathrm{SD}}(\gamma) \\
& =\int_{0}^{\mathrm{e}^{(M+1) r}-1} \mathrm{~d} \gamma F_{\ln 1+Y-\operatorname{sum}}((M+1) r-\ln (1+\gamma)) f_{\mathrm{SD}}(\gamma) \tag{4.51}
\end{align*}
$$

and

$$
\begin{align*}
\operatorname{Pr}\left\{I_{\max }^{(\mathrm{ort}, \mathrm{RC})}<r\right\} & =\int_{0}^{\infty} \mathrm{d} \gamma F_{Y-\operatorname{sum}}\left(\mathrm{e}^{(M+1) r}-1-\gamma\right) f_{\mathrm{SD}}(\gamma) \\
& =\int_{0}^{\mathrm{e}^{(M+1) r}-1} \mathrm{~d} \gamma F_{Y-\text { sum }}\left(\mathrm{e}^{(M+1) r}-1-\gamma\right) f_{\mathrm{SD}}(\gamma) \tag{4.52}
\end{align*}
$$

where $F_{\ln 1+Y \text {-sum }}(\cdot)$ is the CDF of,

$$
\begin{equation*}
\sum_{m=1}^{M} \ln \left(1+Y_{m}\right) \tag{4.53}
\end{equation*}
$$

The second equalities in (4.51) and (4.52) are obtained by considering the values of $\gamma$ at which the arguments of $F_{\ln 1+Y \text {-sum }}(\cdot)$ and $F_{Y \text {-sum }}(\cdot)$ become zero.

To calculate the probabilities (4.46)-(4.52), we first need to calculate $F_{Y_{m}}(\cdot), F_{Y \text {-sum }}(\cdot)$, and $F_{\ln 1+Y \text {-sum }}(\cdot)$. A general approach to meet this objective, applicable to any fading
model ${ }^{7}$ and number of relays, is as follows. The CDF $F_{Y_{m}}(\cdot)$ can be written from (4.39) as

$$
\begin{equation*}
F_{Y_{m}}(y)=F_{\mathrm{S} m}\left(\mathrm{e}^{\nu r}-1\right)+\left[1-F_{\mathrm{S} m}\left(\mathrm{e}^{\nu r}-1\right)\right] F_{m \mathrm{D}}(y) \tag{4.54}
\end{equation*}
$$

where $F_{\mathrm{S} m}(\cdot)$ and $F_{m \mathrm{D}}(\cdot)$ are the CDFs of $\gamma_{\mathrm{S} m}$ and $\gamma_{m \mathrm{D}}$, respectively, and where $\nu$ is defined by (4.39b). Also, $F_{Y \text {-sum }}(\cdot)$ and $F_{\ln 1+Y \text {-sum }}(\cdot)$ can be directly represented by the approximate Fourier series in [82] in terms of the moment generating functions (MGFs) of $\sum_{m=1}^{M} Y_{m}$ and $\sum_{m=1}^{M} \ln \left(1+Y_{m}\right)$, denoted $M_{Y \text {-sum }}(\cdot)$ and $M_{\ln 1+Y \text {-sum }}(\cdot)$, respectively. These MGFs can be written from (4.39) as

$$
\begin{equation*}
M_{Y-\operatorname{sum}}(s)=\prod_{m=1}^{M} \mathrm{E}\left\{\mathrm{e}^{s Y_{m}}\right\}=\prod_{m=1}^{M}\left\{F_{\mathrm{S} m}\left(\mathrm{e}^{\nu r}-1\right)+\left[1-F_{\mathrm{S} m}\left(\mathrm{e}^{\nu r}-1\right)\right] M_{m \mathrm{D}}(s)\right\} \tag{4.55}
\end{equation*}
$$

where $M_{m \mathrm{D}}(\cdot)$ is the MGF of $\gamma_{m \mathrm{D}}$, and

$$
\begin{align*}
M_{\ln 1+Y-\operatorname{sum}}(s) & =\prod_{m=1}^{M} \mathrm{E}\left\{\left(1+Y_{m}\right)^{s}\right\} \\
& =\prod_{m=1}^{M}\left\{F_{\mathrm{S} m}\left(\mathrm{e}^{\nu r}-1\right)+\left[1-F_{\mathrm{S} m}\left(\mathrm{e}^{\nu r}-1\right)\right] \mathrm{E}\left\{\left(1+\gamma_{m \mathrm{D}}\right)^{s}\right\}\right\} \tag{4.56}
\end{align*}
$$

Now, (4.2) can be calculated by evaluating the expressions (4.46)-(4.52) using (4.54)(4.56). However, note that this general method is involved with double integrals over infinite series, that lack a closed-form solution and are difficult to compute with high precision. Next, we specialize the analysis to the Rayleigh fading case.

### 4.4.2 Rayleigh Fading Case

In this case, not using the MGF approach explained in Section 4.4.1, we can directly evaluate the outage probabilities (4.46)-(4.52) and apply the results to (4.2). The final results for the outage probabilities and average capacities of the different schemes with PCC and RC for Rayleigh fading and any number of relays have been listed in Tables 4.2-4.9. Note that for Rayleigh fading, $\gamma_{\mathrm{SD}}, \gamma_{\mathrm{S} m}$, and $\gamma_{m \mathrm{D}}$ are exponentially distributed with mean values denoted $\mu_{\mathrm{SD}}, \mu_{\mathrm{S} m}$, and $\mu_{m \mathrm{D}}$, and CDFs denoted $F_{\mathrm{SD}}(\cdot), F_{\mathrm{S} m}(\cdot)$, and $F_{m \mathrm{D}}(\cdot)$. The derivation steps have been summarized in Appendix E. All the results obtained are exact except for orthogonal relaying with PCC and $M>1$ where only lower and upper bounds are presented due to mathematical intractability. The bounds presented become the corresponding exact values when $M=1$. In the derivations for any of the schemes, we have considered two

[^15]cases of asymmetric and symmetric links, each with and without considering the SD link. These cases and the notations and functions used in the tables are explained next. ${ }^{8}$

The case of asymmetric links for superimposed and orthogonal relaying refers to the situation where $\mu_{\mathrm{SD}}$, the $\mu_{\mathrm{S} m}$ 's, and the $\mu_{m \mathrm{D}}$ 's can take any value except that the $\mu_{m \mathrm{D}}$ 's must be unequal. However, this case for selection relaying refers to the most general scenario where $\mu_{\mathrm{SD}}$, the $\mu_{\mathrm{S} m}$ 's, and the $\mu_{m \mathrm{D}}$ 's can have any value. The analysis of the most general scenario for superimposed and orthogonal relaying is very intricate; one can use the general MGF approach, mentioned in Section 4.4.1, in such a scenario instead.

In the symmetric case, considered for analytical simplicity and practical insight [9], [59], we assume that

$$
\begin{equation*}
\mu_{\mathrm{S} 1}=\cdots=\mu_{\mathrm{S} M} \triangleq \mu_{\mathrm{SR}} \tag{4.57}
\end{equation*}
$$

and

$$
\begin{equation*}
\mu_{1 \mathrm{D}}=\cdots=\mu_{M \mathrm{D}} \triangleq \mu_{\mathrm{RD}} \tag{4.58}
\end{equation*}
$$

We also denote the CDFs of the SR and RD SNRs by $F_{\mathrm{SR}}(\cdot)$ and $F_{\mathrm{RD}}(\cdot)$. Note that in selection relaying the results for the symmetric case are simply a special case of those in the asymmetric case. However, in superimposed and orthogonal relaying, the symmetric case is not subsumed under the case of asymmetric links, as in the latter, we assume that the $\mu_{m \mathrm{D}}$ 's are unequal. Also, note that the cases of asymmetric and symmetric links for a given scheme coincide when $M=1$, i.e. when only one relay is available. The single-relay case has been the focus of much research owing to its combined simplicity and offer of diversity [3], [5], [10], [11], [26], [65], [75].

The no SD-link case corresponds to the scenario considered in Chapter 3 and depicted in Fig. 3.1, where the SD link is blocked [30], [57]-[59] such that $\gamma_{\mathrm{SD}}$ can be approximated by zero, or equivalently, the PDF of $\gamma_{\mathrm{SD}}$ can be assumed to be

$$
\begin{equation*}
f_{\mathrm{SD}}(\gamma)=\delta(\gamma) \tag{4.59}
\end{equation*}
$$

where $\delta(\cdot)$ is the Dirac delta function. The expressions given in Tables 4.2-4.5, 4.8, and 4.9 for the no SD-link case are not always readily obtainable from those for the cases with

[^16]the SD link, which is why we have also presented the results for the no SD-link case in these tables. Inspection of the results in Table 4.1 or Tables 4.2-4.9 reveals that in the no SD-link case, the PCC and RC schemes are identical under either superimposed or selection relaying, but not under orthogonal relaying. Moreover, the rate achievable in the orthogonal relaying scheme with RC is exactly $2 /(M+1)$ times that achievable in superimposed relaying with PCC or RC.

There are a number of notations and functions used in Tables 4.2-4.9 as follows. The values $\mu_{\mathrm{SA}}$ and $\mu_{\mathcal{A D}}$, where $\mathcal{A}$ is a subset of $\{1, \cdots, M\}$ are defined as

$$
\begin{equation*}
\mu_{\mathrm{S} \mathcal{A}} \triangleq\left(\sum_{m \in \mathcal{A}} \mu_{\mathrm{S} m}^{-1}\right)^{-1} \tag{4.60}
\end{equation*}
$$

and

$$
\begin{equation*}
\mu_{\mathcal{A D}} \triangleq\left(\sum_{m \in \mathcal{A}} \mu_{m \mathrm{D}}^{-1}\right)^{-1} \tag{4.61}
\end{equation*}
$$

When $\mathcal{A}$ is empty, $\mu_{\mathrm{S} \mathcal{A}}^{-1}$ and $\mu_{\mathcal{A} \mathrm{D}}^{-1}$ are defined as zero. The operator $|\cdot|$ is the cardinality operator for a set. The set $\mathcal{A}^{c}$ represents the complement of $\mathcal{A}$ with respect to $\{1, \cdots, M\}$. The functions $P(\cdot, \cdot)$ and $\Gamma(\cdot, \cdot)$ are the regularized lower incomplete gamma [86, eq. 6.5.3] and the upper incomplete gamma [86, eq. 6.5.1] functions, respectively. The former can be written in terms of the latter as

$$
\begin{equation*}
P(a, x)=1-\frac{\Gamma(a, x)}{\Gamma(a)} \tag{4.62}
\end{equation*}
$$

where $\Gamma(\cdot)$ is the gamma function [86, eq. 6.1.1]. We also use the definite integrals

$$
\begin{gather*}
\mathcal{I}_{m}(k, a, b, c, d) \triangleq \int_{1}^{d} \mathrm{~d} x \frac{x^{k-1}}{b c x+1} \mathrm{e}^{-\left(a x^{m}+b x\right)}  \tag{4.63}\\
\mathcal{I}_{m}(k, a, b, c) \triangleq \mathcal{I}_{m}(k, a, b, c, \infty)  \tag{4.64}\\
\mathcal{R}(k, \ell, \eta, a, b) \triangleq \int_{1}^{\infty} \mathrm{d} x \frac{x^{k}}{(a x+b)^{\ell}} \mathrm{e}^{-\eta x} \Gamma\left(\ell, a x^{2}+b x\right) \tag{4.65}
\end{gather*}
$$

$\mathcal{R}(\eta, a, b) \triangleq \mathcal{R}(0,0, \eta, a, b)$

$$
\begin{gather*}
= \begin{cases}-\Gamma(0, b)+\mathrm{e}^{-b} / b, & \eta=0, a=0, b>0 \\
-\Gamma(0, a+b)+2 \mathcal{I}_{2}(1, a, b, 0) & \eta=0, a>\max \{-b, 0\} \\
-\frac{b}{a} \mathcal{I}_{2}\left(0, \frac{(a+b)^{2}}{a},-\frac{b(a+b)}{a}, 0\right), & \begin{array}{l}
\eta \neq 0, a=0, \\
\frac{1}{\eta}\left[\mathrm{e}^{-\eta} \Gamma(0, b)-\Gamma(0, \eta+b)\right], \\
\frac{1}{\eta}\left[\mathrm{e}^{-\eta} \Gamma(0, a+b)-\mathcal{I}_{2}(0, a, \eta+b, 0)\right. \\
\left.-\mathrm{e}^{\eta b / a} \mathcal{I}_{2}\left(0, \frac{(a+b)^{2}}{a}, \frac{(\eta-b)(a+b)}{a}, 0\right)\right],
\end{array} \\
& \eta \neq 0, a>\max \{-b, 0\}\end{cases}  \tag{4.66}\\
h(x ; \ell, a) \triangleq \frac{1}{(\ell-1)!} \int_{0}^{a} \mathrm{~d} t t^{\ell-1} \mathrm{e}^{-x t}= \begin{cases}P(\ell, a x) / x^{\ell}, & x \neq 0 \\
a^{\ell} / \ell!, & x=0\end{cases} \tag{4.67}
\end{gather*}
$$

and

$$
\begin{align*}
g(x ; \ell, w, \alpha) & \triangleq \int_{0}^{\infty} \mathrm{d} t(t+1)^{w-1} \mathrm{e}^{-\alpha t} h(x ; \ell, t) \\
& = \begin{cases}\frac{\mathrm{e}^{\alpha}}{x^{\ell}}\left[\frac{\Gamma(w, \alpha)}{\alpha^{w}}-\frac{1}{(x+\alpha)^{w}}\right. \\
\left.\times \sum_{k=0}^{\ell-1}\left(\frac{x}{x+\alpha}\right)^{k} \frac{\Gamma(k+w, x+\alpha) \Gamma(\ell-k,-x)}{k!(\ell-k-1)!}\right], & x \neq 0 . \\
\frac{(-1)^{\ell} \mathrm{e}^{\alpha}}{\alpha^{w}} \sum_{k=0}^{\ell} \frac{(-1 / \alpha)^{k}}{k!(\ell-k)!} \Gamma(k+w, \alpha), & x=0\end{cases} \tag{4.68}
\end{align*}
$$

The integrals (4.63)-(4.65) lack a closed-form solution in general in terms of standard mathematical functions, but are efficiently numerically computable using standard integration techniques, e.g. presented in [86, Section 25.4]. The integrals (4.66)-(4.68) have been solved using common integration methods, such as change of variables and integration by parts. Further, we define and use the functions

$$
\begin{equation*}
\mathcal{S}(x) \triangleq \mathrm{e}^{x} \Gamma(0, x) \tag{4.69}
\end{equation*}
$$

and

$$
\mathcal{T}(\alpha, \beta) \triangleq \begin{cases}\frac{\mathcal{S}(\beta)-\mathcal{S}(\alpha)}{\alpha-\beta}, & \alpha \neq \beta  \tag{4.70}\\ \frac{1}{\alpha}-\mathcal{S}(\alpha), & \alpha=\beta\end{cases}
$$

where $\mathcal{S}(\cdot)$ is given by (4.69), for convenience.

TABLE 4.2
Outage Probability at Rate $r$ Nats for Superimposed Relaying in the Rayleigh Fading Case

$$
\begin{aligned}
& \begin{array}{l}
\text { Asymmetric case } \\
\text { with the SD link } \\
\text { with PCC }
\end{array} \quad 1-\mathrm{e}^{\left(1-\mathrm{e}^{r}\right) / \mu_{\mathrm{SD}}}-\frac{\mathrm{e}^{1 / \mu_{\mathrm{SD}}}}{\mu_{\mathrm{SD}}} \sum_{m=1}^{M} \mathrm{e}^{\left(1-\mathrm{e}^{2 r}\right) / \mu_{\mathrm{S} m}} \prod_{\substack{k=1 \\
k \neq m}}^{M}\left(1+\frac{\mathrm{e}^{\left(1-\mathrm{e}^{2 r}\right) / \mu_{\mathrm{S} k}}}{\mu_{m \mathrm{D}} / \mu_{k \mathrm{D}}-1}\right) \\
& \\
& \quad \times \mathcal{I}_{-1}\left(1, \frac{\mathrm{e}^{2 r}}{\mu_{m \mathrm{D}}}, \frac{1}{\mu_{\mathrm{SD}}}-\frac{1}{\mu_{m \mathrm{D}}}, 0, \mathrm{e}^{r}\right)
\end{aligned}
$$

Asymmetric case with the SD link with RC

$$
\begin{aligned}
& 1-\mathrm{e}^{\left(1-\mathrm{e}^{2 r}\right) /\left(2 \mu_{\mathrm{SD}}\right)}-\frac{1}{2 \mu_{\mathrm{SD}}} \sum_{m=1}^{M} \mathrm{e}^{\left(1 / \mu_{\mathrm{S} m}+1 / \mu_{m \mathrm{D}}\right)\left(1-\mathrm{e}^{2 r}\right)} \\
& \quad \times \prod_{\substack{k=1 \\
k \neq m}}^{M}\left(1+\frac{\mathrm{e}^{\left(1-\mathrm{e}^{2 r}\right) / \mu_{\mathrm{S} k}}}{\mu_{m \mathrm{D}} / \mu_{k \mathrm{D}}-1}\right) h\left(\frac{1}{2 \mu_{\mathrm{SD}}}-\frac{1}{\mu_{m \mathrm{D}}} ; 1, \mathrm{e}^{2 r}-1\right)
\end{aligned}
$$

Asymmetric case with no SD link with PCC or RC

$$
1-\sum_{m=1}^{M} \mathrm{e}^{\left(1 / \mu_{\mathrm{S} m}+1 / \mu_{m \mathrm{D}}\right)\left(1-\mathrm{e}^{2 r}\right)} \prod_{\substack{k=1 \\ k \neq m}}^{M}\left(1+\frac{\mathrm{e}^{\left(1-\mathrm{e}^{2 r}\right) / \mu_{\mathrm{S} k}}}{\mu_{m \mathrm{D}} / \mu_{k \mathrm{D}}-1}\right)
$$

Symmetric case with the SD link with PCC

$$
\begin{aligned}
& 1-\mathrm{e}^{\left(1-\mathrm{e}^{r}\right) / \mu_{\mathrm{SD}}}-\frac{\mathrm{e}^{1 / \mu_{\mathrm{SD}}}}{\mu_{\mathrm{SD}}} \sum_{m=1}^{M} \sum_{k=0}^{m-1} \sum_{p=0}^{k}\binom{M}{m} \frac{(-1)^{k-p} \mathrm{e}^{2 p r}}{(k-p)!p!\mu_{\mathrm{RD}}^{k}} \\
& \times \mathrm{e}^{m\left(1-\mathrm{e}^{2 r}\right) / \mu_{\mathrm{SR}}}\left[1-\mathrm{e}^{\left(1-\mathrm{e}^{2 r}\right) / \mu_{\mathrm{SR}}}\right]^{M-m} \\
& \quad \times \mathcal{I}_{-1}\left(k-2 p+1, \frac{\mathrm{e}^{2 r}}{\mu_{\mathrm{RD}}}, \frac{1}{\mu_{\mathrm{SD}}}-\frac{1}{\mu_{\mathrm{RD}}}, 0, \mathrm{e}^{r}\right)
\end{aligned}
$$

Symmetric case with the SD link with RC

$$
\begin{aligned}
& 1-\mathrm{e}^{\left(1-\mathrm{e}^{2 r}\right) /\left(2 \mu_{\mathrm{SD}}\right)}-\frac{\mu_{\mathrm{RD}} \mathrm{e}^{\left(1-\mathrm{e}^{2 r}\right) /\left(2 \mu_{\mathrm{SD}}\right)}}{2 \mu_{\mathrm{SD}}} \sum_{m=1}^{M} \sum_{k=1}^{m}\binom{M}{m} \\
& \times \mathrm{e}^{m\left(1-\mathrm{e}^{2 r}\right) / \mu_{\mathrm{SR}}}\left[1-\mathrm{e}^{\left(1-\mathrm{e}^{2 r}\right) / \mu_{\mathrm{SR}}}\right]^{M-m} h\left(1-\frac{\mu_{\mathrm{RD}}}{2 \mu_{\mathrm{SD}}} ; k, \frac{\mathrm{e}^{2 r}-1}{\mu_{\mathrm{RD}}}\right)
\end{aligned}
$$

Symmetric case with no SD link with PCC or RC

$$
\sum_{m=0}^{M}\binom{M}{m} \mathrm{e}^{m\left(1-\mathrm{e}^{2 r}\right) / \mu_{\mathrm{SR}}}\left[1-\mathrm{e}^{\left(1-\mathrm{e}^{2 r}\right) / \mu_{\mathrm{SR}}}\right]^{M-m} P\left(m, \frac{\mathrm{e}^{2 r}-1}{\mu_{\mathrm{RD}}}\right)
$$

Average Capacity in Nats for Superimposed Relaying in the Rayleigh Fading Case

$$
\begin{aligned}
& \begin{array}{l}
\begin{array}{l}
\text { Asymmetric case } \\
\text { with the SD link } \\
\text { with PCC }
\end{array} \\
\qquad
\end{array} \quad \mathcal{S}\left(\frac{1}{\mu_{\mathrm{SD}}}\right)+\frac{\mathrm{e}^{1 / \mu_{\mathrm{SD}}}}{2 \mu_{\mathrm{SD}}} \sum_{m=1}^{M} \sum_{\mathcal{A} \subset\{1, \cdots, M\}-\{m\}} \frac{\mathrm{e}^{1 / \mu_{\mathrm{S} m}+1 / \mu_{\mathrm{S} \mathcal{A}}}}{\prod_{k \in \mathcal{A}}\left(\frac{\mu_{m \mathrm{D}}}{\mu_{k \mathrm{D}}}-1\right)} \\
& \\
&
\end{aligned}
$$

$$
\begin{aligned}
\begin{array}{l}
\text { Asymmetric case } \\
\text { with the SD link } \\
\text { with RC }
\end{array} & \frac{1}{2} \mathcal{S}\left(\frac{1}{2 \mu_{\mathrm{SD}}}\right)
\end{aligned}+\frac{1}{4 \mu_{\mathrm{SD}}} \sum_{m=1}^{M} \sum_{\mathcal{A} \subset\{1, \cdots, M\}-\{m\}} \frac{1}{\prod_{k \in \mathcal{A}}\left(\frac{\mu_{m \mathrm{D}}}{\mu_{k \mathrm{D}}}-1\right)}, \begin{aligned}
& \times \mathcal{T}\left(\frac{1}{2 \mu_{\mathrm{SD}}}+\frac{1}{\mu_{\mathrm{S} m}}+\frac{1}{\mu_{\mathrm{SA}}}, \frac{1}{\mu_{\mathrm{S} m}}+\frac{1}{\mu_{\mathrm{S} \mathcal{A}}}+\frac{1}{\mu_{m \mathrm{D}}}\right)
\end{aligned}
$$

Asymmetric case with no SD link with PCC or RC

$$
\frac{1}{2} \sum_{m=1}^{M} \sum_{\mathcal{A} \subset\{1, \cdots, M\}-\{m\}} \frac{\mathcal{S}\left(\frac{1}{\mu_{\mathrm{S} m}}+\frac{1}{\mu_{\mathrm{S} \mathcal{A}}}+\frac{1}{\mu_{m \mathrm{D}}}\right)}{\prod_{k \in \mathcal{A}}\left(\frac{\mu_{m \mathrm{D}}}{\mu_{k \mathrm{D}}}-1\right)}
$$

Symmetric case with the SD link with PCC

$$
\begin{aligned}
\mathcal{S}\left(\frac{1}{\mu_{\mathrm{SD}}}\right) & +\frac{\mathrm{e}^{1 / \mu_{\mathrm{SD}}}}{2 \mu_{\mathrm{SD}}} \sum_{m=1}^{M} \sum_{k=m}^{M} \sum_{p=0}^{m-1} \sum_{q=0}^{p} \frac{(-1)^{q+k-m} M!}{(M-k)!(k-m)!m!} \\
& \times \frac{\mathrm{e}^{k / \mu_{\mathrm{SR}}}}{(p-q)!q!\mu_{\mathrm{RD}}^{p}} \mathcal{R}\left(q, p-q, \frac{1}{\mu_{\mathrm{SD}}}-\frac{1}{\mu_{\mathrm{RD}}}, \frac{k}{\mu_{\mathrm{SR}}}, \frac{1}{\mu_{\mathrm{RD}}}\right)
\end{aligned}
$$

Symmetric case with the SD link with RC

$$
\begin{aligned}
\frac{1}{2} \mathcal{S}\left(\frac{1}{2 \mu_{\mathrm{SD}}}\right)+\frac{M!}{4 \mu_{\mathrm{SD}}} \sum_{m=1}^{M} & \sum_{k=1}^{m} \sum_{p=m}^{M} \frac{(-1)^{p-m}}{(M-p)!(p-m)!m!\mu_{\mathrm{RD}}^{k-1}} \\
& \times g\left(\frac{1}{\mu_{\mathrm{RD}}}-\frac{1}{2 \mu_{\mathrm{SD}}} ; k, 0, \frac{1}{2 \mu_{\mathrm{SD}}}+\frac{p}{\mu_{\mathrm{SR}}}\right)
\end{aligned}
$$

Symmetric case with no SD link with PCC or RC

$$
\begin{array}{r}
\sum_{m=1}^{M} \sum_{k=m}^{M} \sum_{p=0}^{m-1} \frac{(-1)^{k-m}(M!/ 2) \mathrm{e}^{k / \mu_{\mathrm{SR}}}}{(M-k)!(k-m)!m!(m-p-1)!p!\left(k \frac{\mu_{\mathrm{RD}}}{\mu_{\mathrm{SR}}}+1\right)^{p}} \\
\times \Gamma\left(m-p,-\frac{1}{\mu_{\mathrm{RD}}}\right) \Gamma\left(p, \frac{k}{\mu_{\mathrm{SR}}}+\frac{1}{\mu_{\mathrm{RD}}}\right)
\end{array}
$$

TABLE 4.4
Outage Probability at Rate $r$ Nats for Selection Relaying in the Rayleigh Fading Case

| Asymmetric case |
| :--- |
| with the SD link |
| with PCC |$\quad \frac{\mathrm{e}^{1 / \mu_{\mathrm{SD}}}}{\mu_{\mathrm{SD}}} \sum_{\mathcal{A} \subset\{1, \cdots, M\}}(-1)^{|\mathcal{A}|} \mathrm{e}^{\left(1-\mathrm{e}^{2 r}\right) / \mu_{\mathrm{S} \mathcal{A}}+1 / \mu_{\mathcal{A D}}} \mathcal{I}_{-1}\left(1, \frac{\mathrm{e}^{2 r}}{\mu_{\mathcal{A D}}}, \frac{1}{\mu_{\mathrm{SD}}}, 0, \mathrm{e}^{r}\right)$

Asymmetric case with the SD link with RC

$$
\begin{aligned}
& \frac{1}{\mu_{\mathrm{SD}}} \sum_{\mathcal{A} \subset\{1, \cdots, M\}}(-1)^{|\mathcal{A}|} \mathrm{e}^{\left(1 / \mu_{\mathrm{SA}}+1 / \mu_{\mathcal{A D}}\right)\left(1-\mathrm{e}^{2 r}\right)} \\
& \times h\left(\frac{1}{\mu_{\mathrm{SD}}}-\frac{1}{\mu_{\mathcal{A D}}} ; 1, \frac{\mathrm{e}^{2 r}-1}{2}\right)
\end{aligned}
$$

Asymmetric case with no SD link with PCC or RC

$$
\prod_{m=1}^{M}\left[1-\mathrm{e}^{\left(1 / \mu_{\mathrm{S} m}+1 / \mu_{m \mathrm{D}}\right)\left(1-\mathrm{e}^{2 r}\right)}\right]
$$

Symmetric case with the SD link with PCC

$$
\begin{aligned}
\frac{\mathrm{e}^{1 / \mu_{\mathrm{SD}}}}{\mu_{\mathrm{SD}}} \sum_{m=0}^{M}\binom{M}{m}(-1)^{m} \mathrm{e}^{m\left(1-\mathrm{e}^{2 r}\right) / \mu_{\mathrm{SR}}+m / \mu_{\mathrm{RD}}} & \\
& \times \mathcal{I}_{-1}\left(1, \frac{m \mathrm{e}^{2 r}}{\mu_{\mathrm{RD}}}, \frac{1}{\mu_{\mathrm{SD}}}, 0, \mathrm{e}^{r}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \text { Symmetric case } \\
& \text { with the SD link } \\
& \text { with RC } \\
& \frac{1}{\mu_{\mathrm{SD}}} \sum_{m=0}^{M}\binom{M}{m}(-1)^{m} \mathrm{e}^{m\left(1 / \mu_{\mathrm{SR}}+1 / \mu_{\mathrm{RD}}\right)\left(1-\mathrm{e}^{2 r}\right)} \\
& \times h\left(\frac{1}{\mu_{\mathrm{SD}}}-\frac{m}{\mu_{\mathrm{RD}}} ; 1, \frac{\mathrm{e}^{2 r}-1}{2}\right)
\end{aligned}
$$

Symmetric case with no SD link with PCC or RC

$$
\left[1-\mathrm{e}^{\left(1 / \mu_{\mathrm{SR}}+1 / \mu_{\mathrm{RD}}\right)\left(1-\mathrm{e}^{2 r}\right)}\right]^{M}
$$

TABLE 4.5
Average Capacity in Nats for Selection Relaying in the Rayleigh Fading Case
Asymmetric case with the SD link with PCC

$$
\begin{aligned}
\mathcal{S}\left(\frac{1}{\mu_{\mathrm{SD}}}\right)+\frac{1}{2 \mu_{\mathrm{SD}}} & \sum_{\substack{\mathcal{A} \subset\{1, \cdots, M\} \\
\mathcal{A} \neq \varnothing}}(-1)^{|\mathcal{A}|-1} \\
& \times \mathrm{e}^{1 / \mu_{\mathrm{SD}}+1 / \mu_{\mathrm{SA}}+1 / \mu_{\mathcal{A D}}} \mathcal{R}\left(\frac{1}{\mu_{\mathrm{SD}}}, \frac{1}{\mu_{\mathrm{SA}}}, \frac{1}{\mu_{\mathcal{A D}}}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \begin{array}{l}
\begin{array}{l}
\text { Asymmetric case } \\
\text { with the SD link } \\
\text { with RC }
\end{array} \\
\begin{array}{l}
\frac{1}{2} \mathcal{S}\left(\frac{1}{2 \mu_{\mathrm{SD}}}\right)+\frac{1}{4 \mu_{\mathrm{SD}}}
\end{array} \sum_{\substack{\mathcal{A} \subset\{1, \cdots, M\} \\
\mathcal{A} \neq \varnothing}}(-1)^{|\mathcal{A}|-1} \\
\\
\\
\end{array} \quad \times \mathcal{T}\left(\frac{1}{2 \mu_{\mathrm{SD}}}+\frac{1}{\mu_{\mathrm{SA}}}+\frac{1}{2 \mu_{\mathcal{A D}}}, \frac{1}{\mu_{\mathrm{SA}}}+\frac{1}{\mu_{\mathcal{A D}}}\right)
\end{aligned}
$$

Asymmetric case with no SD link with PCC or RC

$$
\frac{1}{2} \sum_{\substack{\mathcal{A} \subset\{1, \cdots, M\} \\ \mathcal{A} \neq \varnothing}}(-1)^{|\mathcal{A}|-1} \mathcal{S}\left(\frac{1}{\mu_{\mathrm{SA}}}+\frac{1}{\mu_{\mathcal{A D}}}\right)
$$

Symmetric case with the SD link with PCC

$$
\begin{aligned}
\mathcal{S}\left(\frac{1}{\mu_{\mathrm{SD}}}\right)+\frac{1}{2 \mu_{\mathrm{SD}}} & \sum_{m=1}^{M}\binom{M}{m}(-1)^{m-1} \\
& \times \mathrm{e}^{1 / \mu_{\mathrm{SD}}+m / \mu_{\mathrm{SR}}+m / \mu_{\mathrm{RD}}} \mathcal{R}\left(\frac{1}{\mu_{\mathrm{SD}}}, \frac{m}{\mu_{\mathrm{SR}}}, \frac{m}{\mu_{\mathrm{RD}}}\right)
\end{aligned}
$$

Symmetric case with the SD link with RC

$$
\begin{aligned}
\frac{1}{2} \mathcal{S}\left(\frac{1}{2 \mu_{\mathrm{SD}}}\right)+\frac{1}{4 \mu_{\mathrm{SD}}} & \sum_{m=1}^{M}\binom{M}{m}(-1)^{m-1} \\
& \times \mathcal{T}\left(\frac{1}{2 \mu_{\mathrm{SD}}}+\frac{m}{\mu_{\mathrm{SR}}}+\frac{m}{2 \mu_{\mathrm{RD}}}, \frac{m}{\mu_{\mathrm{SR}}}+\frac{m}{\mu_{\mathrm{RD}}}\right)
\end{aligned}
$$

Symmetric case with no SD link with PCC or RC

$$
\frac{1}{2} \sum_{m=1}^{M}\binom{M}{m}(-1)^{m-1} \mathcal{S}\left(\frac{m}{\mu_{\mathrm{SR}}}+\frac{m}{\mu_{\mathrm{RD}}}\right)
$$

TABLE 4.6
Outage Probability at Rate $r$ Nats for Orthogonal Relaying
With the SD Link in the Rayleigh Fading Case
(The bounds become the exact values for $M=1$ )

| Asymmetric case with PCC, lower bound | $\begin{aligned} & 1-\mathrm{e}^{\left(1-\mathrm{e}^{(M+1) r}\right) / \mu_{\mathrm{SD}}}-\frac{\mathrm{e}^{1 / \mu_{\mathrm{SD}}}}{\mu_{\mathrm{SD}}} \sum_{\substack{\mathcal{A} \subset\{1, \ldots, M\} \\ \mathcal{A} \neq \varnothing}} \mathrm{e}^{\left(1-\mathrm{e}^{(M+1) r}\right) / \mu_{\mathrm{SA}}} \\ & \times \prod_{m \in \mathcal{A}^{\mathrm{c}}}\left[1-\mathrm{e}^{\left(1-\mathrm{e}^{(M+1) r}\right) / \mu_{\mathrm{S} m}}\right] \sum_{m \in \mathcal{A}} \frac{\mathrm{e}^{\|\mathcal{A}\| / \mu_{m \mathrm{D}}}}{\prod_{\substack{k \in \mathcal{A} \\ k \neq m}}\left(1-\frac{\left.\mu_{k \mathrm{D}}\right)}{\mu_{m \mathrm{D}}}\right)} \\ & \times \mathcal{I}_{-1 /\|\mathcal{A}\|}\left(1, \frac{\|\mathcal{A}\| \mathrm{e}^{(M+1) r /\|\mathcal{A}\|}}{\mu_{m \mathrm{D}}}, \frac{1}{\mu_{\mathrm{SD}}}, 0, \mathrm{e}^{(M+1) r}\right) \end{aligned}$ |
| :---: | :---: |
| Asymmetric case with PCC, upper bound | $\begin{aligned} & 1-\mathrm{e}^{\left(1-\mathrm{e}^{(M+1) r}\right) / \mu_{\mathrm{SD}}}-\frac{\mathrm{e}^{1 / \mu_{\mathrm{SD}}}}{\mu_{\mathrm{SD}}} \sum_{\substack{\mathcal{A} \subset\{1, \ldots, M\} \\ \mathcal{A} \neq \varnothing}} \mathrm{e}^{\left(1-\mathrm{e}^{(M+1) r}\right) / \mu_{\mathrm{S} \mathcal{A}}+1 / \mu_{\mathcal{A D}}} \\ & \times \prod_{m \in \mathcal{A}^{\mathrm{c}}}\left[1-\mathrm{e}^{\left(1-\mathrm{e}^{(M+1) r}\right) / \mu_{\mathrm{S} m}}\right] \mathcal{I}_{-1 /\|\mathcal{A}\|}\left(1, \frac{\mathrm{e}^{(M+1) r /\|\mathcal{A}\|}}{\mu_{\mathcal{A D}}}, \frac{1}{\mu_{\mathrm{SD}}}, 0, \mathrm{e}^{(M+1) r}\right) \end{aligned}$ |
| Asymmetric case with RC , exact value | $\begin{aligned} & 1-\mathrm{e}^{\left(1-\mathrm{e}^{(M+1) r}\right) / \mu_{\mathrm{SD}}}-\sum_{m=1}^{M} \mathrm{e}^{\left(1 / \mu_{\mathrm{S} m}+1 / \mu_{m \mathrm{D}}\right)\left(1-\mathrm{e}^{(M+1) r}\right)} \\ & \quad \times \prod_{\substack{k=1 \\ k \neq m}}^{M}\left[1+\frac{\mathrm{e}^{\left(1-\mathrm{e}^{(M+1) r}\right) / \mu_{\mathrm{S} k}}}{\frac{\mu_{m \mathrm{D}}}{\mu_{k \mathrm{D}}}-1}\right] h\left(1-\frac{\mu_{\mathrm{SD}}}{\mu_{m \mathrm{D}}} ; 1, \frac{\mathrm{e}^{(M+1) r}-1}{\mu_{\mathrm{SD}}}\right) \end{aligned}$ |
| Symmetric case with PCC, lower bound | $\begin{array}{r} 1-\mathrm{e}^{\left(1-\mathrm{e}^{(M+1) r}\right) / \mu_{\mathrm{SD}}}-\frac{\mathrm{e}^{1 / \mu_{\mathrm{SD}}}}{\mu_{\mathrm{SD}}} \sum_{m=1}^{M} \sum_{k=0}^{m-1} \sum_{p=0}^{k}\binom{M}{m} \frac{(-1)^{k-p}\left(m / \mu_{\mathrm{RD}}\right)^{k}}{(k-p)!p!} \\ \times \mathrm{e}^{m\left(1-\mathrm{e}^{(M+1) r}\right) / \mu_{\mathrm{SR}}+m / \mu_{\mathrm{RD}}+(M+1) r p / m}\left[1-\mathrm{e}^{\left(1-\mathrm{e}^{(M+1) r}\right) / \mu_{\mathrm{SR}}}\right]^{M-m} \\ \quad \times \mathcal{I}_{-1 / m}\left(1-\frac{p}{m}, \frac{m \mathrm{e}^{(M+1) r / m}}{\mu_{\mathrm{RD}}}, \frac{1}{\mu_{\mathrm{SD}}}, 0, \mathrm{e}^{(M+1) r}\right) \end{array}$ |



$$
\times\left[1-\mathrm{e}^{\left(1-\mathrm{e}^{(M+1) r}\right) / \mu_{\mathrm{SR}}}\right]^{M-m} \mathcal{I}_{-1 / m}\left(1, \frac{m \mathrm{e}^{(M+1) r / m}}{\mu_{\mathrm{RD}}}, \frac{1}{\mu_{\mathrm{SD}}}, 0, \mathrm{e}^{(M+1) r}\right)
$$

Symmetric case with RC, exact value
$1-\mathrm{e}^{\left(1-\mathrm{e}^{(M+1) r}\right) / \mu_{\mathrm{SD}}}-\frac{\mu_{\mathrm{RD}} \mathrm{e}^{\left(1-\mathrm{e}^{(M+1) r}\right) / \mu_{\mathrm{SD}}}}{\mu_{\mathrm{SD}}}$

$$
\begin{aligned}
& \times \sum_{m=1}^{M} \sum_{k=1}^{m}\binom{M}{m} \mathrm{e}^{m\left(1-\mathrm{e}^{(M+1) r}\right) / \mu_{\mathrm{SR}}}\left[1-\mathrm{e}^{\left(1-\mathrm{e}^{(M+1) r}\right) / \mu_{\mathrm{SR}}}\right]^{M-m} \\
& \times h\left(1-\frac{\mu_{\mathrm{RD}}}{\mu_{\mathrm{SD}}} ; k, \frac{\mathrm{e}^{(M+1) r}-1}{\mu_{\mathrm{RD}}}\right) \\
& \hline
\end{aligned}
$$

TABLE 4.7
Average Capacity in Nats for Orthogonal Relaying
With the SD Link in the Rayleigh Fading Case
(The bounds become the exact values for $M=1$ )
Asymmetric case with PCC, lower bound

$$
\begin{aligned}
\frac{1}{M+1} \mathcal{S}\left(\frac{1}{\mu_{\mathrm{SD}}}\right)+\frac{1}{M+1} \sum_{\substack{\mathcal{A} \subset\{1, \ldots, M\} \\
\mathcal{A} \neq \varnothing}} \sum_{\mathcal{B} \subset \mathcal{A}^{\mathrm{c}}}(-1)^{|\mathcal{B}|} \\
\quad \times \mathrm{e}^{1 / \mu_{\mathrm{SA}}+1 / \mu_{\mathrm{SB}}+1 / \mu_{\mathcal{A D}}} \mathcal{I}_{1 /|\mathcal{A}|}\left(0, \frac{1}{\mu_{\mathcal{A D}}}, \frac{1}{\mu_{\mathrm{SA}}}+\frac{1}{\mu_{\mathrm{SB}}}, \mu_{\mathrm{SD}}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \text { l} \begin{array}{l}
\text { Asymmetric case } \\
\begin{array}{l}
\text { with PCC, upper } \\
\text { bound }
\end{array} \frac{1}{M+1} \mathcal{S}\left(\frac{1}{\mu_{\mathrm{SD}}}\right)+\frac{1}{M+1} \sum_{\substack{\mathcal{A} \subset\{1, \ldots, M\} \\
\mathcal{A} \neq \varnothing}} \sum_{\mathcal{B} \subset \mathcal{A}^{\mathrm{c}}} \sum_{m \in \mathcal{A}} \frac{(-1)^{|\mathcal{B}|}}{\prod_{\substack{k \in \mathcal{A} \\
k \neq m}}\left(1-\frac{\mu_{k \mathrm{D}}}{\mu_{m \mathrm{D}}}\right)} \\
\\
\\
\\
\end{array} \quad \mathrm{e}^{1 / \mu_{\mathrm{S} \mathcal{A}}+1 / \mu_{\mathrm{SB}}+|\mathcal{A}| / \mu_{m \mathrm{D}}} \mathcal{I}_{1 /|\mathcal{A}|}\left(0, \frac{|\mathcal{A}|}{\mu_{m \mathrm{D}}}, \frac{1}{\mu_{\mathrm{SA}}}+\frac{1}{\mu_{\mathrm{SB}}}, \mu_{\mathrm{SD}}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \text { Asymmetric case } \\
& \text { with } R C \text {, exact } \\
& \text { value } \\
& \frac{1}{M+1} \mathcal{S}\left(\frac{1}{\mu_{\mathrm{SD}}}\right)+\frac{1}{(M+1) \mu_{\mathrm{SD}}} \sum_{m=1}^{M} \sum_{\mathcal{A} \subset\{1, \cdots, M\}-\{m\}} \\
& \underline{\mathcal{T}\left(\frac{1}{\mu_{\mathrm{SD}}}+\frac{1}{\mu_{\mathrm{S} m}}+\frac{1}{\mu_{\mathrm{S} \mathcal{A}}}, \frac{1}{\mu_{\mathrm{S} m}}+\frac{1}{\mu_{\mathrm{S} \mathcal{A}}}+\frac{1}{\mu_{m \mathrm{D}}}\right)} \\
& \prod_{k \in \mathcal{A}}\left(\frac{\mu_{m \mathrm{D}}}{\mu_{k \mathrm{D}}}-1\right)
\end{aligned}
$$

Symmetric case with PCC, lower bound

$$
\begin{array}{r}
\frac{1}{M+1} \mathcal{S}\left(\frac{1}{\mu_{\mathrm{SD}}}\right)+\frac{M!}{M+1} \sum_{m=1}^{M} \sum_{k=m}^{M} \frac{(-1)^{k-m} \mathrm{e}^{m / \mu_{\mathrm{RD}}+k / \mu_{\mathrm{SR}}}}{(M-k)!(k-m)!m!} \\
\quad \times \mathcal{I}_{1 / m}\left(0, \frac{m}{\mu_{\mathrm{RD}}}, \frac{k}{\mu_{\mathrm{SR}}}, \mu_{\mathrm{SD}}\right)
\end{array}
$$

## Symmetric case

 with PCC, upper bound$$
\begin{aligned}
& \frac{1}{M+1} \mathcal{S}\left(\frac{1}{\mu_{\mathrm{SD}}}\right)+\frac{M!}{M+1} \sum_{m=1}^{M} \sum_{k=m}^{M} \sum_{p=0}^{m-1} \frac{(-1)^{k-m}\left(m / \mu_{\mathrm{RD}}\right)^{p}}{(M-k)!(k-m)!m!} \\
& \quad \times \frac{\mathrm{e}^{k / \mu_{\mathrm{SR}}}}{(m-p-1)!p!} \Gamma\left(m-p,-\frac{m}{\mu_{\mathrm{RD}}}\right) \mathcal{I}_{1 / m}\left(\frac{p}{m}, \frac{m}{\mu_{\mathrm{RD}}}, \frac{k}{\mu_{\mathrm{SR}}}, \mu_{\mathrm{SD}}\right)
\end{aligned}
$$

Symmetric case with RC, exact value

$$
\begin{aligned}
& \frac{1}{M+1} \mathcal{S}\left(\frac{1}{\mu_{\mathrm{SD}}}\right)+\frac{M!}{(M+1) \mu_{\mathrm{SD}}} \sum_{m=1}^{M} \sum_{k=1}^{m} \sum_{p=m}^{M} \\
& \quad \frac{(-1)^{p-m}}{(M-p)!(p-m)!m!\mu_{\mathrm{RD}}^{k-1}} g\left(\frac{1}{\mu_{\mathrm{RD}}}-\frac{1}{\mu_{\mathrm{SD}}} ; k, 0, \frac{1}{\mu_{\mathrm{SD}}}+\frac{p}{\mu_{\mathrm{SR}}}\right)
\end{aligned}
$$

TABLE 4.8
Outage Probability at Rate $r$ Nats for Orthogonal Relaying
With No SD Link in the Rayleigh Fading Case
(The bounds become the exact values for $M=1$ )
$\left.\left.\begin{array}{l}\begin{array}{l}\text { Asymmetric case } \\ \begin{array}{l}\text { with PCC, lower } \\ \text { bound }\end{array} \\ \end{array} \quad \sum_{\substack{\mathcal{A} \subset\{1, \cdots, M\} \\ \mathcal{A} \neq \varnothing}} \mathrm{e}^{\left(1-\mathrm{e}^{(M+1) r}\right) / \mu_{\mathrm{S} \mathcal{A}}} \prod_{m \in \mathcal{A}^{\mathrm{c}}}\end{array}\right] 1-\mathrm{e}^{\left(1-\mathrm{e}^{(M+1) r}\right) / \mu_{\mathrm{S} m}}\right]$

$\times \sum_{m \in \mathcal{A}} \frac{\mathrm{e}^{\left(1-\mathrm{e}^{(M+1) r /|\mathcal{A}|}\right)|\mathcal{A}| / \mu_{m \mathrm{D}}}}{\prod_{\substack{k \in \mathcal{A} \\ k \neq m}}\left(1-\frac{\mu_{k \mathrm{D}}}{\mu_{m \mathrm{D}}}\right)}$

Asymmetric case with PCC, upper bound

$$
1-\sum_{\substack{\mathcal{A} \subset\{1, \cdots, M\} \\ \mathcal{A} \neq \varnothing}} \mathrm{e}^{\left(1-\mathrm{e}^{(M+1) r}\right) / \mu_{\mathrm{S} \mathcal{A}}+\left(1-\mathrm{e}^{(M+1) r /|\mathcal{A}|}\right) / \mu_{\mathcal{A D}}}
$$

$$
\times \prod_{m \in \mathcal{A}^{\mathrm{c}}}\left[1-\mathrm{e}^{\left(1-\mathrm{e}^{(M+1) r}\right) / \mu_{\mathrm{S} m}}\right]
$$

Asymmetric case
with RC, exact value

$$
1-\sum_{m=1}^{M} \mathrm{e}^{\left(1 / \mu_{\mathrm{S} m}+1 / \mu_{m \mathrm{D}}\right)\left(1-\mathrm{e}^{(M+1) r}\right)} \prod_{\substack{k=1 \\ k \neq m}}^{M}\left[1+\frac{\mathrm{e}^{\left(1-\mathrm{e}^{(M+1) r}\right) / \mu_{\mathrm{S} k}}}{\frac{\mu_{m \mathrm{D}}}{\mu_{k \mathrm{D}}}-1}\right]
$$

Symmetric case with PCC, lower bound

$$
\begin{aligned}
\sum_{m=0}^{M}\binom{M}{m} \mathrm{e}^{\left(1-\mathrm{e}^{(M+1) r}\right) m / \mu_{\mathrm{SR}}}[1- & \left.\mathrm{e}^{\left(1-\mathrm{e}^{(M+1) r}\right) / \mu_{\mathrm{SR}}}\right]^{M-m} \\
& \times P\left(m, \frac{m}{\mu_{\mathrm{RD}}}\left[\mathrm{e}^{(M+1) r / m}-1\right]\right)
\end{aligned}
$$

Symmetric case with PCC, upper bound

$$
\begin{aligned}
& 1-\sum_{m=1}^{M}\binom{M}{m} \mathrm{e}^{m\left(1-\mathrm{e}^{(M+1) r}\right) / \mu_{\mathrm{SR}}+m\left(1-\mathrm{e}^{(M+1) r / m}\right) / \mu_{\mathrm{RD}}} \\
& \times\left[1-\mathrm{e}^{\left(1-\mathrm{e}^{(M+1) r}\right) / \mu_{\mathrm{SR}}}\right]^{M-m}
\end{aligned}
$$

Symmetric case with RC, exact value

$$
\begin{array}{r}
\sum_{m=0}^{M}\binom{M}{m} \mathrm{e}^{m\left(1-\mathrm{e}^{(M+1) r}\right) / \mu_{\mathrm{SR}}}\left[1-\mathrm{e}^{\left(1-\mathrm{e}^{(M+1) r}\right) / \mu_{\mathrm{SR}}}\right]^{M-m} \\
\times P\left(m, \frac{\mathrm{e}^{(M+1) r}-1}{\mu_{\mathrm{RD}}}\right)
\end{array}
$$

TABLE 4.9
Average Capacity in Nats for Orthogonal Relaying
With No SD Link in the Rayleigh Fading Case
(The bounds become the exact values for $M=1$ )
Asymmetric case with PCC, lower bound

$$
\begin{aligned}
\frac{1}{M+1} \sum_{\substack{\mathcal{A} \subset\{1, \ldots, M\} \\
\mathcal{A} \neq \varnothing}} \sum_{\mathcal{B} \subset \mathcal{A}^{\mathrm{c}}}(-1)^{|\mathcal{B}|} & \mathrm{e}^{1 / \mu_{\mathrm{S} \mathcal{A}}+1 / \mu_{\mathrm{SB}}+1 / \mu_{\mathcal{A D}}} \\
& \times \mathcal{I}_{1 /|\mathcal{A}|}\left(0, \frac{1}{\mu_{\mathcal{A D}}}, \frac{1}{\mu_{\mathrm{SA}}}+\frac{1}{\mu_{\mathrm{SB}}}, 0\right)
\end{aligned}
$$

$$
\begin{aligned}
& \begin{array}{l}
\begin{array}{l}
\text { Asymmetric case } \\
\text { with PCC, upper } \\
\text { bound }
\end{array} \\
\begin{array}{l}
\frac{1}{M+1} \sum_{\substack{\mathcal{A} \subset\{1, \ldots, M\} \\
\mathcal{A} \neq \varnothing}} \sum_{\mathcal{B} \subset \mathcal{A}^{\mathrm{c}}} \sum_{m \in \mathcal{A}} \frac{(-1)^{|\mathcal{B}|} \mathrm{e}^{1 / \mu_{\mathrm{S} \mathcal{A}}+1 / \mu_{\mathrm{SB}}+|\mathcal{A}| / \mu_{m \mathrm{D}}}}{\prod_{\substack{k \in \mathcal{A} \\
k \neq m}}\left(1-\frac{\mu_{k \mathrm{D}}}{\mu_{m \mathrm{D}}}\right)} \\
\\
\end{array} \quad \times \mathcal{I}_{1 /|\mathcal{A}|}\left(0, \frac{|\mathcal{A}|}{\mu_{m \mathrm{D}}}, \frac{1}{\mu_{\mathrm{S} \mathcal{A}}}+\frac{1}{\mu_{\mathrm{SB}}}, 0\right)
\end{array}
\end{aligned}
$$

Asymmetric case with RC, exact value

$$
\frac{1}{M+1} \sum_{m=1}^{M} \sum_{\mathcal{A} \subset\{1, \cdots, M\}-\{m\}} \frac{\mathcal{S}\left(\frac{1}{\mu_{\mathrm{S} m}}+\frac{1}{\mu_{\mathrm{S} \mathcal{A}}}+\frac{1}{\mu_{m \mathrm{D}}}\right)}{\prod_{k \in \mathcal{A}}\left(\frac{\mu_{m \mathrm{D}}}{\mu_{k \mathrm{D}}}-1\right)}
$$

Symmetric case with PCC, lower bound

$$
\frac{M!}{M+1} \sum_{m=1}^{M} \sum_{k=m}^{M} \frac{(-1)^{k-m} \mathrm{e}^{k / \mu_{\mathrm{SR}}+m / \mu_{\mathrm{RD}}}}{(M-k)!(k-m)!(m-1)!} \mathcal{I}_{m}\left(0, \frac{k}{\mu_{\mathrm{SR}}}, \frac{m}{\mu_{\mathrm{RD}}}, 0\right)
$$

Symmetric case with PCC, upper bound

$$
\begin{array}{r}
\frac{M!}{M+1} \sum_{m=1}^{M} \sum_{k=m}^{M} \sum_{p=0}^{m-1} \frac{(-1)^{k-m}\left(m / \mu_{\mathrm{RD}}\right)^{p} \mathrm{e}^{k / \mu_{\mathrm{SR}}}}{(M-k)!(k-m)!(m-1)!(m-p-1)!p!} \\
\quad \times \Gamma\left(m-p,-\frac{m}{\mu_{\mathrm{RD}}}\right) \mathcal{I}_{m}\left(p, \frac{k}{\mu_{\mathrm{SR}}}, \frac{m}{\mu_{\mathrm{RD}}}, 0\right)
\end{array}
$$

Symmetric case with RC, exact value

$$
\begin{array}{r}
\sum_{m=1}^{M} \sum_{k=m}^{M} \sum_{p=0}^{m-1} \frac{(-1)^{k-m}[M!/(M+1)] \mathrm{e}^{k / \mu_{\mathrm{SR}}}}{(M-k)!(k-m)!m!(m-p-1)!p!\left(k \frac{\mu_{\mathrm{RD}}}{\mu_{\mathrm{SR}}}+1\right)^{p}} \\
\times \Gamma\left(m-p,-\frac{1}{\mu_{\mathrm{RD}}}\right) \Gamma\left(p, \frac{k}{\mu_{\mathrm{SR}}}+\frac{1}{\mu_{\mathrm{RD}}}\right)
\end{array}
$$

### 4.5 Numerical Results

In this section, some numerical examples are given to verify the analysis performed and to evaluate the performance of the relaying schemes for Rayleigh fading, where the SNRs of the different links are exponentially distributed.

Figs. 4.3 and 4.4 verify the analytical results given in Tables $4.2-4.9$, respectively for the outage probability and average capacity, by Monte Carlo simulation for two-relay, asymmetric and symmetric cases. The outage probability has been calculated for the normalized rate $r=2$ bits, and the average capacity has been expressed in bits. In the asymmetric case, we assume that $\mu_{\mathrm{S} 1}=\mu_{\mathrm{SD}}+25 \mathrm{~dB}, \mu_{1 \mathrm{D}}=\mu_{\mathrm{SD}}+12 \mathrm{~dB}, \mu_{\mathrm{S} 2}=\mu_{\mathrm{SD}}+22 \mathrm{~dB}$, and $\mu_{2 \mathrm{D}}=\mu_{\mathrm{SD}}+15 \mathrm{~dB}$. This scenario corresponds to a situation where $\mathrm{R}_{1}$ and $\mathrm{R}_{2}$ are closer to the source than to the destination, which is appropriate for DF relaying, and where $R_{1}$ is slightly closer to the source than $R_{2}$ is. In the symmetric case, we have $\mu_{\mathrm{SR}}=\mu_{\mathrm{SD}}+27$ dB and $\mu_{\mathrm{RD}}=\mu_{\mathrm{SD}}+18 \mathrm{~dB}$ which corresponds to the case where both relays are located in a similar position closer to the source than to the destination.

Note that in all cases, the simulation and analytical results are in excellent agreement. In addition, Figs. 4.3e, 4.3f, 4.4e, and 4.4 f show that the lower bound on the outage probability and upper bound on the average capacity of orthogonal relaying with PCC are very tight. In fact, this situation exists for many other examples not included here for brevity, such that we only exhibit the outage probability lower and average capacity upper bounds for the performance of orthogonal relaying with PCC in the subsequent figures. In contrast to the lower bound, the upper bound on the outage probability is not satisfactory and degrades as the average SNRs improve. Also, the lower bound on the average capacity is not as tight as the upper bound for small values of SNR, but improves for large SNR regimes. Note from Appendix E that both the lower bound on the outage probability and upper bound on the average capacity of orthogonal relaying with PCC are obtained from a single bound on CDF $F_{\ln 1+Y \text {-sum }}(\cdot)$. Also, the outage probability upper and average capacity lower bounds originate from another bound on $F_{\ln 1+Y \text {-sum }}(\cdot)$.

There are other important observations from Figs. 4.3 and 4.4 as follows. Fig. 4.3 shows that a diversity order of 3 is obtainable from all the schemes in large SNR regimes; i.e., the outage probability is approximately proportional to $1 / \mu_{\mathrm{SD}}^{3}$ for large values of $\mu_{\mathrm{SD}}$. Also, the PCC over RC gain in superimposed, selection, and orthogonal relaying, in terms


Fig. 4.3. The outage probability at $r=2$ bits versus the average SD SNR for the different protocols, for asymmetric and symmetric cases when there are two relays available.


Fig. 4.4. The average capacity in bits versus the average SD SNR for the different protocols, for asymmetric and symmetric cases when there are two relays available.
of the outage performance, can be as much as $2.0 \mathrm{~dB}, 2.5 \mathrm{~dB}$, and 3.9 dB , respectively. Fig. 4.4 shows that this gain, for the capacity performance, can be larger and up to 8 dB for superimposed relaying, 8.4 dB for selection relaying, and 7.9 dB for orthogonal relaying.

Figs. 4.5 and 4.6 respectively show the outage probability at $r=1$ bit and average capacity of the different schemes versus the normalized distance of the relays from the source for a linear network topology in the symmetric case when $M=3$. We assume in this topology that

$$
\begin{equation*}
d_{\mathrm{SD}}=d_{\mathrm{SR}}+d_{\mathrm{RD}} \tag{4.71}
\end{equation*}
$$

where $d_{\mathrm{SD}}, d_{\mathrm{SR}}$, and $d_{\mathrm{RD}}$ are the $\mathrm{SD}, \mathrm{SR}$, and RD distances. We also assume that $\mu_{\mathrm{SD}}=7$ dB , and that, using a simplified path loss model [50, p. 843], [87, Section 2.6],

$$
\begin{equation*}
\mu_{\mathrm{SR}}=\mu_{\mathrm{SD}}\left(\frac{d_{\mathrm{SD}}}{d_{\mathrm{SR}}}\right)^{\alpha} \tag{4.72}
\end{equation*}
$$

and

$$
\begin{equation*}
\mu_{\mathrm{RD}}=\mu_{\mathrm{SD}}\left(\frac{d_{\mathrm{SD}}}{d_{\mathrm{RD}}}\right)^{\alpha} \tag{4.73}
\end{equation*}
$$

where $\alpha$ is the path loss exponent set to 4 here. ${ }^{9}$
In Figs. 4.5 and 4.6, we have also included the performance of DT as a baseline for comparison. The maximum instantaneous rate for DT is given as [79, Chapter 9]

$$
\begin{equation*}
I_{\max }^{(\mathrm{DT})} \triangleq \ln \left(1+\gamma_{\mathrm{SD}}\right) \tag{4.74}
\end{equation*}
$$

nats per 2-D DoF. Therefore, the corresponding outage probability at rate $r$ nats and average capacity in nats for Rayleigh fading are obtained as

$$
\begin{equation*}
\operatorname{Pr}\left\{I_{\max }^{(\mathrm{DT})}<r\right\}=\operatorname{Pr}\left\{I_{\max }<\mathrm{e}^{r}-1\right\}=1-\mathrm{e}^{\left(1-\mathrm{e}^{r}\right) / \mu_{\mathrm{SD}}} \tag{4.75}
\end{equation*}
$$

and

$$
\begin{equation*}
\overline{I_{\max }^{(\mathrm{DT})}} \triangleq \int_{0}^{\infty} \mathrm{d} \gamma \ln (1+\gamma) f_{\mathrm{SD}}(\gamma)=\frac{1}{\mu_{\mathrm{SD}}} \int_{0}^{\infty} \mathrm{d} \gamma \ln (1+\gamma) \mathrm{e}^{-\gamma / \mu_{\mathrm{SD}}}=\mathcal{S}\left(\frac{1}{\mu_{\mathrm{SD}}}\right) \tag{4.76}
\end{equation*}
$$

where $\mathcal{S}(\cdot)$ is defined by (4.69). Note that despite the relaying schemes for which achievability of the average capacity needs adaptive transmission from the source (as explained in Section 4.2), in DT, $\overline{I_{\max }^{(\mathrm{DT)}}}$ is achievable even without CSI at the transmitter [88].

Fig. 4.5 shows that all the relaying schemes significantly outperform DT in terms of

[^17]

Fig. 4.5. The outage probability at $r=1$ bit versus the SR distance normalized by the SD distance, for the different protocols and a linear network topology in the symmetric case when $M=3$ and $\mu_{\mathrm{SD}}=7 \mathrm{~dB}$.


Fig. 4.6. The average capacity in bits versus the SR distance normalized by the SD distance, for the different protocols and a linear network topology in the symmetric case when $M=3$ and $\mu_{\mathrm{SD}}=7 \mathrm{~dB}$.
the outage probability, except for orthogonal relaying when $d_{\mathrm{SR}} / d_{\mathrm{SD}}$ is large. In fact, when $d_{\mathrm{SR}} / d_{\mathrm{SD}}$ is increased, fewer relays decode the message and the performance degrades in all schemes. However, orthogonal relaying is more susceptible in this regard as in this scheme, the time or frequency slot given to a relay is left unused if the relay cannot decode.

Also, note from the figure that superimposed and orthogonal relaying respectively have the best and poorest outage performance for the same cooperation strategy (PCC or RC). Further, it is observed that the relaying schemes have an optimal point of operation in terms of $d_{\mathrm{SR}} / d_{\mathrm{SD}}$. This is expected as when the relays move farther from the source, on the one hand, fewer relays can decode the message, but on the other, their RD links become stronger. The optimal performance occurs at the optimal point of this tradeoff.

Fig. 4.6 presents results with explanations similar to those given for Fig. 4.6, for the average capacity performance of the schemes. However, one major difference here is that except for small values of $d_{\mathrm{SR}} / d_{\mathrm{SD}}$ and its PCC scheme, orthogonal relaying is inferior to DT. Such a poor capacity performance is generally explained by orthogonalization loss, first noted and explained in [9] for the outage performance of an orthogonal relaying system. This loss essentially refers to the diminution of the achievable rate when averaged over several orthogonal channels.

Figs. 4.7 and 4.8 depict the outage and capacity performances of the schemes versus the number of relays in a symmetric case. Fig. 4.7 shows that while the outage performances of superimposed and selection relaying improve as $M$ increases, the outage performance of orthogonal relaying deteriorates for more than 3 relays. Also, Fig. 4.8 shows that in contrast to the average capacity of superimposed and selection relaying which improves


Fig. 4.7. The outage probability at $r=1$ bit versus the number of relays for the different protocols in the symmetric case when $\mu_{\mathrm{SD}}=3 \mathrm{~dB}, \mu_{\mathrm{SR}}=24 \mathrm{~dB}$, and $\mu_{\mathrm{RD}}=15 \mathrm{~dB}$.


Fig. 4.8. The average capacity in bits versus the number of relays for the different protocols in the symmetric case when $\mu_{\mathrm{SD}}=3 \mathrm{~dB}, \mu_{\mathrm{SR}}=24 \mathrm{~dB}$, and $\mu_{\mathrm{RD}}=15 \mathrm{~dB}$.
with increasing $M$, the average capacity of orthogonal relaying is diminished as $M$ is increased. These deteriorating effects of increasing $M$ on the performance of orthogonal relaying is explained again by orthogonalization loss [9]. Another important observation is that in terms of the outage probability, superimposed relaying benefits more from increasing $M$ than selection relaying does, in the sense that its outage probability decreases more rapidly as $M$ increases. This is in contrast to their capacity performances where the average capacity of both schemes has similar trends and increases with $M$ with diminishing returns.

## Chapter 5

## Rateless Coded Relaying: Single-Relay Case ${ }^{1}$

### 5.1 Introduction

Rateless codes, including fountain codes, have garnered considerable interest among coding and communication theorists [22], [89]-[96], since their introduction in [97], [98] and their prevalent use in industrial products as a universal coding solution for erasure channels [99, Chapter 50]. Two common examples of fountain codes include Luby-transform (LT) codes [98] and Raptor codes [100], an improved version of LT codes. In this chapter, it is assumed that transmitters take advantage of rateless coding.

Their value mostly lies in the fact that rateless codes do not have a fixed or predetermined rate at the transmitter, and the source, oblivious to CSI, can generate as many encoding symbols as needed to enable the destination to decode its message. Thus, rateless codes are said to adapt to and follow the channel condition. A one-bit feedback from the receiver can be used to mark the success of the decoding and to signal the transmitter to stop sending more codeletters. Therefore, outage, meaning failure in decoding at the receiver, virtually is not experienced in systems exploiting rateless codes. In fact, the receiver in rateless schemes keeps accumulating MI, rather than energy, from the source until the receiver can decode [22]. These properties best suit DF relaying schemes by having relays

[^18]monitor the source indefinitely, and having the relay(s) successful in decoding assist the source. Such schemes have been addressed recently in the literature [22], [91], [94]-[96].

Rateless codes are different from fixed-rate codes in several aspects. The authors in [90], [91] were first to propose the use of rateless codes in fading channels, and to show that rateless schemes are capable of simultaneously achieving reliability and efficiency over fading channels. In contrast, fixed-rate systems experience an unavoidable tradeoff between reliability and efficiency [90]. Moreover, to maximize reliability and efficiency at the same time in fixed-rate systems, the transmitter needs full knowledge of the CSI to set the code rate accordingly, provided that it has access to a variable-rate code. However, what is required in a rateless scheme to bring about both reliability and efficiency is at most knowledge of the channel statistics at the transmitter side.

The use of rateless codes in relay networks has been proposed in the literature [22], [91], [94]-[96] as a means to approach the capacity promised for the relaying protocols under study without knowing fully the CSI at the transmitter. We consider using rateless coding and assume that transmitters know the statistics of the channel fading, but are otherwise oblivious to the CSI. Note that if rateless codes are universal over a class of channels, such as erasure channels and AWGN channels, which means that a single code design can be utilized to approach the Shannon capacity of any channel in the class, ${ }^{2}$ then the transmitter is relieved of even knowing the channel statistics.

In this chapter, the achievable rates of three single-relay, rateless coded, DF protocols, one of which is proposed here, are investigated under a peak power constraint (PPC) and an average power constraint (APC). The APC provides fair grounds for comparing the protocols in terms of their achievable rates under constant average energy consumption per channel use. In fact, in contrast to DT, cooperative transmission involves transmission from other nodes, i.e. relays. In rateless coded relaying transmission, in one protocol, relays may contribute more time and energy resulting in greater MI between the source and destination, while in another, less energy is spent by the relays and the resulting rate is smaller. Therefore, it is essential to determine which protocol yields larger rates for constant energy consumption. These considerations have been ignored in some previous research [91],

[^19][95], ${ }^{3}$ leading to unfair comparisons. Along with the maximum rate under the APC, we calculate and use the minimum energy per bit under the PPC for the different protocols, as another performance measure to compare the protocols fairly on the basis of energy consumption. Also, to study and compare the long-term average behaviors of the protocols, we calculate the long-term average rate, the long-term average energy per bit, and a newly defined metric, the relay-to-source usage ratio showing the average amount of relay usage relative to source usage in a protocol. The protocol proposed in this chapter is built upon opportunistic communication [80, Chapter 6] such that although inferior to its predecessors under the PPC, it outperforms them in most cases in energy constrained scenarios.

As is common practice in the literature, it is assumed here that rateless codes, wherever used, can closely approach the Shannon capacity without requiring instantaneous CSI at the transmitter [22], [91], [95]. However, the design of capacity-approaching rateless codes is beyond the scope of this chapter. The accuracy of this assumption has been explained in [22], and demonstrated by numerical examples in [91]. Also, it has been shown that the fountain capacity is the same as the Shannon capacity for memoryless channels [89], and that capacity-approaching rateless codes with low-complexity decoding algorithms exist for AWGN channels [101].

The remainder of the chapter is outlined as follows. In Section 5.2, the system model and definitions are given. In Section 5.3, the different rateless coded protocols are introduced, and the short-term average rate and energy of each scheme are derived. In Section 5.4, the issues and implications of feedback in the protocols are investigated. A discussion on power fairness for the protocols is presented in Section 5.5. In section 5.6, different measures for comparing the protocols fairly on a power basis are examined. The long-term average behavior of the schemes is characterized in Section 5.7. Finally, the chapter is concluded by several numerical examples in Section 5.8.

### 5.2 Channel Model and Definitions

As depicted in Fig. 2.1, we consider a source, a destination, and an available relay assisting the source in relaying its messages, each of constant entropy $H$, to the destination. Each

[^20]node has a single transmitting/receiving antenna. A CR is the period over which a message of the source is fully communicated to the destination, and has two phases. In Phase I, the source ratelessly encodes its message and broadcasts the encoding symbols or packets. As soon as the relay successfully decodes the message, Phase II begins where the relay cooperates with the source. It is the method of this collaboration that creates the different cooperation protocols introduced in Section 5.3. Obviously, if in a given CR, the destination can decode the message before the relay can, the CR reduces to DT, i.e. Phase II does not exist and the relay is not used in the CR. Note that the success in decoding at the relay or destination can be assured using an external cyclic redundancy check code [102].

We use system model assumptions similar to those in [22]. We assume that all channels are contaminated with AWGN, and experience independent path loss and flat fading. A block fading model is considered where the SNRs remain constant over a CR [21], [22], [96]. Also, it is assumed that transmissions occupy baseband bandwidth $W \mathrm{~Hz}$. Therefore, there are $W$ 2-D DoFs per second available for transmission [9]. In fact, assuming that the duration of a CR is $T$, one obtains the rate per 2-D DoF realized in the CR , as

$$
\begin{equation*}
R=\frac{H}{W T} . \tag{5.1}
\end{equation*}
$$

It is assumed that any node has a continuous-time power $P$. Therefore, the energy per 2-D DoF is obtained from [9] as

$$
\begin{equation*}
\mathcal{E} \triangleq \frac{P}{W} \tag{5.2}
\end{equation*}
$$

Moreover, we can write the SD, SR, and RD SNRs, respectively as

$$
\begin{align*}
& \gamma_{0} \triangleq \gamma\left|g_{0}\right|^{2}  \tag{5.3}\\
& \gamma_{1} \triangleq \gamma\left|g_{1}\right|^{2} \tag{5.4}
\end{align*}
$$

and

$$
\begin{equation*}
\gamma_{2} \triangleq \gamma\left|g_{2}\right|^{2} \tag{5.5}
\end{equation*}
$$

where $g_{0}, g_{1}$, and $g_{2}$ are the $\mathrm{SD}, \mathrm{SR}$, and RD complex channel coefficients, respectively, and where

$$
\begin{equation*}
\gamma \triangleq \frac{\mathcal{E}}{N}=\frac{P}{W N_{0}} \tag{5.6}
\end{equation*}
$$

where $N_{0}$ is the one-sided PSD of the AWGN. ${ }^{4}$ The average values of $\gamma_{0}, \gamma_{1}$, and $\gamma_{2}$ with respect to channel fading are denoted $\mu_{0}, \mu_{1}$, and $\mu_{2}$.

The capacities of the $\mathrm{SD}, \mathrm{SR}$, and RD links are denoted $C_{0}, C_{1}$, and $C_{2}$, respectively. Also, the sum-rate capacity of the multiaccess channel from the source and relay to the destination is denoted $C_{\mathrm{m}}$. In the case of Gaussian-input or average-power-constrainedinput channels, one has [79, Chapter 15]

$$
\begin{align*}
C_{0} & =\mathcal{C}\left(\gamma_{0}\right)  \tag{5.7a}\\
C_{1} & =\mathcal{C}\left(\gamma_{1}\right)  \tag{5.7b}\\
C_{2} & =\mathcal{C}\left(\gamma_{2}\right) \tag{5.7c}
\end{align*}
$$

and

$$
\begin{equation*}
C_{\mathrm{m}}=\mathcal{C}\left(\gamma_{0}+\gamma_{2}\right) \tag{5.7d}
\end{equation*}
$$

in nats, where

$$
\begin{equation*}
\mathcal{C}(x) \triangleq \ln (1+x) . \tag{5.7e}
\end{equation*}
$$

In Sections 5.3 and 5.6, general-input channels are considered, except for Subsection 5.6.2 where only Gaussian-input channels are studied. Also, the numerical examples in Section 5.8 are given for Rayleigh fading, Gaussian-input channels

Note that in general-input channels, we naturally assume that $C_{0}, C_{1}, C_{2}$, and $C_{\mathrm{m}}$ are increasing functions of the corresponding SNRs. Also, we have [79, Section 15.3]

$$
\begin{equation*}
\max \left\{C_{0}, C_{2}\right\}<C_{\mathrm{m}}<C_{0}+C_{2} . \tag{5.8}
\end{equation*}
$$

Throughout, we make use of the following terminology:

- The short-term average rate, $R$, refers to the MI communicated to the destination per 2-D DoF in a given CR. The maximum possible $R$ in a CR is denoted $R_{\text {max }}$.
- The long-term average rate, $R_{\text {avg }}$, refers to the maximum MI communicated to the destination per 2-D DoF averaged over infinitely many CRs.
- The short-term average energy per symbol, $E$, refers to the average total energy expended by the whole system for wireless transmission per 2-D DoF in a given CR.

[^21]For example, if in a CR, lasting $n$ 2-D symbols, the source and relay respectively transmit $n_{\mathrm{S}}$ and $n_{\mathrm{R}}$ symbols with energies $\mathcal{E}_{\mathrm{S}}$ and $\mathcal{E}_{\mathrm{R}}$ per symbol, then

$$
\begin{equation*}
E=\frac{n_{\mathrm{S}} \mathcal{E}_{\mathrm{S}}+n_{\mathrm{R}} \mathcal{E}_{\mathrm{R}}}{n} . \tag{5.9}
\end{equation*}
$$

Note that

$$
\begin{equation*}
n_{\mathrm{S}}+n_{\mathrm{R}} \geq n \tag{5.10}
\end{equation*}
$$

considering the possibility of an overlap between the source and relay transmissions in some protocols.

- The short-term average energy per bit, EB , in a CR refers to the ratio $E / R$ when $R$ is expressed in bits. The minimum possible EB in a CR is denoted $\mathrm{EB}_{\text {min }}$.
- The long-term average energy per bit, $\mathrm{EB}_{\text {avg }}$ refers to the minimum ratio of the total energy expended by the whole system for wireless transmission to the total MI in bits communicated to the destination in duration $t$, when $t$ approaches infinity.
- The $P P C$ refers to the constraint that the source and relay operate at their peak power $P$ or peak energy per 2-D $\operatorname{DoF} \mathcal{E}$.
- The $A P C$ refers to the constraint that the source and relay virtually scale their powers (respectively, energies per 2-D DoF) such that the average total power in a CR is $P$, or equivalently, $E=\mathcal{E}$.

In the next section, the protocols are introduced and their $R_{\max }$ 's and $E$ 's under the PPC, are derived. Then in Section 5.6, to draw a fair comparison on a power basis between the achievable rates of the protocols, first we study and compare the $\mathrm{EB}_{\text {min }}$ 's of the protocols under the PPC. Second, we examine the $R_{\text {max }}$ 's of the protocols under the APC.

In the following, the rates and energies in the different protocols are distinguished by superscripts "(DT)", "(P-1)", "(P-2)", and "(P-3)". For example, $R^{(\mathrm{P}-1)}$ and $E^{(\mathrm{P}-1)}$ represent the short-term average rate and energy per symbol in P-1.

### 5.3 Rateless Coded Protocols

All the schemes in this section with their rates, and energies under the PPC, are summarized in Table 5.1. In this table, $B_{i}$ refers to both the source's $i$ th message and the rateless encoded

DT


$$
\begin{gathered}
R_{\max }=C_{0} \\
E=\mathcal{E}
\end{gathered}
$$



## P-2


P-3

block for the $i$ th message. Also, Table 5.2 presents a summary of the requirements and/or favorable situations of each protocol. We commence with DT as the baseline and introduce the other protocols in sequence.

### 5.3.1 The DT Scheme

In this case, no relay is used and the source is the only transmitter in the available bandwidth, $W$. In a fixed-rate coded system, the Shannon capacity of DT for a flat fading channel with no CSI at the transmitter is the ergodic capacity $\mathrm{E}\left\{C_{0}\right\}$ [87, Section 4.2.3], which is bounded above zero. The rate $\mathrm{E}\left\{C_{0}\right\}$ is approached if the codeword of the trans-

TABLE 5.2
Features of the Different Transmission Schemes
(ACK $=$ acknowledgment signal, MUD $=$ multiuser detection $)$

| DT | - Best when $\gamma_{1} \leq \gamma_{0}$. |
| :--- | :--- |
| $\mathbf{P - 1}$ | - Requires $\gamma_{1}>\gamma_{0}$. |
|  | - Stringent synchronization at the relay. |
|  | - No ACK between the source and relay. |
|  | - No MUD at the destination. |
| $\mathbf{P - 2}$ | - Requires $\gamma_{1}>\gamma_{0}$. |
|  | - No stringent synchronization between the source and relay. |
|  | - Requires ACKs from the relay or destination to the source. |
|  | - Requires MUD at the destination. |
| $\mathbf{P - 3}$ | - Requires min $\left\{\gamma_{1}, \gamma_{2}\right\}>\gamma_{0}$. |
|  | - No stringent synchronization between the source and relay. |
|  | - Requires ACKs from the relay or destination to the source. |
|  | - No MUD at the destination. |

- No MUD at the destination.
mitter is long enough that is affected by all fading channel states. In a rateless system, the same rate can be achieved, as the indefinitely long, ratelessly encoded stream of symbols is capacity-approaching and can experience virtually all fading channel states. Therefore, the long-term average rate for DT, $R_{\text {avg }}^{(\mathrm{DT})}$, is

$$
\begin{equation*}
R_{\mathrm{avg}}^{(\mathrm{DT})}=\mathrm{E}\left\{C_{0}\right\} \tag{5.11}
\end{equation*}
$$

which, in the case of a Rayleigh fading, Gaussian-input channel, becomes, like (4.76),

$$
\begin{equation*}
R_{\mathrm{avg}}^{(\mathrm{DT})}=\frac{1}{\mu_{0}} \int_{0}^{\infty} \mathrm{e}^{-\gamma / \mu_{0}} \ln (1+\gamma) \mathrm{d} \gamma=\mathcal{S}\left(\frac{1}{\mu_{0}}\right) \tag{5.12}
\end{equation*}
$$

where $\mathcal{S}(\cdot)$ is given by (4.69). We can also derive the long-term average energy per bit, introduced in Section 5.2, for DT as follows. We know that the energy per symbol is constant for DT at $\mathcal{E}$, where $\mathcal{E}$ is defined in (5.2). Therefore, assuming that the value of $C_{0}$ in bits at Symbol $i$ is denoted $C_{0}[i]$, we obtain

$$
\begin{equation*}
\mathrm{EB}_{\mathrm{avg}}^{(\mathrm{DT})}=\lim _{m \rightarrow \infty} \frac{m \mathcal{E}}{C_{0}[1]+\cdots+C_{0}[m]}=\frac{\mathcal{E}}{\mathrm{E}\left\{C_{0}\right\}}=\frac{\mathcal{E}}{R_{\mathrm{avg}}^{(\mathrm{DT})}} . \tag{5.13}
\end{equation*}
$$

### 5.3.2 The P-1 Scheme

The P-1 protocol is taken from the rateless DF relaying protocol suggested in [91], which itself was built upon a commensurate block-coded fixed-rate system in [103]. In P-1, the source broadcasts rateless encoding symbols to the relay and destination in Phase I. When the relay is capable of decoding the source message, Phase II begins where the relay forms an Alamouti transmission scheme [104] with the source, to send new rateless symbols to the destination until the destination decodes. An advantage of $\mathrm{P}-1$ is that the source does not need to be aware of the relay or when the relay decodes. However, a drawback is the greater complexity in the relay for synchronization with the source at the symbol level.

To derive $R_{\max }^{(\mathrm{P}-1)}$, we first note that if the SR link is not stronger than the SD link, i.e. if $C_{0} \geq C_{1}$, the relay is not used and the system reverts to DT. Now, assume that $C_{0}<C_{1}$ and that the relay and destination decode the message after receiving $n_{1}$ and $n$ symbols in total, respectively, as depicted in Table 5.1. On the one hand, we can write

$$
\begin{equation*}
H=n_{1} C_{1} \tag{5.14}
\end{equation*}
$$

where $H$ is the entropy of the message. On the other, the source communicates $n_{1} C_{0}$ units of MI to the destination during Phase I, and the source and relay together communicate $\left(n-n_{1}\right) C_{\mathrm{m}}$ units of MI to the destination during Phase II. Therefore, we have

$$
\begin{equation*}
H=n_{1} C_{0}+\left(n-n_{1}\right) C_{\mathrm{m}} . \tag{5.15}
\end{equation*}
$$

Based on the definition of $R_{\text {max }}$ and from (5.14) and (5.15), one obtains

$$
\begin{equation*}
R_{\max }^{(\mathrm{P}-1)}=\frac{H}{n}=\frac{C_{\mathrm{m}} C_{1}}{C_{\mathrm{m}}+C_{1}-C_{0}} \tag{5.16}
\end{equation*}
$$

consistent with the result [21, Corollary 1].
To derive $E^{(\mathrm{P}-1)}$ under the PPC assuming that $C_{0}<C_{1}$, we note that the total energy expended per DoF equals $\mathcal{E}$ when only the source transmits, and equals $2 \mathcal{E}$ when both the source and relay transmit. Therefore, we have

$$
\begin{equation*}
E^{(\mathrm{P}-1)}=\frac{n_{1} \mathcal{E}+2\left(n-n_{1}\right) \mathcal{E}}{n}=\left(1+\frac{C_{1}-C_{0}}{C_{\mathrm{m}}+C_{1}-C_{0}}\right) \mathcal{E} \tag{5.17}
\end{equation*}
$$

where the second equality is obtained by applying (5.14) and (5.15).

### 5.3.3 The P-2 Scheme

The P-2 protocol is based on the rateless DF relaying protocol proposed in [95]. The difference between $\mathrm{P}-1$ and $\mathrm{P}-2$ lies in the second phase of a CR. In P-1 during Phase II, the source, unaware of the relay cooperation, continues to transmit the same message to the destination. However in P-2, the source transmits a new message in Phase II, where the destination attempts to jointly decode the source and relay transmissions. As the relay is half-duplex, it cannot monitor the new message. For example, in the P-2 scheme depicted in Table 5.1, the source is not assisted by the relay in the transmission of $\mathrm{B}_{2}$ and $\mathrm{B}_{4}$.

The method of coordination between the source and relay transmissions in P- 2 has been explained in [95], and is based on ACKs. An achievable rate under P-2 has been given in [95] in terms of MI functions without derivation details. Here, we derive the result in [95], and find the maximum rate under P-2 by obtaining the optimal operating rates in the multiaccess channel from the source and relay to the destination (i.e. the rates realized in Phase II). If we assume that the destination uses serial interference cancellation which is an optimal MUD in multiaccess channels [80, Section 6.1.1], then the rate is shown to be maximized when the destination first decodes and cancels the relay message and then decodes the source message.

Here again, if $C_{0} \geq C_{1}$, the relay is not used and one has $R_{\max }^{(\mathrm{P}-2)}=C_{0}$ and $E^{(\mathrm{P}-2)}=\mathcal{E}$. Therefore, assume that $C_{0}<C_{1}$, and consider the example shown in Table 5.1 where the relay and destination decode $\mathrm{B}_{1}$ after $n_{1}$ and $n 2-\mathrm{D}$ DoFs are exhausted, respectively.

To derive $R_{\max }^{(\mathrm{P}-2)}$ in P-2, first, note that as the relay decodes $\mathrm{B}_{1}$ at $n_{1}$, (5.14) holds. Second, assume that $X_{\mathrm{S}}$ and $X_{\mathrm{R}}$ are the source and relay rates when the source and relay simultaneously transmit $\mathrm{B}_{2}$ and $\mathrm{B}_{1}$, respectively. The shaded area in Fig. 5.1 represents all achievable rates $\left(X_{\mathrm{S}}, X_{\mathrm{R}}\right) .{ }^{5}$ Now, as the destination decodes $\mathrm{B}_{1}$ by receiving $n_{1}$ symbols from the source at rate $C_{0}$ and $n-n_{1}$ symbols from the relay at rate $X_{\mathrm{R}}$, we can write

$$
\begin{equation*}
H=n_{1} C_{0}+\left(n-n_{1}\right) X_{\mathrm{R}} . \tag{5.18}
\end{equation*}
$$

Meanwhile, during the period when the destination is receiving for $\mathrm{B}_{1}$, it also receives $n-n_{1}$ symbols for $\mathbf{B}_{2}$ from the source at rate $X_{\mathrm{S}}$. Therefore, an achievable short-term average rate can be written as

[^22]

Fig. 5.1. The rate region for the multiaccess channel from the source and relay to the destination.

$$
\begin{equation*}
R^{(\mathrm{P}-2)}=\frac{H+\left(n-n_{1}\right) X_{\mathrm{S}}}{n}=\frac{\left(C_{1}-C_{0}\right) X_{\mathrm{S}}+C_{1} X_{\mathrm{R}}}{C_{1}-C_{0}+X_{\mathrm{R}}} \tag{5.19}
\end{equation*}
$$

where the second equality comes from (5.14) and (5.18). Note that (5.19) is in agreement with the result [95, eq. (4)].

As the energy per DoF during Phase I is $\mathcal{E}$, and during phase II is $2 \mathcal{E}$, the short-term average energy per DoF corresponding to the rate (5.19) is obtained as,

$$
\begin{equation*}
\frac{n_{1} \mathcal{E}+2\left(n-n_{1}\right) \mathcal{E}}{n}=\frac{X_{\mathrm{R}}+2 C_{1}-2 C_{0}}{X_{\mathrm{R}}+C_{1}-C_{0}} \mathcal{E} \tag{5.20}
\end{equation*}
$$

where the equality again results from (5.14) and (5.18).
The maximum rate $R_{\max }^{(\mathrm{P}-2)}$ is obtained by maximizing the rate (5.19) over all achievable $\left(X_{\mathrm{S}}, X_{\mathrm{R}}\right)$. It can be verified that $X_{\mathrm{S}}=C_{0}$ and $X_{\mathrm{R}}=C_{\mathrm{m}}-C_{0}$, corresponding to point A in Fig. 5.1, lead to the maximum rate which is

$$
\begin{equation*}
R_{\max }^{(\mathrm{P}-2)}=\frac{C_{\mathrm{m}} C_{1}-C_{0}^{2}}{C_{\mathrm{m}}+C_{1}-2 C_{0}} . \tag{5.21}
\end{equation*}
$$

If we assume that the destination performs serial interference cancellation in Phase II, point A is achieved if the destination first decodes the relay signal treating the source signal as interference, and then, eliminates the relay signal and decodes the source message. The PPC short-term average energy per symbol corresponding to (5.21) is obtained from (5.20) after replacing $X_{\mathrm{R}}$ with $C_{\mathrm{m}}-C_{0}$, as

$$
\begin{equation*}
E^{(\mathrm{P}-2)}=\left(1+\frac{C_{1}-C_{0}}{C_{\mathrm{m}}+C_{1}-2 C_{0}}\right) \mathcal{E} . \tag{5.22}
\end{equation*}
$$

### 5.3.4 The P-3 Scheme

Protocol P-3 is the scheme proposed here. It is built upon P-1 and P-2 and opportunistic communication. The general idea is that after the relay decodes the message, the system imitates a two-transmitting, one-receiving antenna scheme. In such a scheme, if the qualities of the channels are known at the transmitters, the OPA between the source and relay, based on opportunistic communication [80, Chapter 6], is to devote all power to the antenna observing the stronger channel. This translates to the idea, depicted in Table 5.1, that if $\gamma_{2} \leq \gamma_{0}$ or $C_{2} \leq C_{0}$, the relay must not be used. Otherwise, the source must back off, clearing the channel for the relay transmission. This reasoning suggests that P-3 offers a larger rate than P-1 and P-2 for the same energy expenditure. The numerical results in Section 5.8 confirm this intuition in most cases.

Note that in P-3, relaying is not used when the SD link is stronger than either of the SR or RD links, i.e. if $C_{0} \geq \min \left\{C_{1}, C_{2}\right\}$. This is in contrast to P-1 and P-2 where the relay is (automatically) utilized whenever $C_{0}<C_{1}$. The method of coordinating the source and relay transmissions in P-3 is similar to, yet simpler than, that used in [95] based on ACKs. In fact and in contrast to P-2, in P-3 the destination does not monitor any ACK from the relay, and can also decode the source's messages in order of transmission. Also, note that in P-3 the destination is relieved of MUD needed in P-2.

Now to derive $R_{\max }^{(\mathrm{P}-3)}$ when $C_{0}<\min \left\{C_{1}, C_{2}\right\}$, consider the example shown in Table 5.1 and note that (5.14) still holds. Also, as the destination decodes the message by receiving $n_{1}$ and $n-n_{1}$ symbols from the source and relay, respectively, we can write

$$
\begin{equation*}
H=n_{1} C_{0}+\left(n-n_{1}\right) C_{2} . \tag{5.23}
\end{equation*}
$$

Combining (5.14) and (5.23), one obtains

$$
\begin{equation*}
R_{\max }^{(\mathrm{P}-3)}=\frac{H}{n}=\frac{C_{1} C_{2}}{C_{1}+C_{2}-C_{0}} . \tag{5.24}
\end{equation*}
$$

Also, it is clear from the description of P-3 that similar to DT, we have

$$
\begin{equation*}
E^{(\mathrm{P}-3)}=\mathcal{E} \tag{5.25}
\end{equation*}
$$

under the PPC.

### 5.4 Feedback Requirements and Effects

The rateless coded schemes have different feedback requirements as follows. These requirements are based on the ACKs needed for each protocol as indicated in Table 5.2.

The conventional DT scheme needs only a single feedback bit per CR from the destination to inform the source of the successful decoding. This one-bit feedback from the destination, referred to as the STOP feedback here, is needed in any rateless coded system.

The feedback requirement in P-1 is similar to that in DT, i.e. only the STOP feedback is needed. In fact, in P-1 the source can be unaware of the existence of the relay [105].

In P-2, other than the STOP feedback, a one-bit feedback from the relay broadcast to the source and destination is needed when the relay decodes. This feedback has the source resume the transmission of an unfinished message from the previous CR if there is any, or start the transmission of a new message. It also has the destination switch from single user detection to MUD and detect the source and relay messages (see Section 5.3.3).

The P-3 scheme needs 3 one-bit feedbacks per CR, and, therefore, its feedback requirement is more than that of DT, P-1, and P-2. In addition to the STOP feedback and a one-bit decoding-success feedback from the relay, P-3 needs a one-bit feedback from the destination to indicate which node, the source or relay, shall transmit after the relay decodes.

It is also worth considering feedback implications in the protocols. First, any feedback is possibly included in a packet containing header and other signaling information as well. If the packet carrying a one-bit feedback contains $f$ bits data, then a scheme needing $m$ separate one-bit feedbacks in a CR needs transmission of $m f$ bits per CR for feedback.

Second, assume that a low-rate, narrowband channel is dedicated to feedback. Then, on the one hand, feedback transmission can take a non-negligible duration compared to the duration of a CR, and on the other, the nodes need to receive feedback data before setting their subsequent transmission strategies. This delay in receiving feedback has a negative impact on the rate performance. Even if we increase the feedback bandwidth to hasten feedback communication, we lose spectrum, and the spectral efficiency diminishes again.

Here, we do not consider the effects of feedback in the protocols considered and assume that the feedback is instantaneous for simplicity [22].

### 5.5 Power Fairness

All the protocols revert to DT with $R_{\max }=C_{0}$ and $E=\mathcal{E}$ when $C_{0} \geq C_{1}$. However when $C_{0}<C_{1}$, inspection of the achievable rates in DT, P-1, P-2, and P-3 reveals that

$$
\begin{gather*}
R_{\max }^{(\mathrm{P}-2)}-R_{\max }^{(\mathrm{P}-1)}=\frac{C_{0}\left(C_{1}-C_{0}\right)\left(C_{\mathrm{m}}-C_{0}\right)}{\left(C_{1}+C_{\mathrm{m}}-2 C_{0}\right)\left(C_{1}+C_{\mathrm{m}}-C_{0}\right)}  \tag{5.26}\\
R_{\max }^{(\mathrm{P}-1)}-R_{\max }^{(\mathrm{P}-3)}=\frac{C_{1}\left(C_{1}-C_{0}\right)\left(C_{\mathrm{m}}-\max \left\{C_{2}, C_{0}\right\}\right)}{\left(C_{1}+\max \left\{C_{2}, C_{0}\right\}-C_{0}\right)\left(C_{1}+C_{\mathrm{m}}-C_{0}\right)} \tag{5.27}
\end{gather*}
$$

and

$$
\begin{equation*}
R_{\max }^{(\mathrm{P}-3)}-R_{\max }^{(\mathrm{DT})}=\frac{\left(C_{1}-C_{0}\right)\left(\max \left\{C_{2}, C_{0}\right\}-C_{0}\right)}{C_{1}+\max \left\{C_{2}, C_{0}\right\}-C_{0}} \tag{5.28}
\end{equation*}
$$

and therefore, one has

$$
\begin{equation*}
R_{\max }^{(\mathrm{P}-2)}>R_{\max }^{(\mathrm{P}-1)}>R_{\max }^{(\mathrm{P}-3)} \geq R_{\max }^{(\mathrm{DT})} . \tag{5.29}
\end{equation*}
$$

Moreover, inspecting the average energies under the PPC when $C_{0}<C_{1}$ gives

$$
\begin{equation*}
E^{(\mathrm{P}-2)}-E^{(\mathrm{P}-1)}=\frac{C_{0}\left(C_{1}-C_{0}\right)}{\left(C_{1}+C_{\mathrm{m}}-2 C_{0}\right)\left(C_{1}+C_{\mathrm{m}}-C_{0}\right)} \mathcal{E} \tag{5.30}
\end{equation*}
$$

and

$$
\begin{equation*}
E^{(\mathrm{P}-1)}-E^{(\mathrm{P}-3)}=\frac{C_{1}-C_{0}}{C_{1}+C_{\mathrm{m}}-C_{0}} \mathcal{E} \tag{5.31}
\end{equation*}
$$

which show that

$$
\begin{equation*}
E^{(\mathrm{P}-2)}>E^{(\mathrm{P}-1)}>E^{(\mathrm{P}-3)}=E^{(\mathrm{DT})} . \tag{5.32}
\end{equation*}
$$

Therefore, although P-2 surpasses P-1, and P-1 outperforms P-3 in terms of the achievable rates, these superiorities come at the expense of expending more energy. In other words, achieving larger rates does not necessarily translate into larger energy efficiency.

### 5.6 Energy Efficiency

As observed in Section 5.5, the different schemes, in general, use different amounts of energy in a CR to achieve different rates, making it difficult to evaluate the merit of the protocols in terms of energy efficiency. To address this issue and to draw a fair comparison between the protocols on a power basis, we propose the following two methods.

### 5.6.1 Minimum Energy per Bit Under the PPC

The study of EB, defined in Section 5.2, allows us to determine how much energy on average a relaying strategy requires to communicate 1 bit of information to the destination in a CR. Obviously, a smaller EB translates into larger energy efficiency. In the following, we derive the minimum EBs of the P-1, P-2, and P-3 protocols under the PPC, assuming that all rates are expressed in bits. Note that when $C_{0} \geq C_{1}$, we have

$$
\begin{equation*}
\mathrm{EB}_{\min }=\frac{\mathcal{E}}{C_{0}} \tag{5.33}
\end{equation*}
$$

for all the protocols. Therefore, we only consider the case $C_{0}<C_{1}$.
In P-1, it can be observed from (5.16) and (5.17) that

$$
\begin{equation*}
\mathrm{EB}_{\min }^{(\mathrm{P}-1)}=\frac{C_{\mathrm{m}}+2\left(C_{1}-C_{0}\right)}{C_{\mathrm{m}} C_{1}} \mathcal{E} . \tag{5.34}
\end{equation*}
$$

In P-2, from (5.19) and (5.20), a general expression for the EB in terms of the source and relay rates in Phase II, $X_{\mathrm{S}}$ and $X_{\mathrm{R}}$, is obtained as

$$
\begin{equation*}
\mathrm{EB}^{(\mathrm{P}-2)}=\frac{2\left(C_{1}-C_{0}\right)+X_{\mathrm{R}}}{\left(C_{1}-C_{0}\right) X_{\mathrm{S}}+C_{1} X_{\mathrm{R}}} \mathcal{E} . \tag{5.35}
\end{equation*}
$$

Note that the shaded area in Fig. 5.1 designate all achievable ( $X_{\mathrm{S}}, X_{\mathrm{R}}$ ). It can be verified that (5.35) is minimized with $\left(X_{\mathrm{S}}, X_{\mathrm{R}}\right)=\left(C_{0}, C_{\mathrm{m}}-C_{0}\right)$ (point A in Fig. 5.1) when $2 C_{0} \leq C_{\mathrm{m}}$, and with $\left(X_{\mathrm{S}}, X_{\mathrm{R}}\right)=\left(C_{\mathrm{m}}-C_{2}, C_{2}\right)$ (point B in Fig. 5.1) when $2 C_{0}>C_{\mathrm{m}}$. Therefore, we obtain

$$
\mathrm{EB}_{\min }^{(\mathrm{P}-2)}=\left\{\begin{array}{ll}
\frac{C_{\mathrm{m}}+2 C_{1}-3 C_{0}}{C_{\mathrm{m}} C_{1}-C_{0}^{2}} \mathcal{E}, & 2 C_{0} \leq C_{\mathrm{m}}  \tag{5.36}\\
\frac{C_{2}+2\left(C_{1}-C_{0}\right)}{C_{0} C_{2}+C_{\mathrm{m}}\left(C_{1}-C_{0}\right)} \mathcal{E}, & 2 C_{0}>C_{\mathrm{m}}
\end{array} .\right.
$$

Note that although the maximum rate (5.21) always corresponds to point A in Fig. 5.1, the minimum EB corresponds to point A or point B depending on $C_{0}$ and $C_{\mathrm{m}}$. In other words, while to achieve the maximum rate the destination always needs to decode the relay message first, to achieve the minimum EB , sometimes the source message has to be decoded first. It can be observed that the condition $2 C_{0} \leq C_{\mathrm{m}}$ or $2 C_{0}>C_{\mathrm{m}}$ is satisfied in Gaussian-input channels (where we have (5.7)) when $\gamma_{0}$ in dB is smaller or greater than almost half $\gamma_{2}$ in dB , respectively.

Finally, the minimum EB in P-3 when $C_{0}<C_{1}$ is obtained from (5.24) and (5.25) as

$$
\mathrm{EB}_{\min }^{(\mathrm{P}-3)}=\left\{\begin{array}{ll}
\frac{C_{1}+C_{2}-C_{0}}{C_{1} C_{2}} \mathcal{E}, & C_{0}<C_{2}  \tag{5.37}\\
\frac{\mathcal{E}}{C_{0}}, & C_{0} \geq C_{2}
\end{array} .\right.
$$

Theorem 5.1 provides a comparison between the $\mathrm{EB}_{\text {min }}$ 's under the PPC.
Theorem 5.1 (Comparison of the $\mathbf{E B}_{\text {min' }}$ 's in P-1, P-2, and P-3). Considering P-1, P-2, and P-3 under the PPC in a given CR where $C_{0}<C_{1}$, one of the following three cases with the corresponding relationships between the $\mathrm{EB}_{\text {min }}$ 's given in each case, can happen:
i) $2 C_{0}>C_{\mathrm{m}}: \mathrm{EB}_{\text {min }}^{(\mathrm{P}-3)}<\mathrm{EB}_{\text {min }}^{(\mathrm{P}-1)}<\mathrm{EB}_{\text {min }}^{(\mathrm{P}-2)}$.
ii) $2 C_{0} \leq C_{\mathrm{m}}$ and $C_{0}\left(C_{2}-C_{0}\right)<C_{1}\left(2 C_{2}-C_{\mathrm{m}}\right): \mathrm{EB}_{\min }^{(\mathrm{P}-3)}<\mathrm{EB}_{\min }^{(\mathrm{P}-2)} \leq \mathrm{EB}_{\min }^{(\mathrm{P}-1)}$.
iii) $2 C_{0}<C_{\mathrm{m}}$ and $C_{0}\left(C_{2}-C_{0}\right) \geq C_{1}\left(2 C_{2}-C_{\mathrm{m}}\right): \mathrm{EB}_{\min }^{(\mathrm{P}-2)} \leq \mathrm{EB}_{\min }^{(\mathrm{P}-3)}<\mathrm{EB}_{\min }^{(\mathrm{P}-1)}$.

Proof. The theorem can be proved by comparing the $\mathrm{EB}_{\text {min }}$ 's of the different protocols given in (5.34), (5.36), and (5.37), and performing algebraic manipulations. It should only be noted that when considering the different possible cases, the case $C_{\mathrm{m}} \geq 2 \max \left\{C_{0}, C_{2}\right\}$ never happens as from (5.8) we always have

$$
\begin{equation*}
C_{\mathrm{m}}<2 \max \left\{C_{0}, C_{2}\right\} . \tag{5.38}
\end{equation*}
$$

Also, to derive $\mathrm{EB}_{\min }^{(\mathrm{P}-1)}<\mathrm{EB}_{\min }^{(\mathrm{P}-2)}$ in Case i , we use the fact that $C_{2}<C_{\mathrm{m}}$ from (5.8).
Note that based on Theorem 5.1, P-3, the proposed protocol, has the best situation among all the protocols in terms of $\mathrm{EB}_{\text {min }}$; it is never the worst protocol; and, it is the best protocol in the two of the three cases. This is in sharp contrast with the result obtained for the maximum achievable rates under the PPC that P-3 is the poorest. In fact, although P-3 leads to smaller rates in PPC regimes, it consumes less energy such that it often offers the best energy efficiency among all the protocols.

### 5.6.2 Maximum Rate Under the APC

Another technique proposed here to make a fair comparison of the protocols based on energy expenditure, is to calculate the maximum rate per 2-D DoF of each protocol under the APC, defined as the constraint that the short-term average energy per symbol is fixed. Rigorously speaking, we assume that the source and relay transmit with powers $P_{\mathrm{S}}=p P$ and
$P_{\mathrm{R}}=q P$, or with energies per 2-D symbol equal to $\mathcal{E}_{\mathrm{S}}=p \mathcal{E}$ and $\mathcal{E}_{\mathrm{R}}=q \mathcal{E}$, respectively, for some $p>0$ and $q \geq 0$, such that $E=\mathcal{E}$. ${ }^{6}$

As the APC analysis needs explicit formulas of the capacity in terms of SNR, and as the Gaussian-input channel has the simple capacity expression (5.7e), we restrict our investigation here to Gaussian-input channels and use (5.7e) as the capacity formula. Gaussianinput channels are suitable for this study also because they have the largest capacity among AWGN channels with average-power-constrained input [79, Chapter 9], thus providing upper bounds on achievable APC rates.

It is not trivial that how many pairs $(p, q)$, in general, can satisfy the APC. It is observed in Appendix F that for any $\mathcal{E}$ and instantaneous channel conditions provided that $\gamma_{0}<\gamma_{1}$, infinitely many pairs $(p, q)$ exist that satisfy the APC, and one has to find the optimal $(p, q)$ resulting in the maximum rate in each case. Also, when $\gamma_{0} \geq \gamma_{1}$, the systems revert to DT and become independent of $q$ such that the APC is trivially satisfied by $p=1$ and any $q$.

The maximum rates under the APC for the different protocols when $\gamma_{0}<\gamma_{1}$ are derived in Appendix F with the following results. In $\mathrm{P}-1$, we have

$$
\begin{equation*}
R_{\max }^{(\mathrm{P}-1)}=\max _{0<p \leq 1} \frac{\mathcal{C}\left(p \gamma_{0}+q \gamma_{2}\right) \mathcal{C}\left(p \gamma_{1}\right)}{\mathcal{C}\left(p \gamma_{0}+q \gamma_{2}\right)+\mathcal{C}\left(p \gamma_{1}\right)-\mathcal{C}\left(p \gamma_{0}\right)} \tag{5.39a}
\end{equation*}
$$

where

$$
q= \begin{cases}-\frac{1}{\gamma_{2}}\left\{\frac{1}{\xi} \mathrm{~W}_{-1}\left(-\xi \mathrm{e}^{-\left[1+p \gamma_{0}+(1-p) \gamma_{2}\right] \xi}\right)+1+p \gamma_{0}\right\}, & 0<p<1  \tag{5.39b}\\ 0, & p=1\end{cases}
$$

where $\mathrm{W}_{k}(\cdot)$ is the $k$ th branch of the Lambert $W$-function [106], and where

$$
\begin{equation*}
\xi \triangleq \frac{\mathcal{C}\left(p \gamma_{1}\right)-\mathcal{C}\left(p \gamma_{0}\right)}{(1-p) \gamma_{2}} \tag{5.39c}
\end{equation*}
$$

We obtain, for P-2,

$$
\begin{equation*}
R_{\max }^{(\mathrm{P}-2)}=\max _{0<p \leq 1} \frac{\mathcal{C}\left(p \gamma_{0}+q \gamma_{2}\right) \mathcal{C}\left(p \gamma_{1}\right)-\mathcal{C}^{2}\left(p \gamma_{0}\right)}{\mathcal{C}\left(p \gamma_{0}+q \gamma_{2}\right)+\mathcal{C}\left(p \gamma_{1}\right)-2 \mathcal{C}\left(p \gamma_{0}\right)} \tag{5.40a}
\end{equation*}
$$

where

$$
q= \begin{cases}-\frac{1}{\gamma_{2}}\left\{\frac{1}{\xi} \mathrm{~W}_{-1}\left(-\left(1+p \gamma_{0}\right) \xi \mathrm{e}^{-\left[1+p \gamma_{0}+(1-p) \gamma_{2}\right] \xi}\right)+1+p \gamma_{0}\right\}, & 0<p<1  \tag{5.40b}\\ 0, & p=1\end{cases}
$$

[^23]Finally, the result for $\mathrm{P}-3$ is

$$
R_{\max }^{(\mathrm{P}-3)}= \begin{cases}\max _{0<p<p_{0}} \frac{\mathcal{C}\left(p \gamma_{1}\right) \mathcal{C}\left(q \gamma_{2}\right)}{\mathcal{C}\left(p \gamma_{1}\right)+\mathcal{C}\left(q \gamma_{2}\right)-\mathcal{C}\left(p \gamma_{0}\right)}, & \gamma_{0}<\gamma_{2}  \tag{5.41a}\\ \mathcal{C}\left(\gamma_{0}\right), & \gamma_{0} \geq \gamma_{2}\end{cases}
$$

where $p_{0}$ is the only root of,

$$
\begin{equation*}
p\left[\left(1-\frac{\gamma_{0}}{\gamma_{2}}\right) \frac{\mathcal{C}\left(p \gamma_{0}\right)}{\mathcal{C}\left(p \gamma_{1}\right)}+\frac{\gamma_{0}}{\gamma_{2}}\right]-1 \tag{5.41b}
\end{equation*}
$$

as a function of $p$, and where

$$
q= \begin{cases}-\frac{1}{\gamma_{2}}\left\{\frac{1}{\xi} \mathrm{~W}_{k}\left(-\xi \mathrm{e}^{-\left(1+\gamma_{2}\right) \xi}\right)+1\right\}, & p \neq 1  \tag{5.41c}\\ 1, & p=1\end{cases}
$$

where $k=-1$ if $p<1$ and $k=0$ if $p>1$. Section F. 3 provides insight into the value of, and the method of calculating, $p_{0}$.

### 5.7 Long-Term Average Behavior

The short-term average performance measures, $R_{\text {max }}, E$, and $\mathrm{EB}_{\text {min }}$, studied in Sections 5.3 and 5.6 are not suitable to judge the merit of the protocols, as the figures represent instantaneous behaviors which are functions of fading gains. Instead, we can compare the performances when averaged over a period long enough to let the system experience virtually all fading channel states. The long-term average rate, $R_{\text {avg }}$, and the long-term average energy per bit, $\mathrm{EB}_{\text {avg }}$, introduced in Section 5.2, are appropriate performance measures for this purpose.

In addition to the long-term average rate and energy per bit, we introduce and study the relay-to-source usage ratio (RSUR), as an indicator of the average amount of relay usage relative to source usage in a protocol. In some applications, it may be desirable that a larger transmission burden be imposed on the source or relay. The RSUR is defined as the ratio of the total relay transmission time to the total source transmission time, over a long observation period. Rigorously speaking, assume that the durations of the source and relay transmissions in the $i$ th CR are denoted $T_{\mathrm{S}}[i]$ and $T_{\mathrm{R}}[i]$, respectively. Note that in P-1 and $\mathrm{P}-2$, we have $T_{\mathrm{S}}[i]=T[i]$ and $T_{\mathrm{R}}[i]<T[i]$, where $T[i]$ is the duration of the $i$ th CR , while in P-3, we have $T_{\mathrm{S}}[i]+T_{\mathrm{R}}[i]=T[i]$. Now, the RSUR is defined as

$$
\begin{equation*}
\mathrm{RSUR}=\lim _{m \rightarrow \infty} \frac{\sum_{i=1}^{m} T_{\mathrm{R}}[i]}{\sum_{i=1}^{m} T_{\mathrm{S}}[i]}=\frac{\mathrm{E}\left\{T_{\mathrm{R}}\right\}}{\mathrm{E}\left\{T_{\mathrm{S}}\right\}} . \tag{5.42}
\end{equation*}
$$

The RSUR is obviously zero in DT. Note that if the source and relay transmit with energies per symbol $\mathcal{E}_{\mathrm{S}}$ and $\mathcal{E}_{\mathrm{R}}$, respectively, the amount of energy expended by the relay to that expended by the source in the long term is obtained as the RSUR multiplied by $\mathcal{E}_{\mathrm{R}} / \mathcal{E}_{\mathrm{S}}$.

In the following, we derive general formulas for evaluating $R_{\mathrm{avg}}$ under the PPC or APC, and $\mathrm{EB}_{\mathrm{avg}}$ and the RSUR under the PPC in P-1, P-2, and P-3. Note that $R_{\text {avg }}$ and $\mathrm{EB}_{\mathrm{avg}}$ for DT have been derived in (5.11)-(5.13). In DT, the PPC and APC coincide as the only transmitter has a constant energy per symbol $\mathcal{E}$.

We do not consider $\mathrm{EB}_{\mathrm{avg}}$ and the RSUR under the APC for the following reasons. The energy per bit defined and studied in Sections 5.2 and 5.6.1 in the PPC case, can be identically defined in the APC case. However, $\mathrm{EB}_{\text {min }}$ and $\mathrm{EB}_{\text {avg }}$ under the APC simply equal $\mathcal{E} / R_{\max }$ and $\mathcal{E} / R_{\text {avg }}$ for all protocols, respectively, where $R_{\max }$ and $R_{\text {avg }}$ are the APC rates. This is because the energy per symbol in the APC case is always constant at $\mathcal{E}$. This argument shows that $\mathrm{EB}_{\text {avg }}$ in the APC case is uninteresting, and does not convey any more information on the energy efficiency of the protocols than that provided by $R_{\text {avg }}$. Regarding the RSUR, it is only considered under the PPC, as the APC is conceptual, not necessarily imposed in practice, and is only proposed here to make a fair comparison of the energy efficiencies of the protocols.

### 5.7.1 Long-Term Average Rate

Assume that $T[i]$ represents the duration of the $i$ th CR. Also, let $R_{\text {max }}$ in the $i$ th CR be denoted $R_{\max }[i]$. Then, we can write, from (5.1) for the PPC or APC,

$$
\begin{align*}
R_{\mathrm{avg}} & =\lim _{m \rightarrow \infty} \frac{m H}{W(T[1]+\cdots+T[m])} \\
& =\lim _{m \rightarrow \infty} \frac{m H}{W\left(\frac{H}{W R_{\max }[1]}+\cdots+\frac{H}{W R_{\max }[m]}\right)} \\
& =\left(\mathrm{E}\left\{\frac{1}{R_{\max }}\right\}\right)^{-1} . \tag{5.43}
\end{align*}
$$

The expressions of $R_{\max }$ needed for evaluating (5.43) in the PPC case have been given in Table 5.1, which reduce to the case of Gaussian-input channels under the substitutions given in (5.7). The expressions of $R_{\max }$ in the APC case for Gaussian-input channels are obtained from (5.39)-(5.41).

### 5.7.2 Long-Term Average Energy per Bit

To derive $\mathrm{EB}_{\text {avg }}$, consider the PPC and assume that the $\mathrm{EB}_{\text {min }}$ realized in the $i$ th CR is denoted $\mathrm{EB}_{\min }[i]$. Therefore, the total energy expended by the system in the $i$ th CR equals $H \mathrm{~EB}_{\min }[i]$ as the amount of MI communicated to the destination during any CR is $H$. Now, we can write

$$
\begin{equation*}
\mathrm{EB}_{\mathrm{avg}}=\lim _{m \rightarrow \infty} \frac{H \mathrm{~EB}_{\min }[1]+\cdots+H \mathrm{~EB}_{\min }[m]}{m H}=\mathrm{E}\left\{\mathrm{~EB}_{\min }\right\} . \tag{5.44}
\end{equation*}
$$

The $\mathrm{RV} \mathrm{EB}_{\text {min }}$ in (5.44) is given by (5.33) for all the protocols when $C_{0} \geq C_{1}$, and by (5.34), (5.36), and (5.37), when $C_{0}<C_{1}$. Again, the substitutions given in (5.7) lead to the corresponding results for Gaussian-input channels.

### 5.7.3 The RSUR

Assume that $T_{\mathrm{S}}, T_{\mathrm{R}}$, and $T$ in the relaying protocols respectively denote the durations of the source transmission, relay transmission and CR, and that $n_{\mathrm{S}}, n_{\mathrm{R}}$, and $n$ represent the corresponding numbers of the DoFs. Note that we can write $n_{\mathrm{S}}=W T_{\mathrm{S}}, n_{\mathrm{R}}=W T_{\mathrm{R}}$, and $n=W T$. Also note from (5.1) that $T=H /(W R)$, where $R$ denotes the realized short-term average rate. Now, we have, from (5.42),

$$
\begin{equation*}
\operatorname{RSUR}=\frac{\mathrm{E}\left\{\frac{T_{\mathrm{R}}}{T} T\right\}}{\mathrm{E}\left\{\frac{T_{\mathrm{S}}}{T} T\right\}}=\frac{\mathrm{E}\left\{\frac{n_{\mathrm{R}}}{n} \frac{H}{W R}\right\}}{\mathrm{E}\left\{\frac{n_{\mathrm{S}}}{n} \frac{H}{W R}\right\}}=\frac{\mathrm{E}\left\{\frac{n_{\mathrm{R}}}{n} \frac{1}{R}\right\}}{\mathrm{E}\left\{\frac{n_{\mathrm{S}}}{n} \frac{1}{R}\right\}} . \tag{5.45}
\end{equation*}
$$

Let $n_{1}$, as used in Table 5.1 and Sections 5.3.2-5.3.4, denote the number of symbols required by the relay to decode the message. Then, assuming that reversion to DT does not occur in a given CR, we have $n_{\mathrm{S}}=n$ and $n_{\mathrm{R}}=n-n_{1}$ for $\mathrm{P}-1$ and $\mathrm{P}-2$, whereas we have $n_{\mathrm{S}}=n_{1}$ and $n_{\mathrm{R}}=n-n_{1}$ for P-3. We define $n_{1}$ as being equal to $n$ in a CR where the system reduces to DT. Using these definitions and relations, we obtain, from (5.45),

$$
\operatorname{RSUR}=\left\{\begin{array}{ll}
1-\left(\mathrm{E}\left\{\frac{1}{R}\right\}\right)^{-1} \mathrm{E}\left\{\frac{n_{1}}{n R}\right\}, & \mathrm{P}-1 \text { and P-2 }  \tag{5.46}\\
\mathrm{E}\left\{\frac{1}{R}\right\}\left(\mathrm{E}\left\{\frac{n_{1}}{n R}\right\}\right)^{-1}-1, & \mathrm{P}-3
\end{array} .\right.
$$

The result (5.46) is general, and gives the RSUR for any realized rate $R$ and the corresponding values of $n_{1}$ and $n$ as RVs. However, we are normally interested in the cases where the maximum value of $R$ is achieved, i.e. when $R=R_{\text {max }}$, or the cases where the minimum energy per bit is reached. Recall from Section 5.6.1 that in P-1 and P-3 the maximum rate corresponds to the minimum energy per bit. However in P-2, while the maximum rate is
achieved by operating at point A of the multiaccess rate region depicted in Fig. 5.1, the minimum energy per bit is obtained by operating at point A or B depending on the values of the SD and RD SNRs. Next, we derive expressions for $1 / R$ and $n_{1} /(n R)$ in (5.46) in terms of the capacities $C_{0}, C_{1}, C_{2}$, and $C_{\mathrm{m}}$ for P-1 and P-3 when $R=R_{\text {max }}$, and for P-2 when the rate is maximized and when the energy per bit is minimized. In the derivations, we use the fact that in a CR, the system reduces to DT in P-1 and P-2 when $C_{0} \geq C_{1}$, and in P-3 when $C_{0} \geq \min \left\{C_{1}, C_{2}\right\}$.

In $\mathrm{P}-1$, using (5.14)-(5.16) we obtain

$$
\frac{1}{R}= \begin{cases}\frac{1}{C_{\mathrm{m}}}+\frac{1}{C_{1}}-\frac{C_{0}}{C_{\mathrm{m}} C_{1}}, & C_{0}<C_{1}  \tag{5.47}\\ \frac{1}{C_{0}}, & C_{0} \geq C_{1}\end{cases}
$$

and

$$
\begin{equation*}
\frac{n_{1}}{n R}=\frac{1}{\max \left\{C_{0}, C_{1}\right\}} \tag{5.48}
\end{equation*}
$$

for the case where $R$ is maximized or the energy per bit is minimized.
In P-2, assuming that $X_{\mathrm{S}}$ and $X_{\mathrm{R}}$ are the source and relay rates in Phase II, respectively, we obtain, from (5.14), (5.18), and (5.19),

$$
\frac{1}{R}= \begin{cases}\frac{C_{1}-C_{0}+X_{\mathrm{R}}}{\left(C_{1}-C_{0}\right) X_{\mathrm{S}}+C_{1} X_{\mathrm{R}}}, & C_{0}<C_{1}  \tag{5.49}\\ \frac{1}{C_{0}}, & C_{0} \geq C_{1}\end{cases}
$$

and

$$
\frac{n_{1}}{n R}= \begin{cases}\frac{X_{\mathrm{R}}}{\left(C_{1}-C_{0}\right) X_{\mathrm{S}}+C_{1} X_{\mathrm{R}}}, & C_{0}<C_{1}  \tag{5.50}\\ \frac{1}{C_{0}}, & C_{0} \geq C_{1}\end{cases}
$$

Now, the substitution $\left(X_{\mathrm{S}}, X_{\mathrm{R}}\right)=\left(C_{0}, C_{\mathrm{m}}-C_{0}\right)$ in (5.49) and (5.50) leads to the results related to the rate maximization case (see Section 5.3.3). Also, based on the results derived in Section 5.6.1, $\left(X_{\mathrm{S}}, X_{\mathrm{R}}\right)=\left(C_{0}, C_{\mathrm{m}}-C_{0}\right)$ when $2 C_{0} \leq C_{\mathrm{m}}$ and $\left(X_{\mathrm{S}}, X_{\mathrm{R}}\right)=\left(C_{\mathrm{m}}-\right.$ $C_{2}, C_{2}$ ) when $2 C_{0}>C_{\mathrm{m}}$ convert (5.49) and (5.50) to the relations corresponding to the energy-per-bit minimization case. Combining these facts, we obtain

$$
\frac{1}{R}= \begin{cases}\frac{C_{\mathrm{m}}+C_{1}-2 C_{0}}{C_{\mathrm{m}} C_{1}-C_{0}^{2}}, & C_{0}<C_{1}  \tag{5.51}\\ \frac{1}{C_{0}}, & C_{0} \geq C_{1}\end{cases}
$$

and

$$
\frac{n_{1}}{n R}= \begin{cases}\frac{C_{\mathrm{m}}-C_{0}}{C_{\mathrm{m}} C_{1}-C_{0}^{2}}, & C_{0}<C_{1}  \tag{5.52}\\ \frac{1}{C_{0}}, & C_{0} \geq C_{1}\end{cases}
$$

corresponding to the case where the rate maximization is desired. Also, we obtain

$$
\frac{1}{R}= \begin{cases}\frac{C_{\mathrm{m}}+C_{1}-2 C_{0}}{C_{\mathrm{m}} C_{1}-C_{0}^{2}}, & C_{0}<C_{1}, 2 C_{0} \leq C_{\mathrm{m}}  \tag{5.53}\\ \frac{C_{1}+C_{2}-C_{0}}{C_{0} C_{2}+C_{\mathrm{m}}\left(C_{1}-C_{0}\right)}, & C_{\mathrm{m}} / 2<C_{0}<C_{1} \\ \frac{1}{C_{0}}, & C_{0} \geq C_{1}\end{cases}
$$

and

$$
\frac{n_{1}}{n R}= \begin{cases}\frac{C_{\mathrm{m}}-C_{0}}{C_{\mathrm{m}} C_{1}-C_{0}^{2}}, & C_{0}<C_{1}, 2 C_{0} \leq C_{\mathrm{m}}  \tag{5.54}\\ \frac{C_{2}}{C_{0} C_{2}+C_{\mathrm{m}}\left(C_{1}-C_{0}\right)}, & C_{\mathrm{m}} / 2<C_{0}<C_{1} \\ \frac{1}{C_{0}}, & C_{0} \geq C_{1}\end{cases}
$$

corresponding to the case where the energy per bit is minimized.
In P-3, using (5.14), (5.23), and (5.24) one obtains

$$
\frac{1}{R}= \begin{cases}\frac{1}{C_{1}}+\frac{1}{C_{2}}-\frac{C_{0}}{C_{1} C_{2}}, & C_{0}<\min \left\{C_{1}, C_{2}\right\}  \tag{5.55}\\ \frac{1}{C_{0}}, & C_{0} \geq \min \left\{C_{1}, C_{2}\right\}\end{cases}
$$

and

$$
\frac{n_{1}}{n R}=\left\{\begin{array}{ll}
\frac{1}{C_{1}}, & C_{0}<\min \left\{C_{1}, C_{2}\right\}  \tag{5.56}\\
\frac{1}{C_{0}}, & C_{0} \geq \min \left\{C_{1}, C_{2}\right\}
\end{array} .\right.
$$

corresponding to the rate maximization or energy-per-bit minimization case. Now, applying (5.47), (5.48), and (5.51)-(5.56) to (5.46) gives the corresponding expressions for the RSURs.

### 5.8 Numerical Examples

In this section, we consider Gaussian-input channels and study $R_{\text {avg }}$ under the PPC, $\mathrm{EB}_{\text {avg }}$ under the PPC, the RSUR under the PPC, and $R_{\text {avg }}$ under the APC for the different schemes. It is assumed that $\gamma_{0}, \gamma_{1}$, and $\gamma_{2}$ are exponentially distributed (corresponding to Rayleigh fading) with mean values $\mu_{0}, \mu_{1}$, and $\mu_{2}$. To obtain the long-term average performances, we use (5.12) and (5.13) for DT, and Monte Carlo simulation of (5.43), (5.44), (5.46)-
(5.48), and (5.51)-(5.56) with $10^{5}$ iterations for the relaying systems. ${ }^{7}$ Note that the longterm average rate under the PPC does not lead to a fair comparison in terms of energy expenditure, as explained in Section 5.5. However, it serves as a figure of merit for the rate performances of the protocols in energy unconstrained scenarios.

Figs. 5.2-5.5 respectively show the PPC long-term average rate in bits, the PPC normalized long-term average energy per bit, the APC long-term average rate in bits, and the RSUR under the PPC versus $\mu_{0}$, for the different protocols. In these figures, it is assumed that the average channel gains are constant, but $P$, and hence $\gamma$ (see (5.2)-(5.6)), changes such that we have $\mu_{1}=\mu_{0}+25 \mathrm{~dB}$ and $\mu_{2}=\mu_{0}+10 \mathrm{~dB}$. This scenario normally corresponds to the case where the relay is closer to the source than to the destination.

Fig. 5.2 shows that $\mathrm{P}-1, \mathrm{P}-2$, and $\mathrm{P}-3$ outperform DT with a difference in performance on the order of 1 to 1.5 bits. Also, P-1 and P-3 have a similar PPC rate performance, which is inferior to that of P-2. The superiority of P-2 over P-1 and P-3 increases with $\mu_{0}$.

Fig. 5.3 indicates that $\mathrm{P}-3$ has the best $\mathrm{EB}_{\text {avg }}$ performance. In fact, under the PPC, although P-3 leads to smaller rates, it uses less energy per bit compared to the other schemes.


Fig. 5.2. The long-term average rate under the PPC versus the average SD SNR for the different schemes.

[^24]

Fig. 5.3. The long-term average energy per bit, normalized by $\mathcal{E}$, under the PPC versus the average SD SNR for the different schemes.


Fig. 5.4. The long-term average rate under the APC versus the average SD SNR for the different schemes.

The superiority of P-3 diminishes as the SD link improves. This figure also shows that the energy per bit in DT becomes smaller than that in P-1 and P-2 as $\mu_{0}$ becomes greater than a certain value.

The other measure of energy efficiency, the APC rate, is studied in Fig. 5.4. It is ob-


Fig. 5.5. The RSUR versus the average SD SNR for the different relaying schemes.
served that all the relaying schemes have larger APC rates on the order of one bit compared to DT. Also, the relaying schemes exhibit close performances. The P-1 scheme has the poorest performance. The P-3 scheme surpasses P-2 at small to medium values of $\mu_{0}$, but becomes inferior to $\mathrm{P}-2$ in a large SNR regime.

Fig. 5.5 depicts the RSUR versus $\mu_{0}$ for P-1, P-2 in the rate maximization and energy per bit minimization cases (see Section 5.7.3), and P-3. Observe from this figure that while $\mathrm{P}-1$ has the smallest RSUR for all the SNR range shown, $\mathrm{P}-3$ has the largest RSUR for small to medium SNR values. One reason why the relay usage ratio is normally larger in P-3 than the other protocols is that in P-3 the source does not transmit in the second phase. Fig. 5.5 also shows that as $\mu_{0}$ increases the RSUR in the schemes decreases, which is roughly because reversion to DT (and hence, not using the relay) happens more frequently as the SD link improves. Additionally note that there is a significant difference in the RSURs of the rate maximizing and energy per bit minimizing P-2 schemes; the former utilizes the relay much more than the latter does for medium to large values of $\mu_{0}$.

The numerical results in the remaining figures are given for a linear network topology, similar to that used in Section 4.5, for which (4.71)-(4.73) hold. Recall that $d_{\mathrm{SD}}, d_{\mathrm{SR}}$, and $d_{\mathrm{RD}}$ are the SD, SR, and RD distances in the model. Here, we assume for the network topology that $\mu_{0}=5 \mathrm{~dB}$ and the path loss exponent $\alpha$ is 3 .

Figs. 5.6-5.9 respectively show $R_{\text {avg }}$ under the PPC, $\mathrm{EB}_{\text {avg }}$ under the PPC, $R_{\text {avg }}$ under the APC, and the RSUR under the PPC versus $d_{\mathrm{SR}} / d_{\mathrm{SD}}$, for the different schemes. The ratio $d_{\mathrm{SR}} / d_{\mathrm{SD}}$ ranges from 0.1 to 0.9 , representing the situation where starting from the vicinity of the source, the relay approaches the destination. The performance of DT is obviously unchanging with $d_{\mathrm{SR}} / d_{\mathrm{SD}}$.

Fig. 5.6 clearly shows that

$$
\begin{equation*}
R_{\text {avg }}^{(\mathrm{P}-2)}>R_{\mathrm{avg}}^{(\mathrm{P}-1)}>R_{\text {avg }}^{(\mathrm{P}-3)}>R_{\text {avg }}^{(\mathrm{DT})} \tag{5.57}
\end{equation*}
$$

under the PPC, as expected (see Section 5.5). Fig. 5.6 also shows that the favorable position of the relay for achieving larger PPC rates in P-1 and P-2 is closer to the source, while in $\mathrm{P}-3$ it is around the middle of the line connecting the source and destination.

Figs. 5.7 and 5.8 verify the superiority of P-3 compared to the other schemes in terms of energy efficiency. The performance superiority ranges approximately from 0.03 to 0.45 and from 0.008 bits to 0.49 bits in terms of $\mathrm{EB}_{\text {avg }} / \mathcal{E}$ and $R_{\text {avg }}$, respectively. The figures also show that the favorable position of the relay in P-3 for achieving larger energy efficiency is always around the midpoint between the source and destination. However, in P-1 and P-2, this position is closer to the destination for $\mathrm{EB}_{\text {avg }}$, but around the midpoint for $R_{\text {avg }}$.

Fig. 5.9 shows that all the RSURs decrease as $d_{\mathrm{SR}} / d_{\mathrm{SD}}$ increases. In fact, as the relay


Fig. 5.6. The long-term average rate under the PPC versus the SR distance normalized by the SD distance, for the different schemes and a linear network topology.


Fig. 5.7. The long-term average energy per bit, normalized by $\mathcal{E}$, under the PPC versus the SR distance normalized by the SD distance, for the different schemes and a linear network topology.


Fig. 5.8. The long-term average rate under the APC versus the SR distance normalized by the SD distance, for the different schemes and a linear network topology.
moves farther from the source, the SR link weakens and the relay usage ratio decreases. Another result obtained is that here again, like what observed in Fig. 5.5, P-1 achieves the least use of the relay among the protocols, and P-3 in almost all cases benefits from the


Fig. 5.9. The RSUR versus the SR distance normalized by the SD distance, for the different relaying schemes and a linear network topology.
relay most. Also, the rate maximization in P-2 demands the relaying operation more than the energy per bit minimization does.

### 5.8.1 Discussion on Rate and Energy Efficiency

As shown in Section 5.5 and confirmed by numerical examples in Section 5.8, P-2, P-1, and P-3 rank first to third in rate efficiency under the PPC. However, as suggested by the results in Sections 5.6.1 and 5.8, P-3, P-2, and P-1 rank first to third in energy efficiency in most cases. Here, we show that it is possible to roughly explain these relationships by intuition.

In a PPC regime, P-2 outperforms P-1 as it opportunistically uses the SD link to transmit some of the messages without using the relay. In P-1, all messages are transmitted cooperatively. Also, P-1 and P-2 achieve larger rates than P-3 as they benefit from simultaneous source and relay transmissions. The larger rates are achieved at the cost of more energy per bit and higher complexity.

However in a fair comparison on a power basis, e.g. in an APC regime, P-3 excels in the achievable rate, as at any given time, only a single best node transmits. This paradigm can use energy more efficiently compared to the multinode transmission paradigms of $\mathrm{P}-1$ and P-2, as explained in Section 5.3.4. Also, P-2 performs better than P-1 for reasons similar to those in the PPC case.

## Chapter 6

## Rateless Coded Relaying: Multirelay Case ${ }^{1}$

### 6.1 Introduction

Rateless codes were introduced and their application to single-relay cooperative networks was examined in Chapter 5. As mentioned in Chapter 5, in rateless coding, the transmitter produces an indefinitely long stream of encoding packets/symbols. The receiver accumulates information from the packets/symbols already received, and periodically attempts to decode the message. The receiver can decode successfully as soon as the received MI marginally exceeds the entropy of the message [99, Chapter 50], [21], [22]. The main benefits of rateless codes are summarized as adapting to the channel condition and approaching the capacity with a transmitter oblivious to instantaneous CSI [99, Chapter 50], [21]. In addition, fountain codes, an important category of rateless codes, have simple, almost linear time encoding/decoding algorithms [99, Chapter 50].

The applicability and excellent fit of rateless coding to DF relaying networks were first noted and demonstrated in [91]. A protocol in which a decoding relay forms a DSTC scheme with the source was introduced in [21], [91]. In [94], several rateless coded cooperation methods which yield large outage capacity gains in low power regimes were proposed. In [95], different single-relay schemes based on ACKs were introduced, and

[^25]their achievable rates were obtained. Moreover, several novel multirelay, quasisynchronous and asynchronous, rateless coded schemes were proposed in [22]. In the quasisynchronous case, when the number of decoding relays reaches a preset value, all decoding relays collaborate to communicate the message to the destination. In the asynchronous case, as soon as a relay decodes, it starts broadcasting the message for the other relays and destination. Note that such schemes need either CDMA, interrelay synchronizations at the symbol level, or MUD at the destination and/or relays, entailing complexity and/or performance loss. In addition, knowledge of the qualities of the SD and RD links is not used in the cooperation. Three protocols, analogous to those proposed in [21], [22], were also investigated in [96] for single-relay cases. Achievable rates using practical rateless codes and modulation were examined, considering deeply interleaved data streaming and block fading, respectively for delay unlimited and delay constrained scenarios.

In Chapter 5, we studied several rateless coded protocols, namely $\mathrm{P}-1, \mathrm{P}-2$, and $\mathrm{P}-3$, for single-relay collaborative networks. We observed that P-3 is very efficient in terms of implementation complexity and energy consumption as compared to P-1 and P-2. In this chapter, we propose and investigate the application of rateless codes to multirelay, dual-hop networks by developing and analyzing three novel, low-complexity protocols, which can be viewed as generalizations of P-3 to the multirelay case.

The proposed protocols have simple single-parameter strategies that employ two-phase selection cooperation, previously proposed and investigated for fixed-rate systems [58], [68], [107]. In contrast to fixed-rate schemes, where the duration of the source broadcasting is fixed, in rateless schemes, this duration can last until the destination decodes successfully or a system timeout occurs. Here, we assume for simplicity of illustration that the a CR does not have a timeout. In the proposed protocols, different stopping criteria for the first phase are introduced. As soon as the criteria are met, the second phase starts in which only the best of the source and decoding relays transmits to the destination until it decodes. All the protocols amount to P-3 in the single-relay case when their parameters are optimally chosen. Recall from Section 5.3.4 that P-3 is also based on selection cooperation. The selection techniques in the proposed protocols, much like the selection method in P-3, obviate the need for CDMA, stringent synchronization, and MUD, and make all SD, SR, and RD channel gains matter in the selection process. Also, they can be readily implemented in a distributed fashion [68], [107].

The remainder of the chapter is organized as follows. Section 6.2 describes the system model and assumptions. The rateless coded protocols are introduced and analyzed in Sections 6.3 and 6.4, respectively. Finally, Sections 6.5 and 6.6 provide some numerical examples and results, and discusses the design and performance implications of the proposed protocols, respectively.

### 6.2 System Model

We use a system model similar to that in [22]. Consider the dual-hop relaying network depicted in Fig. 4.1, consisting of a source, a destination, and $M$ relays. All nodes are single-antenna and share the same frequency band of baseband width $W$. The source and relays are assumed to use rateless coding for transmitting data. The rateless coded protocols introduced in Section 6.3 allow half-duplex operation for the relays [9] by not having them simultaneously transmit and receive.

As in Chapter 5, a CR refers to the period over which a message of the source is fully communicated to the destination. Every message of the source has a constant entropy $H$. Hence, given a CR, if $R$ and $T$ are the average rate per channel use in the CR and the duration of the CR , respectively, we have, in the same manner as (5.1),

$$
\begin{equation*}
R=\frac{H}{W T} . \tag{6.1}
\end{equation*}
$$

The channel model and assumptions are similar to those in Chapter 5. We assume that the $\mathrm{SD}, \mathrm{SR}_{m}$, and $\mathrm{R}_{m} \mathrm{D}$ links undergo independent flat fading, and suffer AWGN. Channel state information is assumed to be estimated by, and only available to the receivers for coherent reception. The instantaneous SNRs associated with the $\mathrm{SD}, \mathrm{SR}_{m}$, and $\mathrm{R}_{m} \mathrm{D}$ links are denoted $\gamma_{\mathrm{SD}}, \gamma_{\mathrm{S} m}$, and $\gamma_{m \mathrm{D}}$.

As CSI is not available at the transmitters, no power optimization is assumed to be executed. We additionally assume that the source and relays transmit with the same power $P$, or energy per symbol $\mathcal{E}$ (note that in this case (5.2) holds). In other words, we consider the PPC introduced and used in Chapter 5. This assumption is for analytical simplicity and also for making the schemes easy to compare in terms of energy efficiency, as will be observed in Section 6.4. We explain in Section 6.4 that the PPC suffices to provide a fair comparison between the protocols on a power basis and that the APC, introduced in Chapter

5 for fairly comparing the achievable rates of $\mathrm{P}-1, \mathrm{P}-2$, and $\mathrm{P}-3$, is not needed here.
Assume that $C\left(\gamma_{\text {sub }}\right)$ is the capacity per 2-D DoF of a single-hop AWGN link with SNR $\gamma_{\text {sub }}$, where "sub" is any descriptive string, such as "SD", "th", "S $m$ ", " $m$ D". For example,

$$
\begin{equation*}
C(x)=\ln (1+x) \tag{6.2}
\end{equation*}
$$

nats for Gaussian-input or average-power-constrained-input AWGN channels, and

$$
\begin{equation*}
C(x)=2 \ln 2-\sqrt{\frac{2}{\pi}} \int_{-\infty}^{\infty} \mathrm{d} t \mathrm{e}^{-t^{2} / 2} \ln \left(1+\mathrm{e}^{-2 \sqrt{x} t-2 x}\right) \tag{6.3}
\end{equation*}
$$

nats for binary-input AWGN channels [108]. Now, we define the convenient notation

$$
\begin{equation*}
\tau_{\mathrm{sub}} \triangleq \frac{H}{W C\left(\gamma_{\mathrm{sub}}\right)} \tag{6.4}
\end{equation*}
$$

utilized throughout. The value $\tau_{\text {sub }}$ is the time required for transmitting a message of entropy $H$ using a capacity-approaching code over an AWGN channel with baseband bandwidth $W$ and the received value of SNR $\gamma_{\text {sub }}$. We assume here that as in Chapter 5, the rateless codes considered are capacity-approaching [21], [22], [95]. Therefore, we can exploit (6.4) to obtain the transmission time using the rateless coding. ${ }^{2}$ It is assumed that in general, $C(x)$ is a strictly increasing function of $x$, such that based on (6.4), there is a one-to-one correspondence between $\tau_{\text {sub }}$ and $\gamma_{\text {sub }}$. Employing $\tau_{\text {sub }}$ instead of $\gamma_{\text {sub }}$ simplifies the description and analysis of the protocols in Sections 6.3 and 6.4.

### 6.3 Rateless Coded Selection Strategies

### 6.3.1 General Description

Three rateless coded selection protocols, called P- $n$, $\mathrm{P}-\gamma$, and $\mathrm{P}-t$, are introduced in this section, each being a generalization of the $\mathrm{P}-3$ protocol proposed in Chapter 5. A summary of the three schemes is enumerated as follows:

1. The source splits its message into a number of packets, and performs rateless coding to generate an indefinitely long stream of encoded packets.
2. A CR consists of uplink and downlink phases. In the uplink, the source broadcasts its message.

[^26]3. The relays and destination accumulate information and periodically attempt to decode the message.
4. If the destination can decode in the uplink, the CR ends without the downlink phase.
5. In P-n, the uplink continues until a preset number of relays decode the message. In $\mathrm{P}-\gamma$, the uplink stopping criterion is the source or a decoding relay has a link to the destination with SNR greater than a threshold. In P- $t$, the uplink ends whenever the destination can decode in less than a preset time using the best of the source and already decoding relays.
6. In P- $\gamma$ and $\mathrm{P}-t$, the uplink ends also if all relays decode.
7. In the downlink, the best of the source and decoding relays transmits to the destination until it decodes.

Note that the scheme P- $n$ can also be viewed as the selection version of the quasisynchronous protocols in [22]. In Section 6.6, we expound more on the rationales behind our ad hoc schemes and their design and performance implications.

### 6.3.2 Mathematical Description

Let the set of the indices of all decoding relays at time $t$ be denoted $\mathcal{D}(t)$. Note that $\mathcal{D}(t)$ is time varying and grows as time elapses. It is assumed that when $\mathbf{R}_{m}$ decodes, for any $m$, it broadcasts an ACK, which is received and used to estimate $\gamma_{m \mathrm{D}}$ by the destination. Also, the destination is capable of estimating $\gamma_{\mathrm{SD}}$ using direct reception from the source.

### 6.3.2.1 The P- $n$ Scheme

In P-n, the uplink lasts until the destination decodes or $L$ relays decode, where $L$ is a parameter ranging from 1 to $M$. In the latter case, the downlink starts where the node corresponding to SNR,

$$
\begin{equation*}
\max _{X \in\{\mathrm{~S}\} \cup \mathcal{D}\left(T_{\mathrm{UL}}\right)} \gamma_{X \mathrm{D}} \tag{6.5}
\end{equation*}
$$

where $T_{\mathrm{UL}}$ is the uplink duration, is signaled by the destination and transmits rateless encoded packets until the destination decodes. Note that based on the description, $T_{\mathrm{UL}}$ in this protocol can be written as

$$
\begin{equation*}
T_{\mathrm{UL}}=\min \left\{\tau_{\mathrm{S}(L)}, \tau_{\mathrm{SD}}\right\} \tag{6.6}
\end{equation*}
$$

where $\tau_{\mathrm{S}(m)}$ for any $m$ is defined as the time at which the $m$ th relay can decode, and where $\tau_{\mathrm{SD}}$, defined by (6.4), is the DT time.

### 6.3.2.2 The P- $\gamma$ Scheme

In P- $\gamma$, the downlink starts when an above-threshold (AT) node is found or all relays decode before the destination decodes. An AT node is the source or a decoding relay which has a link to the destination with SNR greater than a parametric threshold SNR, $\gamma_{\text {th }}$. The AT node found becomes the solitary downlink transmitter of fountain packets until the destination decodes. If all relays decode before an AT node is found, the node corresponding to SNR,

$$
\begin{equation*}
\max _{X \in\{\mathrm{~S}\} \cup\{1, \cdots, M\}} \gamma_{X \mathrm{D}} \tag{6.7}
\end{equation*}
$$

is selected to transmit in the downlink. Note that if $\gamma_{\mathrm{SD}}>\gamma_{\text {th }}$ in a CR, the source becomes the AT node such that the system amounts to DT in the CR. It can be observed that $T_{\mathrm{UL}}$, the uplink time, in P- $\gamma$ can be written as

$$
\begin{equation*}
T_{\mathrm{UL}}=\min \left\{\Theta^{(\gamma)}, \tau_{\mathrm{S}(M)}\right\} \tag{6.8a}
\end{equation*}
$$

where

$$
\begin{equation*}
\Theta^{(\gamma)} \triangleq \min t \tag{6.8b}
\end{equation*}
$$

subject to

$$
\begin{equation*}
\max _{X \in\{S\} \cup \mathcal{D}(t)} \gamma_{X \mathrm{D}} \geq \gamma_{\text {th }} \tag{6.8c}
\end{equation*}
$$

and where $\tau_{\mathrm{S}(M)}$ is the time that the last relay decodes.

### 6.3.2.3 The P- $t$ Scheme

In P- $t$, the uplink continues until time $T_{\mathrm{UL}}$ at which one of the following cases occurs. 1) The destination decodes, in which case the CR ends. 2) All relays decode, in which case $\mathrm{X}_{\mathrm{DL}}$, defined as the node corresponding to the SNR given in (6.5), transmits in the downlink until the destination decodes. 3) The destination calculates that it is capable of decoding by the next $t_{0}$ seconds provided that $\mathrm{X}_{\mathrm{DL}}$ transmits in the downlink, where $t_{0}$ is a system parameter. In this case, $\mathrm{X}_{\mathrm{DL}}$ is signaled by the destination to be the downlink transmitter.

Protocol P- $t$ essentially relies on the fact that at any given time $t$ during the source broadcasting, the destination can determine how much more information it requires to accumulate by receiving rateless encoded packets for successful decoding. In fact, the destination receives $t W C\left(\gamma_{\mathrm{SD}}\right)$ units of MI from the source's transmission up to time $t$, where the capacity function $C(\cdot)$ has been defined in Section 6.2. The destination needs additional,

$$
\begin{equation*}
H-t W C\left(\gamma_{\mathrm{SD}}\right) \tag{6.9}
\end{equation*}
$$

units of MI to decode the message. Given that the destination knows the constants $H$ and $W$, and can measure $\gamma_{\mathrm{SD}}$, it can calculate (6.9).

Lemma 6.1. The uplink time in $\mathrm{P}-t$ is given by

$$
\begin{equation*}
T_{\mathrm{UL}}=\min \left\{\Theta, \tau_{\mathrm{S}(M)}\right\} \tag{6.10a}
\end{equation*}
$$

where

$$
\begin{equation*}
\Theta \triangleq \min t \tag{6.10b}
\end{equation*}
$$

subject to

$$
\begin{equation*}
\left(1-\frac{t}{\tau_{\mathrm{SD}}}\right) \min _{X \in\{\mathrm{~S}\} \cup \mathcal{D}(t)} \tau_{X \mathrm{D}} \leq t_{0} \tag{6.10c}
\end{equation*}
$$

where $\tau_{\mathrm{SD}}$ and $\tau_{X \mathrm{D}}$ are defined by (6.4).

Proof. First, if $\tau_{\mathrm{SD}} \leq t_{0}$, the Lemma results in $T_{\mathrm{UL}}=0$ (note that $\mathcal{D}(0)=\varnothing$ ), which is correct because, utilizing only the source, the destination can decode in $\tau_{\mathrm{SD}}$ seconds, i.e. by the next $t_{0}$ seconds. Therefore, based on the protocol description, $T_{\mathrm{UL}}=0$ and the system behaves as DT.

Next, assume that $\tau_{\mathrm{SD}}>t_{0}$. If the source broadcasts for $t$ seconds, where $t<\tau_{\mathrm{SD}}$, the destination accumulates $t W C\left(\gamma_{\mathrm{SD}}\right)$ units of information, and requires $H-t W C\left(\gamma_{\mathrm{SD}}\right)$ units more information to decode. If the remaining amount is provided by Node $X$, where $X \in\{\mathrm{~S}\} \cup \mathcal{D}(t)$, it takes time

$$
\begin{equation*}
\Theta_{X}(t) \triangleq \frac{H-t W C\left(\gamma_{\mathrm{SD}}\right)}{W C\left(\gamma_{\mathrm{XD}}\right)}=\left(1-\frac{t}{\tau_{\mathrm{SD}}}\right) \tau_{X \mathrm{D}} \tag{6.11}
\end{equation*}
$$

until the destination decodes, where the second equality is obtained by invoking (6.4). Therefore, the smallest possible decoding time is given as

$$
\begin{equation*}
\Theta_{b}(t) \triangleq \min _{X \in\{\mathrm{~S}\} \cup \mathcal{D}(t)} \Theta_{X}(t)=\left(1-\frac{t}{\tau_{\mathrm{SD}}}\right) \min _{X \in\{\mathrm{~S}\} \cup \mathcal{D}(t)} \tau_{X \mathrm{D}} \tag{6.12}
\end{equation*}
$$

and the first instant $t$ at which $\Theta_{b}(t)$ is exceeded by $t_{0}$ is given by $\Theta$ (6.10b), (6.10c). The time $\Theta$ gives the uplink time if not all relays decode within $\Theta$ seconds. Otherwise, $T_{\mathrm{UL}}$ is the time at which the last relay decodes, i.e. $T_{\mathrm{UL}}=\tau_{\mathrm{S}(M)}$. This concludes the proof.

In Lemma 6.1, $\Theta_{b}(t)$ is a decreasing function of $t$. This lemma states that in $\mathrm{P}-t$, the uplink continues until either all relays decode or $\Theta_{b}(t)$ falls below $t_{0}$.

Observe that in all the protocols, the downlink transmitter is always $\mathrm{X}_{\mathrm{DL}}$, the node corresponding to the SNR given in (6.5). It is the uplink stopping criterion that differentiates the protocols. In the downlink, the optimal strategy is rather clear, i.e. having the best node knowing the message transmit to the destination. In fact, in a fashion similar to (6.12), the downlink duration, $T_{\mathrm{DL}}$, can be obtained for all protocols as

$$
\begin{equation*}
T_{\mathrm{DL}}=\left(1-\frac{T_{\mathrm{UL}}}{\tau_{\mathrm{SD}}}\right) \min _{X \in\{\mathrm{~S}\} \cup \mathcal{D}\left(T_{\mathrm{UL}}\right)} \tau_{X \mathrm{D}} \tag{6.13}
\end{equation*}
$$

where $T_{\mathrm{UL}}$ is the uplink time in the different protocols given by (6.6), (6.8), and (6.10).

### 6.4 Performance Analysis

In this section, the long-term average performances of $\mathrm{P}-n, \mathrm{P}-\gamma$, and $\mathrm{P}-t$ are analyzed. We also propose and examine a rate optimal selection protocol, denoted P-o, as a baseline for performance comparison.

Recall from Section 6.2 that we impose the PPC, i.e. the energy per symbol is considered to be constant at $\mathcal{E}$ for all nodes. Since in all schemes, there is only one transmitter at any time, the short-term average energy per symbol (see Section 5.2) is $\mathcal{E}$ in all the protocols, analogous to DT and P-3 (see Sections 5.3.1 and 5.3.4). This obviates the need for examining the energy per bit or imposing the APC, as in Chapter 5, to compare the schemes fairly on a power basis; the schemes are already comparable as all of them use the same amount of energy per symbol. Therefore, here we only consider the PPC long-term average rate and RSUR, studied in Section 5.7, to evaluate the long-term performances.

In contrast to the single-relay case studied in Chapter 5, where the only relay in the system cooperates with the source, in the multirelay case, there are more than one candidate relay for the downlink transmission. This makes it difficult to use the approaches taken in Chapter 5 for the performance evaluation here, i.e. to derive expressions for the short-term average rates and use (5.43) and (5.45) to calculate the long-term average rate and RSUR.

In the sequel, we explain how these long-term average quantities can be obtained in the case of P- $n, \mathrm{P}-\gamma$, and $\mathrm{P}-t$.

Assuming that the duration of the $m$ th CR is denoted $T[m]$, we obtain, in a manner similar to (5.43),

$$
\begin{equation*}
R_{\mathrm{avg}}=\lim _{m \rightarrow \infty} \frac{m H}{W(T[1]+\cdots+T[m])}=\frac{H}{W \mathrm{E}\{T\}} \tag{6.14}
\end{equation*}
$$

Also, regarding the RSUR, assume that $T_{\mathrm{S}}$ and $T_{\mathrm{R}_{m}}$ are the durations of the source and $\mathrm{R}_{m}$ transmissions. Note that in any CR for each of the protocols, $T_{\mathrm{S}}>0$ and at most one of $T_{\mathrm{R}_{1}}, \ldots, T_{\mathrm{R}_{M}}$ is nonzero. Also, we have

$$
\begin{equation*}
T=T_{\mathrm{S}}+T_{\mathrm{R}_{1}}+\cdots+T_{\mathrm{R}_{M}}=T_{\mathrm{UL}}+T_{\mathrm{DL}} \tag{6.15}
\end{equation*}
$$

where $T_{\mathrm{UL}}$ and $T_{\mathrm{DL}}$ are the uplink and downlink times. Now, using the definition of the RSUR in Section 5.7, one obtains, much like (5.42),

$$
\begin{equation*}
\mathrm{RSUR}=\frac{\mathrm{E}\left\{T_{\mathrm{R}_{1}}\right\}+\cdots+\mathrm{E}\left\{T_{\mathrm{R}_{M}}\right\}}{\mathrm{E}\left\{T_{\mathrm{S}}\right\}} \tag{6.16}
\end{equation*}
$$

Note that $\mathrm{E}\left\{T_{X}\right\}$ shows how active on average Node $X$ is.
Based on (6.14) and (6.16), we need to calculate $\mathrm{E}\{T\}, \mathrm{E}\left\{T_{\mathrm{S}}\right\}, \mathrm{E}\left\{T_{\mathrm{R}_{1}}\right\}, \cdots$, and $\mathrm{E}\left\{T_{\mathrm{R}_{M}}\right\}$ for evaluating $R_{\mathrm{avg}}$ and the RSUR. We know that if $Z$ is a nonnegative RV , we have [81, eq. (5-53)] (cf. (4.2))

$$
\begin{equation*}
\mathrm{E}\{Z\}=\int_{0}^{\infty} \operatorname{Pr}\{Z>t\} \mathrm{d} t \tag{6.17}
\end{equation*}
$$

when $Z$ has finite mean and variance. We utilize (6.17) to calculate $\mathrm{E}\left\{T_{\mathrm{S}}\right\}, \mathrm{E}\left\{T_{\mathrm{R}_{1}}\right\}, \cdots$, and $\mathrm{E}\left\{T_{\mathrm{R}_{M}}\right\}$; then, we use (6.15) to obtain $\mathrm{E}\{T\}$. This approach to deriving $\mathrm{E}\{T\}$ for the protocols is less intricate than a direct derivation approach, e.g. directly based on (6.17).

Next, we provide the results for each protocol and relegate the derivation details to Appendix G. We consider a general fading model for the SNRs. However, only Rayleigh fading is considered for the examples in Section 6.5. The integrals involved in the results are computable efficiently for Rayleigh fading using standard numerical integration techniques.

### 6.4.1 The P- $n$ Scheme

Let $u_{\mathrm{SD}}(\cdot), u_{\mathrm{S} m}(\cdot), u_{m \mathrm{D}}(\cdot), U_{\mathrm{SD}}(\cdot), U_{\mathrm{S} m}(\cdot)$, and $U_{m \mathrm{D}}(\cdot)$ denote the PDF of $\tau_{\mathrm{SD}}$, PDF of $\tau_{\mathrm{S} m}$, PDF of $\tau_{m \mathrm{D}}, \mathrm{CDF}$ of $\tau_{\mathrm{SD}}, \mathrm{CDF}$ of $\tau_{\mathrm{S} m}$, and CDF of $\tau_{m \mathrm{D}}$, respectively, where $\tau_{\mathrm{SD}}$, $\tau_{\mathrm{S} m}$, and $\tau_{m \mathrm{D}}$ are defined by (6.4). Recall that $M$ is the number of relays and $L$ is the
system parameter. Then, we can show that

$$
\begin{align*}
\mathrm{E}\left\{T_{\mathrm{S}}\right\} & =\sum_{\substack{\mathcal{A} \subset\{1, \ldots, M\} \\
|\mathcal{A}| \leq L-1}} \int_{0}^{\infty} \mathrm{d} t\left[1-U_{\mathrm{SD}}(t)\right] \prod_{m \in \mathcal{A}} U_{\mathrm{S} m}(t) \prod_{m \in \mathcal{A}^{\mathrm{c}}}\left[1-U_{\mathrm{S} m}(t)\right] \\
& +\sum_{\substack{\mathcal{A} \subset\{1, \ldots, M\} \\
|\mathcal{A}|=L}} \sum_{k \in \mathcal{A}} \int_{0}^{\infty} \mathrm{d} x \int_{0}^{x} \mathrm{~d} y(x-y) u_{\mathrm{SD}}(x) u_{\mathrm{S} k}(y) \\
& \times \prod_{m \in \mathcal{A}}\left[1-U_{m \mathrm{D}}(x)\right] \prod_{\substack{m \in \mathcal{A} \\
m \neq k}} U_{\mathrm{S} m}(y) \prod_{m \in \mathcal{A}^{\mathrm{c}}}\left[1-U_{\mathrm{S} m}(y)\right] \tag{6.18}
\end{align*}
$$

and that

$$
\begin{align*}
\mathrm{E}\left\{T_{\mathrm{R}_{m}}\right\} & =\sum_{\substack{\mathcal{A} \subset\{1, \ldots, M\}-\{m\} \\
|\mathcal{A}|=L-1}} \sum_{k \in \mathcal{A} \cup\{m\}} \int_{0}^{\infty} \mathrm{d} x \int_{0}^{\infty} \mathrm{d} y \int_{0}^{x} \mathrm{~d} t u_{m \mathrm{D}}(x) u_{\mathrm{S} k}(y) \\
& \times\left[1-U_{\mathrm{SD}}\left(\max \left\{x, \frac{x y}{x-t}\right\}\right)\right] \prod_{i \in \mathcal{A}}\left[1-U_{i \mathrm{D}}(x)\right] \\
& \times \prod_{\substack{i \in \mathcal{A} \cup\{m\} \\
i \neq k}} U_{\mathrm{S} i}(y) \prod_{\substack{i \in \mathcal{A}^{\mathrm{c}} \\
i \neq m}}\left[1-U_{\mathrm{S} i}(y)\right] \tag{6.19}
\end{align*}
$$

for $m=1, \ldots, M$.

### 6.4.2 The P- $\gamma$ Scheme

 $\gamma_{\text {th }}$. Then, it can be shown that

$$
\begin{align*}
\mathrm{E}\left\{T_{\mathrm{S}}\right\} & =\int_{0}^{\tau_{\mathrm{th}}} \mathrm{~d} t t u_{\mathrm{SD}}(t)+\int_{0}^{\infty} \mathrm{d} t\left[1-U_{\mathrm{SD}}\left(\max \left\{t, \tau_{\mathrm{th}}\right\}\right)\right] \\
& \times\left\{\prod_{m=1}^{M}\left[1-U_{\mathrm{S} m}(t) U_{m \mathrm{D}}\left(\tau_{\mathrm{th}}\right)\right]-\prod_{m=1}^{M} U_{\mathrm{S} m}(t)\left[1-U_{m \mathrm{D}}\left(\tau_{\mathrm{th}}\right)\right]\right\} \\
& +\int_{\tau_{\mathrm{th}}}^{\infty} \mathrm{d} x \int_{0}^{x} \mathrm{~d} t u_{\mathrm{SD}}(x) \prod_{m=1}^{M} U_{\mathrm{S} m}(t)\left[1-U_{m \mathrm{D}}(x)\right] \tag{6.20}
\end{align*}
$$

and that

$$
\begin{align*}
\mathrm{E}\left\{T_{\mathrm{R}_{m}}\right\} & =\int_{0}^{\infty} \mathrm{d} x \int_{0}^{\tau_{\mathrm{th}}} \mathrm{~d} y \int_{0}^{1} \mathrm{~d} t y u_{\mathrm{S} m}(x) u_{m \mathrm{D}}(y)\left[1-U_{\mathrm{SD}}\left(\max \left\{\frac{x}{t}, \tau_{\mathrm{th}}\right\}\right)\right] \\
& \times \prod_{\substack{k=1 \\
k \neq m}}^{M}\left[1-U_{\mathrm{S} k}(x) U_{k \mathrm{D}}\left(\tau_{\mathrm{th}}\right)\right]+\int_{\tau_{\mathrm{th}}}^{\infty} \mathrm{d} x \int_{\tau_{\text {th }}}^{x} \mathrm{~d} y \int_{0}^{1} \mathrm{~d} t y u_{\mathrm{SD}}(x) u_{m \mathrm{D}}(y) \\
& \times \prod_{k=1}^{M} U_{\mathrm{Sk}}(x t) \prod_{\substack{k=1 \\
k \neq m}}^{M}\left[1-U_{k \mathrm{D}}(y)\right] \tag{6.21}
\end{align*}
$$

for $m=1, \ldots, M$.

### 6.4.3 The P- $t$ Scheme

Recall that $t_{0}$ is the P- $\gamma$ parameter. We obtain for this protocol

$$
\begin{align*}
\mathrm{E}\left\{T_{\mathrm{S}}\right\} & =\int_{0}^{t_{0}} \mathrm{~d} t t u_{\mathrm{SD}}(t)+t_{0} \int_{t_{0}}^{\infty} \mathrm{d} x u_{\mathrm{SD}}(x) \prod_{m=1}^{M}\left[1-U_{\mathrm{S} m}\left(x-t_{0}\right) U_{m \mathrm{D}}(x)\right] \\
& +\int_{t_{0}}^{\infty} \mathrm{d} x \int_{0}^{x-t_{0}} \mathrm{~d} t u_{\mathrm{SD}}(x)\left\{\prod_{m=1}^{M}\left[1-U_{\mathrm{S} m}(t) U_{m \mathrm{D}}\left(\frac{t_{0} x}{x-t}\right)\right]\right. \\
& \left.-\prod_{m=1}^{M} U_{\mathrm{S} m}(t)\left[U_{m \mathrm{D}}(x)-U_{m \mathrm{D}}\left(\frac{t_{0} x}{x-t}\right)\right]\right\} \tag{6.22}
\end{align*}
$$

and

$$
\begin{align*}
\mathrm{E}\left\{T_{\mathrm{R}_{m}}\right\} & =\int_{t_{0}}^{\infty} \mathrm{d} x \int_{0}^{x-t_{0}} \mathrm{~d} y \int_{0}^{t_{0}} \mathrm{~d} t \frac{x t}{x-y} u_{\mathrm{SD}}(x) u_{\mathrm{S} m}(y) u_{m \mathrm{D}}\left(\frac{x t}{x-y}\right) \\
& \times \prod_{\substack{k=1 \\
k \neq m}}^{M}\left[1-U_{\mathrm{S} k}(y) U_{k \mathrm{D}}\left(\frac{x t_{0}}{x-y}\right)\right] \\
& +t_{0} \int_{t_{0}}^{\infty} \mathrm{d} x \int_{t_{0}}^{x} \mathrm{~d} y u_{\mathrm{SD}}(x) u_{m \mathrm{D}}(y) U_{\mathrm{S} m}\left(x\left(1-\frac{t_{0}}{y}\right)\right) \\
& \times \prod_{\substack{k=1 \\
k \neq m}}^{M}\left[1-U_{\mathrm{S} k}\left(x\left(1-\frac{t_{0}}{y}\right)\right) U_{k \mathrm{D}}(y)\right] \\
& +\int_{t_{0}}^{\infty} \mathrm{d} x \int_{t_{0}}^{x} \mathrm{~d} y \int_{0}^{1-t_{0} / y} \mathrm{~d} t y u_{\mathrm{SD}}(x) u_{m \mathrm{D}}(y) \\
& \times U_{\mathrm{S} m}(x t) \prod_{\substack{k=1 \\
k \neq m}}^{M} U_{\mathrm{S} k}(x t)\left[1-U_{k \mathrm{D}}(y)\right] \tag{6.23}
\end{align*}
$$

for $m=1, \ldots, M$.

### 6.4.4 The P-o Scheme

This protocol is optimal in the sense that it minimizes the instantaneous CR duration, $T$, as follows. First, assume that only one relay R monitors, and cooperates with, the source. We show that in this case the optimal protocol is the same as P-3 proposed in Chapter 5. The time that relay R requires to decode the message is $\tau_{\mathrm{SR}}$ (see (6.4)). If $\tau_{\mathrm{SR}} \geq \tau_{\mathrm{SD}}$, the destination decodes no later than relay R , and we have $T=\tau_{\mathrm{SD}}$. Otherwise, relay R can decode sooner, and provide the destination with encoding packets in the downlink until it decodes. Following steps similar to those leading to (6.11) and using the definition of $\Theta .(\cdot)$
given in (6.11), we obtain

$$
\begin{equation*}
T=\tau_{\mathrm{SR}}+\Theta_{\mathrm{R}}\left(\tau_{\mathrm{SR}}\right)=\tau_{\mathrm{SR}}+\left(1-\frac{\tau_{\mathrm{SR}}}{\tau_{\mathrm{SD}}}\right) \tau_{\mathrm{RD}}=\tau_{\mathrm{SR}}+\tau_{\mathrm{RD}}-\frac{\tau_{\mathrm{SR}} \tau_{\mathrm{RD}}}{\tau_{\mathrm{SD}}} \tag{6.24}
\end{equation*}
$$

Note that (6.24) is obtained given that $\tau_{\mathrm{SR}}<\tau_{\mathrm{SD}}$. Meanwhile, it can be shown that if $\tau_{\mathrm{RD}} \geq \tau_{\mathrm{SD}}$ in (6.24), then $T \geq \tau_{\mathrm{SD}}$ such that the system should not use the relay, as it can perform better without it. In summary, R cannot be or is not utilized if and only if $\max \left\{\tau_{\mathrm{SR}}, \tau_{\mathrm{RD}}\right\} \geq \tau_{\mathrm{SD}}$. Thus, the protocol obtained is the same as $\mathrm{P}-3$.

Now, combining all the facts, we can propose $\mathrm{P}-\mathrm{o}$ as a generalization of $\mathrm{P}-3$ as follows. If in a CR for any $m, \max \left\{\tau_{\mathrm{S} m}, \tau_{m \mathrm{D}}\right\} \geq \tau_{\mathrm{SD}}$, no relay is used in that CR and DT is employed. Otherwise, at the beginning of the CR , Relay $\mathrm{R}_{k}$, where

$$
\begin{equation*}
k=\underset{\substack{m \in\{1, \ldots, M\} \\ \max \left\{\tau_{\mathrm{S} m}, \tau_{m \mathrm{D}}\right\}<\tau_{\mathrm{SD}}}}{\operatorname{argmin}} \tau_{\mathrm{S} m}+\tau_{m \mathrm{D}}-\frac{\tau_{\mathrm{S} m} \tau_{m \mathrm{D}}}{\tau_{\mathrm{SD}}} \tag{6.25}
\end{equation*}
$$

is signaled by the destination to be the only relay that monitors the source and decodes its message, and then transmits in the downlink. It can be verified that in P-o, we always have

$$
\begin{align*}
T=\min _{m \in\{1, \ldots, M\}}\{ & \min \left\{\tau_{\mathrm{S} m}, \tau_{\mathrm{SD}}\right\}+\min \left\{\tau_{m \mathrm{D}}, \tau_{\mathrm{SD}}\right\} \\
& \left.-\frac{\min \left\{\tau_{\mathrm{S} m}, \tau_{\mathrm{SD}}\right\} \min \left\{\tau_{m \mathrm{D}}, \tau_{\mathrm{SD}}\right\}}{\tau_{\mathrm{SD}}}\right\} . \tag{6.26}
\end{align*}
$$

Compared to the other protocols, P-o needs global channel power gain information (only when $M>1$, as explained in Section 6.4.5), and, the cooperating relay is chosen at the outset of the CR , rather than at the end of the uplink phase. Although the $\mathrm{P}-\mathrm{o}$ performance analysis is mathematically solvable, we do not present the analytical results due to large computational complexity, and only provide simulation results as a comparison baseline in Section 6.5.

### 6.4.5 Single-Relay Case

In the important single-relay case (i.e. when $M=1$ ), it can be verified that all the protocols $\mathrm{P}-n, \mathrm{P}-\gamma$, and $\mathrm{P}-t$ coincide with the optimal protocol, P-3 (i.e. P-o in the single-relay case), if their parameters are chosen to be $L=1, \gamma_{\text {th }}=\infty$, and $t_{0}=0$. Note that in P- $n, L$ can only be 1 when $M=1$.

The P-3 protocol was proposed in Chapter 5, but its long-term average behavior was not analytically investigated. As in $\mathrm{P}-1$ and $\mathrm{P}-2$ from Chapter 5 and $\mathrm{P}-n, \mathrm{P}-\gamma$, and $\mathrm{P}-t$, no global channel information is required for the $\mathrm{P}-3$ implementation.

It can be observed from (6.6) and (6.13) that the uplink and downlink times in P-3 are given as

$$
\begin{equation*}
T_{\mathrm{UL}}=\min \left\{\tau_{\mathrm{SD}}, \tau_{\mathrm{S} 1}\right\} \tag{6.27}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{\mathrm{DL}}=\left(1-\frac{\min \left\{\tau_{\mathrm{SD}}, \tau_{\mathrm{S} 1}\right\}}{\tau_{\mathrm{SD}}}\right) \min \left\{\tau_{\mathrm{SD}}, \tau_{1 \mathrm{D}}\right\} \tag{6.28}
\end{equation*}
$$

Also, $\mathrm{E}\left\{T_{\mathrm{S}}\right\}$ and $\mathrm{E}\left\{T_{\mathrm{R}_{1}}\right\}$ can be derived from (6.22) and (6.23) with $t_{0}=0$ as

$$
\begin{equation*}
\mathrm{E}\left\{T_{\mathrm{S}}\right\}=\int_{0}^{\infty} \mathrm{d} x \int_{0}^{x} \mathrm{~d} t u_{\mathrm{SD}}(x)\left\{1-U_{\mathrm{S} 1}(t) U_{1 \mathrm{D}}(x)\right\} \tag{6.29}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{E}\left\{T_{\mathrm{R}_{1}}\right\}=\int_{0}^{\infty} \mathrm{d} x \int_{0}^{x} \mathrm{~d} y \int_{0}^{1} \mathrm{~d} t y u_{\mathrm{SD}}(x) u_{1 \mathrm{D}}(y) U_{\mathrm{S} 1}(x t) \tag{6.30}
\end{equation*}
$$

### 6.4.6 Optimal Parameters

To obtain the optimal or near-optimal values of the $\mathrm{P}-n, \mathrm{P}-\gamma$, and $\mathrm{P}-t$ parameters that lead to the greatest $R_{\text {avg }}$ or smallest $\mathrm{E}\{T\}$ (see (6.14)), we can exploit numerical integration and optimization of (6.18)-(6.23), or employ experimental optimization based on steepest descent or analytical optimization, as explained in the subsequent sections. While the experimental method obviates the need for global channel information, the numerical and analytical methods require that the channel gain statistics of all links be estimated at the destination, i.e. by acquiring SR channel gain information (note that SD and RD channel information is locally estimated at the destination). ${ }^{3}$

### 6.4.6.1 Experimental Steepest-Descent Optimization

An experimental steepest-descent method can be executed by starting at an appropriate initial value for the parameter and adding adaptively changing positive or negative increments until the best rate performance is obtained. ${ }^{4}$ The destination evaluates the rate performance for any given value of the parameter, by averaging the realized rate over a limited number

[^27]of CRs. Note that this method can be used only when the system has no more than one parameter to optimize, as is the case for the suboptimal protocols; the effort required increases exponentially with the number of parameters.

### 6.4.6.2 Analytical Optimization: Large SNR Approximations

Exact analytical derivation of the optimal parameters is in general mathematically intractable. Here, we develop large SNR approximations to the optimal values, which are also satisfactory for other SNR regimes. We consider Rayleigh fading where the SNRs are exponentially distributed. Assuming that all $T, \tau$, and $t$ variables are normalized by $H / W$, we obtain, from (6.4), the CDF of $\tau_{\text {sub }}$, denoted $U_{\text {sub }}(\cdot)$, as

$$
\begin{equation*}
U_{\mathrm{sub}}(t)=\mathrm{e}^{\left(1-\mathrm{e}^{1 / t}\right) / \mu_{\mathrm{sub}}} \tag{6.31}
\end{equation*}
$$

where $\mu_{\text {sub }}$ is the average value of $\gamma_{\text {sub }}$. Recall that "sub" can be "SD", "th", "S $m$ ", " $m$ D", etc. When $\mu_{\text {sub }}$ is large enough, $U_{\text {sub }}(t)$ can be well approximated as

$$
\begin{equation*}
U_{\mathrm{sub}}(t) \approx \mathrm{H}\left(t-\epsilon_{\mathrm{sub}}\right) \tag{6.32}
\end{equation*}
$$

where $\mathrm{H}(\cdot)$ is the Heaviside step function, and where $\epsilon_{\text {sub }}$ is the point $x$ at which $u_{\text {sub }}(x)$, the PDF of $\gamma_{\text {sub }}$, reaches its maximum. We obtain, from (6.31), that $\epsilon_{\text {sub }}$ is the unique positive root of

$$
\begin{equation*}
\frac{\mathrm{e}^{1 / x}}{2 x+1}=\mu_{\mathrm{sub}} \tag{6.33}
\end{equation*}
$$

which can be accurately obtained by the fixed point iteration $x_{n+1}=1 / \ln \left[\mu_{\text {sub }}\left(2 x_{n}+1\right)\right]$ for $n=0,1, \cdots$ and $x_{0}=1$, and $\mu_{\text {sub }}>0.6$. The approximation (6.32) shows that

$$
\begin{equation*}
u_{\mathrm{sub}}(x) \approx \delta\left(x-\epsilon_{\mathrm{sub}}\right) \tag{6.34}
\end{equation*}
$$

for large SNR, where $\delta(\cdot)$ is the Dirac delta function.
Applying approximations (6.32) and (6.34) to (6.18)-(6.23), and after simplification, we obtain the following algorithm for calculating $L_{\mathrm{opt}}, \gamma_{\mathrm{th}, \mathrm{opt}}$ or $\tau_{\mathrm{th}, \mathrm{opt}}$ (see (6.4)), and $t_{0, \text { opt }}$, the optimal values of the P- $n, \mathrm{P}-\gamma$, and P- $t$ parameters. Assume that $\epsilon_{\mathrm{SD}}, \epsilon_{\mathrm{S} m}$, and $\epsilon_{m \mathrm{D}}$ are obtained by solving (6.33) for $\mu_{\mathrm{sub}}=\mu_{\mathrm{SD}}, \mu_{\mathrm{S} m}, \mu_{m \mathrm{D}}$. Also, we sort $\epsilon_{\mathrm{S} m}$ in increasing order as $\epsilon_{\mathrm{S}(1)}, \ldots, \epsilon_{\mathrm{S}(M)}$, and represent the corresponding $\epsilon_{m \mathrm{D}}$ 's (which are out of order in general) as $\epsilon_{(1) \mathrm{D}}, \ldots, \epsilon_{(M) \mathrm{D}}$. Now, if $\epsilon_{\mathrm{SD}}<\epsilon_{\mathrm{S}(1)}$, then $L_{\mathrm{opt}}=1, \gamma_{\mathrm{th}, \mathrm{opt}}=0$, and $t_{0, \mathrm{opt}}=\epsilon_{\mathrm{SD}} / 2$. However, if $\epsilon_{\mathrm{SD}}>\epsilon_{\mathrm{S}(1)}$, assume that $K$ is the largest $k$ for which
$\epsilon_{\mathrm{SD}}>\epsilon_{\mathrm{S}(k)}$. Obviously, $K$ can range from 1 to $M$.
If $\epsilon_{\mathrm{SD}}<\min \left\{\epsilon_{(1) \mathrm{D}}, \ldots, \epsilon_{(K) \mathrm{D}}\right\}$, then again $L_{\mathrm{opt}}=1, \gamma_{\mathrm{th}, \mathrm{opt}}=0$, and $t_{0, \mathrm{opt}}=$ $\epsilon_{\mathrm{SD}} / 2$. Otherwise, assume that $N$ of $\epsilon_{(1) \mathrm{D}}, \ldots, \epsilon_{(K) \mathrm{D}}$ are less than $\epsilon_{\mathrm{SD}}$, and ordered as $\epsilon_{\left(i_{1}\right) \mathrm{D}}<\cdots<\epsilon_{\left(i_{N}\right) \mathrm{D}}<\epsilon_{\mathrm{SD}}$. Also, assume that the sequence $m_{1}, \ldots, m_{P}$ is recursively obtained from $i_{1}, \ldots, i_{N}$ as follows. We have $m_{1}=i_{1}$, and for $\ell>1$, if $m_{\ell-1}=i_{j}$ for some $j, m_{\ell}$ is the first term in the sequence $i_{j+1}, \ldots, i_{N}$ less than $i_{j}$. For example, if $i_{1}, \ldots, i_{N}=4,2,6,1,3$ (i.e. $N=5$ ), then $m_{1}, \ldots, m_{P}=4,2,1$ (i.e. $P=3$ ). Now, we have

$$
\begin{equation*}
L_{\mathrm{opt}}=\underset{L=m_{1}, \ldots, m_{P}}{\operatorname{argmin}} \epsilon_{\mathrm{S}(L)}+\left(1-\frac{\epsilon_{\mathrm{S}(L)}}{\epsilon_{\mathrm{SD}}}\right) \epsilon_{(L) \mathrm{D}} \tag{6.35}
\end{equation*}
$$

and, if $c$ is such that $L_{\mathrm{opt}}=m_{c}$,

$$
\tau_{\mathrm{th}, \mathrm{opt}}=\frac{1}{2} \begin{cases}\epsilon_{\left(m_{c}\right) \mathrm{D}}+\epsilon_{\left(m_{c+1}\right) \mathrm{D}}, & c<P  \tag{6.36}\\ \epsilon_{\left(m_{P}\right) \mathrm{D}}+\epsilon_{\mathrm{SD}}, & c=P\end{cases}
$$

and

$$
\begin{equation*}
t_{0, \mathrm{opt}}=\left(1-\frac{\epsilon_{\mathrm{S}\left(m_{c}\right)}}{\epsilon_{\mathrm{SD}}}\right) \tau_{\mathrm{th}, \mathrm{opt}} \tag{6.37}
\end{equation*}
$$

Figs. 6.1a and 6.1b show the exact and approximate values of $\gamma_{\mathrm{th}, \mathrm{opt}}$ and $t_{0, \mathrm{opt}}$ for two relays and different average SR and RD SNRs. The exact values have been obtained by numerical optimization. As expected, and also suggested by both figures, the approximations for any single scenario become more accurate as the SD, SR, and RD SNRs increase. The approximate values in the case of $\mathrm{P}-\gamma$ differ from the exact values by about 1 dB to about 3 dB . In the case of P-t, the difference ranges from $0.007 H / W$ to $0.062 H / W$. Also, both the exact and approximate values of $L_{\mathrm{opt}}$, the optimal P-n parameter, are always 1 for the scenarios in Fig. 6.1.

### 6.5 Numerical Examples

In this section, we assume for simplicity that all time variables, including the $\tau$ 's and $T$ 's, are normalized by $H / W$. Also, we consider Gaussian-input, Rayleigh fading channels where the different SNRs are exponentially distributed and where (6.2) is used as the capacity function. Moreover, for ease of illustration, symmetric cases are considered where all SR SNRs are identically distributed, as are also all RD SNRs. We denote the average $\mathrm{SD}, \mathrm{SR}$, and RD SNRs by $\mu_{\mathrm{SD}}, \mu_{\mathrm{SR}}$, and $\mu_{\mathrm{RD}}$.


Fig. 6.1. The optimal parameters of $\mathrm{P}-\gamma$ and $\mathrm{P}-t$ versus the average $\operatorname{SD} \operatorname{SNR}$ for $M=2$. In the figure, " $\mathrm{R}_{m}:(a, b)$ " denotes that for Relay $\mathrm{R}_{m}$, we have $\left(\mu_{\mathrm{S} m}, \mu_{m \mathrm{D}}\right)=\mu_{\mathrm{SD}}+(a, b) \mathrm{dB}$.

In Section 6.5.1, the tradeoffs between the optimal parameters of the rate suboptimal schemes, obtained numerically, and the link qualities and number of relays are studied. In Section 6.5.2, the different optimal and suboptimal schemes are compared in terms of $R_{\text {avg }}$ and the RSUR (see Section 6.4). The suboptimal schemes are considered to operate with
their optimal parameters.

### 6.5.1 Numerical Optimization of the Parameters

Figs. 6.2-6.7 show the optimal parameters of the suboptimal schemes for a wide range of scenarios. The optimal values in these figures have been obtained numerically using the analytical results (6.18)-(6.23), which are verified via simulation in Section 6.5.2.

Figs. 6.2 and 6.3 depict $L_{\mathrm{opt}}$, the optimal value of $L$, in a P-n scheme versus $\mu_{\mathrm{SR}}$ and $\mu_{\mathrm{RD}}$ and versus $\mu_{\mathrm{SD}}$ and $M$, respectively. Fig. 6.2 suggests that $L_{\mathrm{opt}}$ increases as $\mu_{\mathrm{SR}}$ increases and $\mu_{\mathrm{RD}}$ decreases. In fact, larger $\mu_{\mathrm{SR}}$ allows for increasing $L$ without appreciably increasing the uplink time, while smaller $\mu_{\mathrm{RD}}$ warrants having a larger $L$ to partially compensate for the poor RD links that may lengthen the downlink time.

Fig. 6.3 shows that for a given $\mu_{\mathrm{SR}}$ and $\mu_{\mathrm{RD}}, L_{\mathrm{opt}}$ decreases with $\mu_{\mathrm{SD}}$, but increases with $M$. The former is because the destination needs a smaller number of cooperative decoding relays when the SD link itself improves. In fact, a large $L$ in the presence of a sufficiently large $\mu_{\mathrm{SD}}$ or small $\tau_{\mathrm{SD}}$ can almost block the use of relays. The latter (the increase with $M$ ) is natural as when $M$ increases, the number of candidate relays increases, allowing the system to take advantage of more decoding relays for the downlink.

Figs. 6.4 and 6.5 show results for $\gamma_{\mathrm{th}, \mathrm{opt}}$, the optimal value of $\gamma_{\mathrm{th}}$, in $\mathrm{P}-\gamma$ schemes. These figures show that $\gamma_{\mathrm{th}, \mathrm{opt}}$ increases with an increase in $M, \mu_{\mathrm{SD}}, \mu_{\mathrm{SR}}$, or $\mu_{\mathrm{RD}}$. In fact, increasing $M, \mu_{\mathrm{SR}}$, or $\mu_{\mathrm{RD}}$ improves the quality of the downlink for a given $\gamma_{\mathrm{th}}$. In this case, the downlink time can be decreased further by toughening the qualification criterion, i.e. by increasing $\gamma_{\mathrm{th}}$. Also, $\gamma_{\mathrm{th}, \mathrm{opt}}$ is an increasing function of $\mu_{\mathrm{SD}}$ because increasing $\mu_{\text {SD }}$ while $\gamma_{\text {th }}$ is fixed, makes it more likely that the source becomes AT, i.e. DT occurs. To avoid this and to better utilize relaying, one should increase $\gamma_{\text {th }}$.

Fig. 6.4 shows that for a given $\mu_{\mathrm{SD}}$ and $M, \gamma_{\mathrm{th}, \mathrm{opt}}$ can change broadly with, and is almost planar in, $\mu_{\mathrm{SR}}$ and $\mu_{\mathrm{RD}}$. In contrast, Fig. 6.5 suggests that for a given $\mu_{\mathrm{SR}}$ and $\mu_{\mathrm{RD}}, \gamma_{\mathrm{th}, \mathrm{opt}}$ does not change as widely with $\mu_{\mathrm{SD}}$, particularly as $M$ increases. Also, $\gamma_{\mathrm{th}, \mathrm{opt}}$ exhibits a gentler increase with $M$ at larger values of $\mu_{\mathrm{SD}}$.

Similarly, Figs. 6.6 and 6.7 depict the behavior of $t_{0, \mathrm{opt}}$, the optimal value of $t_{0}$, in P- $t$, with respect to $\mu_{\mathrm{SR}}, \mu_{\mathrm{RD}}, \mu_{\mathrm{SD}}$, and $M$. Recall that $t_{0, \mathrm{opt}}$ is considered normalized by $H / W$. These figures suggest that $t_{0, \text { opt }}$ is a decreasing function of $\mu_{\mathrm{SD}}, \mu_{\mathrm{SR}}$, or $\mu_{\mathrm{RD}}$, but a decreasing or increasing function of $M$, which can be justified by the uplink-downlink


Fig. 6.2. The optimal parameter $L$ in a P- $n$ scheme versus the average SR and RD SNRs, when $M=3$ and $\mu_{\mathrm{SD}}=7 \mathrm{~dB}$.


Fig. 6.3. The optimal parameter $L$ in a P- $n$ scheme versus the number of relays and average SD SNR, when $\mu_{\mathrm{SR}}=\mu_{\mathrm{RD}}=20 \mathrm{~dB}$.
tradeoff when $t_{0}$ changes, as follows. Recall from Section 6.3 that the downlink time in P- $t$ is bounded by $t_{0}$. Decreasing $t_{0}$ diminishes $T_{\mathrm{DL}}$ on average, but at the possible expense of increasing $T_{\mathrm{UL}}$. This is because at a smaller $t_{0}$, more time on average is needed until a qualifying downlink node can be found, i.e. one with a RD link strong enough to help


Fig. 6.4. The optimal parameter $\gamma_{\mathrm{th}}$ in a P- $\gamma$ scheme versus the average SR and RD SNRs, when $M=3$ and $\mu_{\mathrm{SD}}=7 \mathrm{~dB}$.


Fig. 6.5. The optimal parameter $\gamma_{\mathrm{th}}$ in a $\mathrm{P}-\gamma$ scheme versus the number of relays and average SD SNR, when $\mu_{\mathrm{SR}}=\mu_{\mathrm{RD}}=20 \mathrm{~dB}$. The optimal $\gamma_{\mathrm{th}}$ is $\infty$ when $M=1$.
the destination decode within time $t_{0}$. Increasing $t_{0}$ causes the opposite behavior to occur. Now, increasing the average system SNRs or $M$ helps the qualifying downlink node emerge sooner on average, thus decreasing $\mathrm{E}\left\{T_{\mathrm{UL}}\right\}$. However, it appears from the figures that it is only in the former case (increasing $\mu_{\mathrm{SD}}, \mu_{\mathrm{SR}}$, or $\mu_{\mathrm{RD}}$ ) that decreasing $t_{0}$ to some extent,


Fig. 6.6. The optimal parameter $t_{0}$, normalized by $H / W$, in a P- $t$ scheme versus the average SR and RD SNRs, when $M=3$ and $\mu_{\mathrm{SD}}=7 \mathrm{~dB}$.


Fig. 6.7. The optimal parameter $t_{0}$, normalized by $H / W$, in a P- $t$ scheme versus the number of relays and average SD SNR, when $\mu_{\mathrm{SR}}=\mu_{\mathrm{RD}}=20 \mathrm{~dB}$. The optimal $t_{0}$ is 0 when $M=1$.
which adds to $\mathrm{E}\left\{T_{\mathrm{UL}}\right\}$ but takes from $\mathrm{E}\left\{T_{\mathrm{DL}}\right\}$, can shrink the whole transmission time. In the latter case (increasing $M$ ) for some scenarios, the decrease of $\mathrm{E}\left\{T_{\mathrm{UL}}\right\}$ is not great such that increasing $t_{0}$, which additionally reduces $\mathrm{E}\left\{T_{\mathrm{UL}}\right\}$, can diminish the whole transmission time despite an increase in $\mathrm{E}\left\{T_{\mathrm{DL}}\right\}$.

### 6.5.2 Performance Comparison

Figs. 6.8 and 6.9 show the $R_{\text {avg }}$ and RSUR (see (6.14) and (6.16)) of the optimal and suboptimal schemes versus $\mu_{\mathrm{SD}}$, for $M=1$ and $M=5$, when there is a fixed difference in dB among $\mu_{\mathrm{SD}}, \mu_{\mathrm{SR}}$, and $\mu_{\mathrm{RD}}$. The DT average rate, obtained from (5.12), is also depicted as a baseline for performance comparison. Both analytical and simulation results are shown, except for DT where no simulation for (5.12) is required, and for P-o with $M=5$ where only simulation results are available. In all cases, the simulation and analytical results are in good agreement. Recall that when $M=1$, all the suboptimal protocols coincide with P-o when their parameters are chosen to be optimal (see Section 6.4.5).

It is observed from Fig. 6.8 that there is not much difference between the average rate performances of the schemes when $M=5$, with P-t exhibiting a slightly inferior performance for larger values of $\mu_{\mathrm{SD}}$. In other words, $\mathrm{P}-n$ and $\mathrm{P}-\gamma$ perform near-optimally. The difference in performance between $M=1$ and $M=5$ is not significant and diminishes from around 1 bit to around 0.5 bits as the SD link improves. This suggests that adding more relays is not necessarily efficient in terms of the achievable rate. Note that in the singlerelay case, the schemes outperform DT by an amount ranging from around 0.5 bits for small SNR values to a steady-state difference of around 1.34 bits for large SNR values.

Fig. 6.9 shows that the schemes are largely different in terms of the transmission burden imposed on relays, in contrast to Fig. 6.8 where the schemes are similar in the rate performance. Recall that the RSUR shows how much on average relays are used compared to the source. The optimal scheme, P-o, and the scheme P- $n$ respectively make the least and most use of relays in transmission. Also, there is a peak in the RSUR for all the schemes. This peak can be explained by noting that all the systems utilize the relays less frequently if the SNR values are small or large enough. In a small SNR regime, relays are less likely to decode soon and to be used on a longer period. In a large SNR regime, the destination is more likely to decode soon, decreasing relay usage. Hence, the maximum relay usage occurs in a medium SNR regime.

Figs. 6.10 and 6.11 depict $R_{\text {avg }}$ and the RSUR versus $M$ for a fixed average SNR scenario. Again, simulation and analytical results are in excellent agreement. Fig. 6.10 shows that $\mathrm{P}-t$ and $\mathrm{P}-\gamma$ have the worst and best performances among the suboptimal schemes, respectively. Nevertheless, the difference in the rate performances of the schemes is not


Fig. 6.8. The average transmission rate in bits versus the average SD SNR in dB , for $M=1$ and $M=5$ and the different optimal and suboptimal schemes.


Fig. 6.9. The RSUR versus the average SD SNR in dB , for $M=1$ and $M=5$ and the different optimal and suboptimal schemes.
significant and does not exceed 0.25 bits. Also, this figure suggests that the schemes exhibit quickly diminishing returns as $M$ increases. Note that in Fig. 6.10, the long-term average DT rate, obtainable from (5.12), is almost 2.91 bits (obviously independent of $M$ ), appreciably smaller than the rates achieved by the relaying schemes.


Fig. 6.10. The average transmission rate in bits versus the number of relays for the different optimal and suboptimal schemes.


Fig. 6.11. The RSUR versus the number of relays for the different optimal and suboptimal schemes.

Fig. 6.11 indicates, much like Fig. 6.9, that the schemes largely differ in the RSUR performance, with P-o and P- $n$ having the smallest and largest RSUR. Also, increasing the number of relays generally increases the chance that the relays are utilized, hence the increase in the RSUR with the number of relays. However, there is a seeming irregularity observed in the case of $\mathrm{P}-\mathrm{o}$ when $M$ increases from 1 to 2 . This irregularity is explained
by the fact that adding more relays can also strengthen the average quality of the RD links. Then, a stronger relay may help the destination decode more quickly, reducing the amount of the time that the relay is employed. This effect appears to be dominant in P-o when raising $M$ from 1 to 2 , leading to a reduction in the RSUR.

### 6.6 Design and Performance Implications

The rate suboptimal selection protocols proposed are natural selection strategies for dualhop relaying based on rateless coding. In fact, the optimal downlink strategy for rateless dual-hop relaying based on reactive selection (i.e. when the cooperative relay is selected after the source broadcasting) is rather clear, and is the same for all the proposed schemes as mentioned in Section 6.3.1. It is the uplink stopping criteria that differentiate these schemes.

There can be many other alternatives, not necessarily as efficient and simple as the schemes proposed. For example, it is generally possible for rateless selection techniques that the expected transmission time of a message approaches infinity in Rayleigh fading. The protocols proposed avoid this problem. Also, although suboptimal selection techniques may involve the use of multiple parameters, each of the protocols proposed here is characterized by a single parameter, yet exhibiting near-optimal rate performances. Additionally, the system complexity is independent of the system parameter. ${ }^{5}$

The protocols have low complexity also in terms of feedback. The only feedbacks required are limited to those from the decoding relays to the destination for declaring successful decoding, and the two feedbacks broadcast by the destination, a message of $\log _{2}(M+1)$ bits to indicate which node shall transmit next, and a one-bit message to declare successful decoding.

It is not obvious which one of the $\mathrm{P}-n, \mathrm{P}-\gamma$, and $\mathrm{P}-t$ protocols is worse or better in terms of the average rate. However, the numerical results in Section 6.5 suggest that $\mathrm{P}-\gamma$ is always the best, and that the $\mathrm{P}-n$ rate is larger than the $\mathrm{P}-t$ rate; the differences are small though.

[^28]
## Chapter 7

## Conclusions and Future Research Directions

In this chapter, first we present a summary of the contributions in the thesis and the conclusions obtained. Then, we proceed to suggest avenues and directions for future research.

### 7.1 Conclusions

The thesis essentially focused on the performance evaluation and comparison in fixed-rate and rateless coded dual-hop relaying networks, and on creating new concepts and protocols for these networks.

We commenced by analyzing a three-node (the simplest) relay channel in Chapter 2 with static links and basic AF and DF operations. The exact OPA ratio for maximizing the end-to-end SNR in the AF case, and the MRC and ML detection rules and BERs in the DF case were derived. The cause of the error floor in the performance of DF relaying was shown to be suboptimal MRC detection at the destination. Power optimization between the source and relay, and successful decoding at the relay were shown to be required to assure the superiority of DF relaying over AF relaying. The best relaying strategy and OPA ratio was determined under a total power constraint assuming that the transmission options are DT, AF relaying, and DF relaying. Additionally, the maximum CG was derived for each case. It was found that the CG has an inverse relationship with the quality of the SD link, but a direct relationship with the qualities of SR and RD links. Furthermore, while stronger SR links favor DF relaying, AF relaying yields larger CG as compared to DF relaying for
stronger SD and RD links. The value CG can be used as a criterion for relay selection among a set of candidate relays.

In Chapter 3, a multirelay, dual-hop AF relaying network was considered. Three common AF schemes include superimposed, selection, and orthogonal AF relaying, out of which we only considered superimposed and selection relaying. In fact, orthogonal AF relaying has been well investigated in the literature, and shown to be inferior to selection AF relaying. We viewed selection AF relaying as a special power allocation scheme for superimposed AF relaying, in which the whole relaying power is given to a single relay in every CR. This relay is selected such that it maximizes the largest instantaneous equivalent SNR from the source to the destination, or minimizes the outage probability at any rate.

The problem of OPA in superimposed AF relaying under an aggregate relay power was formulated as a nonconcave fractional global optimization program, which generally lacks a closed-form solution. The selection power allocation scheme can be optimal or suboptimal for superimposed relaying, depending on the instantaneous link coefficients. A necessary condition for the selection AF optimality in terms of the instantaneous link coefficients was derived. It was shown that the selection AF power allocation is asymptotically strictly suboptimal in the sense that the selection AF outage optimality approaches zero exponentially as the number of relays increases. This result was obtained independently of the individual link fading model provided only that different links suffer independent fading and that the phase distortion is uniformly distributed. For example, the selection AF suboptimality is almost certain for more than 11 available relays. It was also observed that the selection AF protocol deviates noticeably more from optimality as the fading moderates.

A closed-form, suboptimal relay power allocation solution was also developed for superimposed AF relaying, which performs almost as well as the optimal scheme for different numbers of relays. The proposed suboptimal scheme does not contend with indefinite search and convergence issues, which generally arise in global optimization algorithms. However, while the selection AF protocol can be implemented in centralized [48] or distributed [107] manners with comparable advantages and drawbacks, the proposed suboptimal scheme is only amenable to centralized implementation in which the destination needs to calculate the power allocation ratios and feeds them back to the relays. Nonetheless, the complexity requirements of the proposed scheme can be shown not to exceed those needed for a centralized selection AF scheme.

In Chapter 4, we considered multirelay, dual-hop DF relaying networks with three common, fixed-rate DF relaying operations, called superimposed, selection, and orthogonal DF relaying, each with PCC or RC. The PCC and RC techniques are two extreme cooperation methods, allowing to study the limiting behavior of the relaying systems. We discussed the complexity issues related to CSI acquisition, feedback, and overhead, in the different protocols. Next, the maximum instantaneous achievable rates of the schemes were determined. A general methodology to derive the rate-adaptive, power-nonadaptive average capacity of the schemes via the calculation of their outage probabilities was presented, and the outage probabilities were derived for a general fading model. The results were specialized to Rayleigh fading, and the outage probabilities and average capacities of all the schemes in the different cases of asymmetric and symmetric links, each with and without the effect of the SD link, were calculated. All the results were exact, except for orthogonal relaying with PCC, where only lower and upper bounds were derived. It was observed that the lower bound on the outage probability and the upper bound on the average capacity are very tight, but the other two bounds are not. The analytical results obtained were verified for two asymmetric and symmetric scenarios by Monte Carlo simulation. Full diversity in the size of the network was observed from the outage probability graphs for all the schemes. Also, the PCC over RC gain was observed to be about $2 \sim 4 \mathrm{~dB}$ for the outage probabilities and $8 \sim 8.5 \mathrm{~dB}$ for the average capacities, for the different relaying systems.

The outage and capacity performances of the schemes were compared to each other and to those of DT by two numerical examples. In one example, we considered a symmetric case with a linear network topology and a simplified path loss model, and showed the performances versus the normalized distance of the relays from the source. It was observed that superimposed relaying has the best and orthogonal relaying has the worst performance for the same cooperation strategy (PCC or RC), and that all the relaying schemes, except for orthogonal relaying in some cases, outperform DT significantly. Also, the schemes benefit from the best performance for an optimal distance of the relays from the source. This optimal distance is different for the different schemes.

In another example, the changes in the outage and capacity performances with an increase in the number of relays were studied for a symmetric case. It was observed that the outage performance of orthogonal relaying improve up to 3 relays, and then deteriorate. Also, the capacity performance of orthogonal relaying deteriorates with the number
of relays, and become worse than the DT performance for more than 3 or 4 relays. The deteriorations are generally attributed to orthogonalization loss. The performances of the other relaying schemes improve with an increase in the number of relays. The improvement rate is continuous and almost constant for the outage performance, but exhibits diminishing returns for the capacity performance. Also, the improvement rate is larger for superimposed relaying than selection relaying for the outage performance, but is similar for superimposed and selection relaying for the capacity performance.

Chapters 5 and 6 were devoted to examining rateless coded dual-hop relaying networks. Rateless codes are an excellent match for DF relaying schemes, making possible less complex, more energy efficient implementation of collaborative systems. In Chapter 5, singlerelay systems were considered and the performances of three rateless coded DF schemes, called P-1, P-2, and P-3, were investigated. The P-1 and P-2 schemes were taken from previous research, whereas P-3 was proposed here. It was built upon P-1 and P-2 and opportunistic communication, aiming at larger energy efficiency and less complexity compared to P-1 and P-2. The salient implementation and complexity features of the protocols were also addressed.

The maximum achievable rate and minimum energy per symbol and per bit of the protocols were derived under two power constraints, called the PPC and APC. The PPC is suitable for energy unconstrained scenarios, while the APC was considered to draw a fair comparison of the protocols on a power basis. In fact, it was observed that the relaying systems consume different amounts of energy and achieve different rates in different CRs, making it almost impossible to compare their energy efficiency directly based on their achievable rates in a PPC regime. More specifically, P-1, P-2, and P-3 rank second, first, and third either in order of achieving larger rates or in order of expending more energy per symbol. This means, inter alia, that larger rates may be the result of more energy expenditure. Indeed, this is a general issue in analyzing rateless coded systems. In Chapter 5, two methods were proposed and investigated for comparing the protocols fairly in terms of power, the minimum energy per bit under the PPC and the maximum rate under the APC.

To characterize and study the long-term behavior of the protocols, we considered the long-term average rate and energy per bit, and also introduced the RSUR which indicates how much the relay is utilized compared to the source in the long term. We derived general expressions for these quantities, and utilized the results obtained to compare the protocols
in several numerical examples. The numerical results attested the superiority of P-3 over the other schemes in energy efficiency in most cases. Also, the optimal position of the relay in P-3 leading to the largest rate or energy efficiency was almost the midpoint between the source and destination for a linear network topology. The corresponding position in $\mathrm{P}-1$ and P-2 was closer to the source, around the midpoint, or closer to the destination, depending on the desired figure of merit.

Regarding the relay usage, it was observed that in all schemes the RSUR decreases as the SD link improves or the SR link deteriorates, as expected. Also, P-1 realizes the least use of relaying, while P-3 in almost all cases is the most relay utilizing protocol. Therefore, P-3 may not be attractive in the situations where it is not desirable, due to energy considerations, that a significant portion of the entire transmission burden in the system be placed on the relay. It was also observed that the rate maximizing version of P-2 uses the relay appreciably more compared to the EB minimizing version of P-2.

Overall, we observe that the P-3 protocol proposed is a promising, easy-to-implement, and energy efficient relaying strategy for rateless coded, single-relay networks. Although it is inferior to P-1 and P-2 in energy unconstrained regimes, and slightly inferior to P2 in certain energy constrained scenarios, P-3 can be most appealing owing to its lowest complexity and implementation costs. It can also be extended with minimum complexity to the case of multiple parallel relays, as executed in Chapter 6.

In Chapter 6, three protocols, denoted P-n, P- $\gamma$, and P- $t$, based on rateless coding and selection cooperation for multirelay, dual-hop relaying networks were introduced. Each protocol has only one design parameter and does not rely on global channel gain information at any node. The protocols are distinguished via their uplink stopping criteria, but are essentially the same in the downlink phase, where the uplink and downlink respectively refer to the source broadcasting, and relaying transmission phases. The design of the protocols focuses on simplicity and avoidance of unbounded average transmission time for block Rayleigh fading. All the protocols in the single-relay case, if used with their optimal parameters, convert to the P-3 scheme introduced in Chapter 5.

An analysis of the long-term average rate and RSUR of the protocols was presented. The protocols are not generally rate optimal, but become rate optimal in the single-relay case ( $M=1$ ) with their parameters optimally chosen, i.e. when they become equivalent to $\mathrm{P}-3$. The optimal values of the parameters were trivially determined for $M=1$, and
numerically investigated for $M>1$ for different average SNR scenarios and a Rayleigh fading environment. A large SNR approximation to the optimal parameters for $M>1$ was also obtained, which is satisfactory for a wide range of SNR values. A comparison of the average rates achieved by DT and the proposed protocols showed that the proposed schemes are capable of outperforming DT significantly.

As in Chapter 5, we used the RSUR to study how energy consuming the relays are, compared to the source, in the different protocols. The average rate and RSUR performances were compared against those of the rate optimal protocol, P-o. It was observed that all the suboptimal protocols, especially $\mathrm{P}-\gamma$, exhibit near-optimal rate performances if their parameters are optimized. However, they exhibit diverse RSUR performances, with P-n making the most, and P-o making the least, use of relay energy. Also, the systems utilize more relay energy when the average SNRs are middle ranged.

### 7.2 Possibilities for Future Research

In the following, several directions for future research are suggested, including multisource cooperation, small and large SNR characterization of the behavior of relaying networks, opportunistic rateless coded relaying, comparison between fixed-rate and rateless coded cooperation, optimal power allocation, and protocol design and an analysis of the capacity and resource allocation for rateless coded multihop relaying networks.

### 7.2.1 Multisource Cooperation

In the multirelay systems investigated in the thesis, several relays, not having or transmitting messages of their own, assist a source to communicate its messages. In practice, there are situations where a group of independent sources cooperate to send their data to their respective destinations. We refer to this type of cooperation, where more than one node have independent messages to send, as multisource cooperation.

One possible direction for research is to explore multisource versions of the protocols examined in Chapters 3, 4, and 6. For example, consider a scenario in which $N$ nodes, $\mathrm{S}_{0}, \ldots, \mathrm{~S}_{N-1}$, cooperate to pass their messages. Such a scenario can happen in a clustered sensor network, where each cluster of sensors has a cluster head that receives data from any other sensor in the cluster. Assume that the transmitting nodes have orthogonal
channels facilitating half-duplex operation, and that in a CR, $\mathrm{S}_{n}$ monitors, and is monitored by, exactly $J$ other nodes, for $n=0, \cdots, N-1$, where $J$ is a design parameter. Such a partner assignment policy is viable in different ways. For example, let $\pi$ be an arbitrary permutation of $\{0, \cdots, N-1\}$. It can be shown that if for any $n, S_{n}$ monitors $\mathrm{S}_{\pi\left(\bmod \left(\pi^{-1}(n)+1, N\right)\right)}, \ldots, \mathrm{S}_{\pi\left(\bmod \left(\pi^{-1}(n)+J, N\right)\right)}$, where $\bmod (\cdot, \cdot)$ is the modulus operator, then for any $n, \mathrm{~S}_{n}$ is monitored by $\mathrm{S}_{\pi\left(\bmod \left(\pi^{-1}(n)-1, N\right)\right)}, \ldots, \mathrm{S}_{\pi\left(\bmod \left(\pi^{-1}(n)-J, N\right)\right)}$. Also, assume that each node transmits its own data with power $(1-\alpha) P$, and if selected to assist any other node, transmits the data of the other node with power $\alpha P / J$, where $P$ is the maximum sustainable power of any node, and where $\alpha$ is a design parameter representing the level of cooperation. Altogether, the analysis of the whole system is decomposed into the analyses of $N$ independent models of the type depicted in Fig. 4.1, where the power of Node S is $(1-\alpha) P$, but the power of each relay is $\alpha P / J$.

It is interesting to determine optimal or near-optimal values of $J$ and $\alpha$ for optimizing different rate or energy performances in the setup just described. Note that as $J$ is increased, the number of cooperative relays for a node increases, but the relay power diminishes. A similar tradeoff exists for $\alpha$. When $\alpha$ is decreased, the source power increases, but the relay power decreases.

### 7.2.2 Small and Large SNR Characterization

The limiting behavior of relaying systems in terms of small or large values of SNR is worth analyzing for two main reasons. First, such an analysis usually leads to simpler, tractable, and closed-form results which give insight on how the system generally operates. Second, there are many practical scenarios that fit into small or large SNR regimes. A large body of research on the diversity order and diversity-multiplexing tradeoff in relaying networks is an example of such studies on limiting behaviors.

It is suggested that research is made to characterize the long-term average rate of the fixed-rate and rateless coded networks of Chapters 4 and 6 in small and large SNR regimes. If the capacity can roughly be written as $m \log (p \mathrm{SNR}+1)$ or $m \log (p \mathrm{SNR})$ for small or large SNR scenarios, respectively, then $m$ and $p$ can be respectively regarded as the multiplexing order and coding power gain of the system.

### 7.2.3 Opportunistic Rateless Coded Relaying

Recent research has proposed selecting the best available relay among a set of candidates proactively, i.e. before cooperation takes place. This scheme, referred to as opportunistic relaying [107], [109], contrasts with reactive selection, where the cooperative relay is determined after a source broadcasting phase. Opportunistic relaying has benefits over and above reactive selection relaying, such as saving processing energy at the relays and minimizing overhead information for CSI acquisition [107], [109]. In dual-hop opportunistic relaying, the merit of a relay is assessed by a metric which is only a function of the instantaneous local SNRs at the relay, $\gamma_{\mathrm{SR}}$ and $\gamma_{\mathrm{RD}}$. For example, $\min \left\{\gamma_{\mathrm{SR}}, \gamma_{\mathrm{RD}}\right\}$ is a metric proposed for fixed-rate DF relaying networks.

Opportunistic relaying has been only utilized and investigated for fixed-rate relaying schemes to date, where outage is the major concern. We suggest to apply this type of relaying to fountain-based dual-hop relaying networks. In fact, retaining its benefits, opportunistic relaying can be easily integrated with rateless coded relaying systems. Then, the long-term average rate and RSUR performances of opportunistic rateless coded relaying can be evaluated, and compared to those of the schemes proposed in Chapter 6. Also, an interesting research problem arises here that what metric function is more appropriate for rateless coded relaying.

### 7.2.4 Comparing Fixed-Rate and Rateless Coded Relaying Networks

The focus of attention in the realms of cooperative communication has been devoted mostly to the system design and performance analysis of fixed-rate or rateless schemes to date, without any comparison made between these schemes. As explained earlier, rateless coded schemes provide great potential for relaying systems and avoid some drawbacks of fixedrate schemes [105]. Therefore, it is informative and insightful to draw a fair comparison between the achievable rates in fixed-rate and rateless relaying systems, and to quantify the energy efficiencies of these systems.

To draw the comparisons, we propose to use the throughput and RSUR as suitable performance measures, where the throughput, in the case of fixed-rate systems, can refer to the average capacity considered in Chapter 4, or to the rate $r$ for which $r$ multiplied by the nonoutage probability at rate $r$ is maximized. In rateless systems, the throughput is taken
to equal the long-term average rate, as used in Chapters 5 and 6.
We also need two general commensurate fixed-rate and rateless relaying schemes to compare their achievable expected throughputs. To retain both generality and simplicity and to achieve large energy efficiency, we consider any of the schemes proposed in Chapter 6 as the rateless scheme required. The fixed-rate relaying system selected for comparison should be commensurate with the rateless scheme in terms of bandwidth and energy expenditure, as well as complexity. A novel fixed-rate scheme, called fixed-rate coded selection cooperation (FISC), is proposed for this purpose, which is essentially taken from the coded cooperation scheme of [16], but avoids some of its drawbacks in multiuser cases. The FISC protocol from fixed-rate systems has a duality relationship with the rateless protocols from Chapter 6. Next, we introduce the FISC protocol.

Consider the multirelay system in Fig. 4. All nodes transmit with the same power and on the same frequency band. Node S splits its codeword of length $N$ symbols to two parts; the first is a codeword of length $N_{1}=(1-\beta) N$ which can be decoded on its own, and the second contains parities and is of length $N_{2}=\beta N$ symbols. The parameter $\beta$ represents the level of cooperation [16], and we have $0 \leq \beta<1$. Node S broadcasts the first part of its codeword in the first phase. The relays monitor Node S's transmissions and attempt to decode its message. At the end of the first phase, each decoding relay declares its decoding success to Node D via feedback. Subsequently, Node D signals Node $\operatorname{argmax}_{\mathrm{X} \in\{\mathrm{S}\} \cup \mathcal{D}}\left\{\gamma_{\mathrm{XD}}\right\}$ to be the transmitter of the $N_{2}$-symbol part of the codeword in the second phase, where $\mathcal{D}$ denotes the set of the decoding relays and where $\gamma_{\mathrm{xD}}$ is the SNR associated with the link from Node X to Node D. The multisource version of FISC can also be obtained via the same technique introduced in Section 7.2.1. It can be shown that FISC avoids the DSTC or MUD needed in the multiuser coded cooperation of [17], [42], and has a tractable outage analysis.

### 7.2.5 Optimal Power Allocation

The use of optimal or near-optimal power allocation, instead of equal power allocation, has been shown to significantly improve the performance of cooperative systems, especially when the number of nodes in the system and/or imbalances between the strengths of the different links increase. However, one major challenge is to find low complexity centralized or distributed solutions that do not entail much signaling overhead or a heavy use of feedback,
and that do not cause intolerable delays. The investigation in Chapter 2 considered power allocation in multirelay, dual-hop AF relaying networks, and led to a near-optimal solution. Similar studies can be performed for the DF relaying networks considered in Chapters 4-6.

### 7.2.6 Rateless Coded Multihop Relaying Networks

Multihop relaying networks become important when it is needed to inexpensively extend the coverage area or nodes' battery lives. Although much progress has been made in the performance evaluation and protocol design of fixed-rate coded multihop networks to date, rateless coded multihop networks remain to be sufficiently explored. The rateless coded multihop protocol, proposed in [22] based on asynchronous transmissions from the decoding relays, and the low complexity routing algorithms introduced in [110] for rateless coded multirelay networks, are examples of research in this area.

As a future research direction, the possibility of extending the rateless coded schemes of Chapter 6 to the multihop case can be examined. Also, in a multirelay network, assuming that a multihop route has been found (e.g. by the methods proposed in [110]) from the source to the destination, one interesting research problem is to find the maximum long-term average rate between the source and destination, given that the power, time, and bandwidth allocated to each relay in the route are known. Importantly, note that when a relay is forwarding information, the preceding relays are allowed to receive and pass new data from the source. Another similar problem is to find optimal resource allocation for the relays in a given route such that the achievable long-term average rate using the route is maximized.
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## Appendix A

## Maximum Likelihood Detection in Dual-Hop DF Relaying

In this appendix, the ML detection rule for single-relay DF relaying and the BER under ML detection at the destination are derived. Recall that $r_{\mathrm{SD}}$ and $r_{\mathrm{RD}}$, given in (2.4) and (2.18), are the baseband equivalent received signals at the destination from the source and relay, respectively. Also, recall the definitions of $x_{\mathrm{SD}}$ and $x_{\mathrm{RD}}$ given in (2.21) and (2.22). It is verifiable that $\operatorname{Re}\left\{\left(x_{\mathrm{SD}}, x_{\mathrm{RD}}\right)\right\}$ and $\operatorname{Im}\left\{\left(x_{\mathrm{SD}}, x_{\mathrm{RD}}\right)\right\}$ are independent functions of $b_{1}$ and $b_{2}$, and in fact, are sufficient statistics for $\left(r_{\mathrm{SD}}, r_{\mathrm{RD}}\right)$ relative to $b_{1}$ and $b_{2}$, respectively. In the sequel, we determine the ML detection rule for $b_{1}$. Thus, we concern ourselves here only with $\operatorname{Re}\left\{x_{\mathrm{SD}}\right\}$ and $\operatorname{Re}\left\{x_{\mathrm{RD}}\right\}$ which are given by

$$
\begin{equation*}
T_{\mathrm{SD}} \triangleq \operatorname{Re}\left\{x_{\mathrm{SD}}\right\}=\gamma_{\mathrm{SD}} b_{1}+\hat{n}_{\mathrm{SD}} \tag{A-1a}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{\mathrm{RD}} \triangleq \operatorname{Re}\left\{x_{\mathrm{RD}}\right\}=\gamma_{\mathrm{RD}} \hat{b}_{1}+\hat{n}_{\mathrm{RD}} \tag{A-1~b}
\end{equation*}
$$

where $\gamma_{\mathrm{SD}}$ and $\gamma_{\mathrm{RD}}$ are defined in (2.9), and where

$$
\begin{equation*}
\hat{n}_{\mathrm{SD}} \triangleq \operatorname{Re}\left\{\frac{g_{0}^{*} \sqrt{2 \mathcal{E}_{\mathrm{S}}}}{N_{\mathrm{SD}}} n_{\mathrm{SD}}\right\} \tag{A-1c}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{n}_{\mathrm{RD}} \triangleq \operatorname{Re}\left\{\frac{g_{2}^{*} \sqrt{2 \mathcal{E}_{\mathrm{R}}}}{N_{\mathrm{RD}}} n_{\mathrm{RD}}\right\} \tag{A-1d}
\end{equation*}
$$

are two independent zero-mean Gaussian RVs with variances $\gamma_{\mathrm{SD}}$ and $\gamma_{\mathrm{RD}}$, respectively. Therefore, $T_{\mathrm{SD}}$ and $T_{\mathrm{RD}}$ are conditionally independent, given $b_{1}$, and one can write

$$
\begin{align*}
f_{T_{\mathrm{SD}}, T_{\mathrm{RD}} \mid b_{1}}\left(t_{\mathrm{SD}}, t_{\mathrm{RD}}\right) & =f_{T_{\mathrm{SD}} \mid b_{1}}\left(t_{\mathrm{SD}}\right)\left[\left(1-P_{\mathrm{e}}^{(\mathrm{SR})}\right) f_{T_{\mathrm{RD}} \mid \hat{b}_{1}=b_{1}}\left(t_{\mathrm{RD}}\right)\right. \\
& \left.+P_{\mathrm{e}}^{(\mathrm{SR})} f_{T_{\mathrm{RD}} \mid \hat{b}_{1} \neq b_{1}}\left(t_{\mathrm{RD}}\right)\right] \tag{A-2}
\end{align*}
$$

where $f_{T_{\mathrm{SD}}, T_{\mathrm{RD}} \mid \cdot} \cdot(\cdot \cdot), f_{T_{\mathrm{SD}} \mid \cdot} \cdot(\cdot)$, and $f_{T_{\mathrm{RD}} \mid \cdot} \cdot(\cdot)$ are respectively the conditional joint PDF of $T_{\mathrm{SD}}$ and $T_{\mathrm{RD}}$, conditional PDF of $T_{\mathrm{SD}}$, and conditional PDF of $T_{\mathrm{RD}}$, and where $P_{\mathrm{e}}^{(\mathrm{SR})}$ is given by (2.19) or (2.27b). Also, the ML detection rule can be written as

$$
\begin{equation*}
f_{T_{\mathrm{SD}}, T_{\mathrm{RD}} \mid b_{1}=+1}\left(t_{\mathrm{SD}}, t_{\mathrm{RD}}\right) \stackrel{+1}{\underset{-1}{\gtrless}} f_{T_{\mathrm{SD}}, T_{\mathrm{RD}} \mid b_{1}=-1}\left(t_{\mathrm{SD}}, t_{\mathrm{RD}}\right) . \tag{A-3}
\end{equation*}
$$

Using (A-1)-(A-3) and the mathematical form of the PDF of a real Gaussian RV [50, eq. (2.1-92)] yields the ML detection rule after algebraic simplification as

$$
\begin{equation*}
\mathrm{e}^{T_{\mathrm{SD}}}\left[\left(1-P_{\mathrm{e}}^{(\mathrm{SR})}\right) \mathrm{e}^{T_{\mathrm{RD}}}+P_{\mathrm{e}}^{(\mathrm{SR})} \mathrm{e}^{-T_{\mathrm{RD}}}\right] \stackrel{+1}{\gtrless} \mathrm{e}^{-T_{\mathrm{SD}}}\left[\left(1-P_{\mathrm{e}}^{(\mathrm{SR})}\right) \mathrm{e}^{-T_{\mathrm{RD}}}+P_{\mathrm{e}}^{(\mathrm{SR})} \mathrm{e}^{T_{\mathrm{RD}}}\right] \tag{A-4}
\end{equation*}
$$

which can be rewritten as

$$
\begin{equation*}
\left(1-P_{\mathrm{e}}^{(\mathrm{SR})}\right) \sinh \left(T_{\mathrm{SD}}+T_{\mathrm{RD}}\right)+P_{\mathrm{e}}^{(\mathrm{SR})} \sinh \left(T_{\mathrm{SD}}-T_{\mathrm{RD}}\right) \stackrel{+1}{\underset{-1}{\gtrless}} 0 . \tag{A-5}
\end{equation*}
$$

Expanding the hyperbolic sines in (A-5) and dividing both sides by,

$$
\begin{equation*}
\cosh \left(T_{\mathrm{SD}}\right) \cosh \left(T_{\mathrm{RD}}\right) \tag{A-6}
\end{equation*}
$$

gives the ML detection rule (2.28), which is more tractable than (A-5) for BER calculation. Note that if the real parts in (2.28) are replaced with the corresponding imaginary parts, the ML detection rule for the bit $b_{2}$ is obtained.

The BER can be written from (2.28) as

$$
\begin{align*}
P_{\mathrm{e}}=(1- & \left.P_{\mathrm{e}}^{(\mathrm{SR})}\right) \operatorname{Pr}\left\{\tanh \left(T_{\mathrm{SD}}\right)+\left(1-2 P_{\mathrm{e}}^{(\mathrm{SR})}\right) \tanh \left(T_{\mathrm{RD}}\right)<0 \mid b_{1}=+1, \hat{b}_{1}=+1\right\} \\
+ & P_{\mathrm{e}}^{(\mathrm{SR})} \operatorname{Pr}\left\{\tanh \left(T_{\mathrm{SD}}\right)+\left(1-2 P_{\mathrm{e}}^{(\mathrm{SR})}\right) \tanh \left(T_{\mathrm{RD}}\right)<0 \mid b_{1}=+1, \hat{b}_{1}=-1\right\} \tag{A-7}
\end{align*}
$$

where $T_{\mathrm{SD}}$ and $T_{\mathrm{RD}}$ are defined by (A-1). Assuming that (cf. (2.27b))

$$
\begin{equation*}
0<P_{\mathrm{e}}^{(\mathrm{SR})}<0.5 \tag{A-8}
\end{equation*}
$$

and defining

$$
\begin{equation*}
p=\tanh ^{-1}\left(1-2 P_{\mathrm{e}}^{(\mathrm{SR})}\right) \tag{A-9}
\end{equation*}
$$

we can show that

$$
\begin{align*}
& \operatorname{Pr}\left\{\tanh \left(T_{\mathrm{SD}}\right)+\left(1-2 P_{\mathrm{e}}^{(\mathrm{SR})}\right) \tanh \left(T_{\mathrm{RD}}\right)<0 \mid b_{1}=+1, \hat{b}_{1}\right\}= \\
& \quad F_{T_{\mathrm{SD}} \mid b_{1}=+1}(-p)+\int_{-p}^{p} F_{T_{\mathrm{RD}} \mid \hat{b}_{1}}\left(-\tanh ^{-1}\left(\frac{\tanh x}{\tanh p}\right)\right) f_{T_{\mathrm{SD}} \mid b_{1}=+1}(x) \mathrm{d} x \tag{A-10}
\end{align*}
$$

where $F_{T_{\mathrm{SD}} \mid \cdot}(\cdot)$ denote the conditional CDF of $T_{\mathrm{SD}}$. Combining (A-1), (A-7), and (A-10) yields the final result $(2.29)$ for $0<P_{\mathrm{e}}^{(\mathrm{SR})}<0.5$. Eq. (A-7) can be directly invoked for $P_{\mathrm{e}}^{(\mathrm{SR})}=0$ and $P_{\mathrm{e}}^{(\mathrm{SR})}=0.5$ to give the respective error probabilities

$$
\begin{equation*}
P_{\mathrm{e}}=\operatorname{Pr}\left\{T_{\mathrm{SD}}+T_{\mathrm{RD}}<0 \mid b_{1}=+1, \hat{b}_{1}=+1\right\}=\mathrm{Q}\left(\sqrt{\gamma_{\mathrm{SD}}+\gamma_{\mathrm{RD}}}\right) \tag{A-11}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{\mathrm{e}}=\operatorname{Pr}\left\{T_{\mathrm{SD}}<0 \mid b_{1}=+1\right\}=\mathrm{Q}\left(\sqrt{\gamma_{\mathrm{SD}}}\right) \tag{A-12}
\end{equation*}
$$

## Appendix B

## Proof of Theorem 2.1

As the communication under study occurs in $2 N$ DoFs (see Fig. 2.4), all MI rates are considered to be normalized by $2 N$. In other words, the different schemes are compared based on their achievable rates or equivalent SNRs per 2-D symbol or DoF.

Recall that in the DT case, the SD SNR is $\gamma_{0} / 2$. Therefore, based on the decoding margin (2.32), the maximum MI in nats per DoF in this case is given by,

$$
\begin{equation*}
\ln \left(1+\frac{1}{\rho} \frac{\gamma_{0}}{2}\right) \tag{B-1}
\end{equation*}
$$

In AF relaying, the maximum MI between the source and destination is obtained as,

$$
\begin{equation*}
\frac{1}{2} \ln \left(1+\frac{1}{\rho} \gamma_{\mathrm{eq}}\right) \tag{B-2}
\end{equation*}
$$

where $\gamma_{\text {eq }}$ has been given in (2.9). The coefficient $1 / 2$ in this expression appears because the source uses only half of the available DoFs in the cooperative cases. In the DF relaying case, the relay is required to be capable of successful decoding, which is attainable only if the received value of SNR at the relay exceeds the threshold (2.32). Therefore, the maximum MI between the source and destination in this case is given by,

$$
\begin{equation*}
\frac{1}{2} \ln \left(1+\frac{1}{\rho} \min \left\{\gamma_{\mathrm{SR}}, \gamma_{\mathrm{SD}}+\gamma_{\mathrm{RD}}\right\}\right) . \tag{B-3}
\end{equation*}
$$

Now, invoking (2.15)-(2.17) one can write the maximum MI per DoF for DT, AF relaying, and DF relaying cases in the common form

$$
\begin{equation*}
I=\frac{1}{2} \ln \left(1+\frac{\Lambda}{\rho}\right) \tag{B-4a}
\end{equation*}
$$

where

$$
\Lambda \triangleq \begin{cases}\Lambda_{0} \triangleq \gamma_{0}+\gamma_{0}^{2} /(4 \rho), & \text { DT }  \tag{B-4b}\\ \Lambda_{1} \triangleq \gamma_{\mathrm{eq}}(k), & \text { AF relaying } \\ \Lambda_{2} \triangleq \min \left\{k \gamma_{1}, k \gamma_{0}+(1-k) \gamma_{2}\right\}, & \text { DF relaying }\end{cases}
$$

The remainder of the proof involves solving

$$
\begin{equation*}
\Lambda_{\max }=\max _{\substack{k \in\{0,1] \\ i \in\{0,1,2\}}} \Lambda_{i}(k) \tag{B-5}
\end{equation*}
$$

and

$$
\begin{equation*}
\underset{\substack{k \in(0,1] \\ i \in\{0,1,2\}}}{\operatorname{argmax}} \Lambda_{i}(k) \tag{B-6}
\end{equation*}
$$

by scrutinizing different intricate cases, and also obtaining the maximum CG, which, from (2.30) and (B-4), equals

$$
\begin{equation*}
\mathrm{CG}=10 \log _{10}\left[\frac{2 \rho}{\gamma_{0}}\left(\sqrt{1+\frac{\Lambda_{\max }}{\rho}}-1\right)\right] . \tag{B-7}
\end{equation*}
$$

First, we establish the first part of the theorem that if $\gamma_{2} \leq \Lambda_{0}$, then relaying is not beneficial; i.e. $\Lambda_{\max }=\Lambda_{0}$. Note that we can write

$$
\begin{equation*}
\gamma_{\mathrm{eq}}=\gamma_{\mathrm{SD}}+\frac{\gamma_{\mathrm{SR}} \gamma_{\mathrm{RD}}}{\gamma_{\mathrm{SR}}+\gamma_{\mathrm{RD}}+1} \leq \gamma_{\mathrm{SD}}+\gamma_{\mathrm{RD}} \tag{B-8}
\end{equation*}
$$

or

$$
\begin{equation*}
\Lambda_{1} \leq k \gamma_{0}+(1-k) \gamma_{2} \tag{B-9}
\end{equation*}
$$

for any power allocation ratio, $k$. Furthermore, we have

$$
\begin{equation*}
\Lambda_{2} \leq k \gamma_{0}+(1-k) \gamma_{2} \tag{B-10}
\end{equation*}
$$

Also, we have obviously that $\gamma_{0} \leq \Lambda_{0}$, which, with the fact that $\gamma_{2} \leq \Lambda_{0}$, gives

$$
\begin{equation*}
k \gamma_{0}+(1-k) \gamma_{2} \leq \Lambda_{0} \tag{B-11}
\end{equation*}
$$

for any $0 \leq k \leq 1$. Subsequently, (B-9)-(B-11) yield $\Lambda_{i} \leq \Lambda_{0}$ for $i=1,2$ and any $k \in[0,1]$, which implies that $\Lambda_{\max }=\Lambda_{0}$. Henceforth, we will assume that

$$
\begin{equation*}
\gamma_{2}>\Lambda_{0} \tag{B-12}
\end{equation*}
$$

The parameter $L_{1}$ in (2.33) is the unique $k$ for which $k \gamma_{0}+(1-k) \gamma_{2}=\Lambda_{0}$; i.e.,

$$
\begin{equation*}
L_{1} \gamma_{0}+\left(1-L_{1}\right) \gamma_{2}=\Lambda_{0} \tag{B-13}
\end{equation*}
$$

It can be observed that given (B-12), we have

$$
\begin{equation*}
0<L_{1}<1 \tag{B-14}
\end{equation*}
$$

and

$$
\begin{equation*}
k \leq L_{1} \Longleftrightarrow k \gamma_{0}+(1-k) \gamma_{2} \geq \Lambda_{0} \tag{B-15}
\end{equation*}
$$

Also, $L_{2}$ in (2.34) is the unique $k$ for which $k \gamma_{1}=k \gamma_{0}+(1-k) \gamma_{2}$; i.e.,

$$
\begin{equation*}
L_{2} \gamma_{1}=L_{2} \gamma_{0}+\left(1-L_{2}\right) \gamma_{2} . \tag{B-16}
\end{equation*}
$$

It can be verified that based on (B-12) $L_{2}$ is positive but not necessarily less than one. In addition, $k \gamma_{1}$ is a strictly increasing function of $k$. However, based on (B-12) we know that $\gamma_{2}>\gamma_{0}$, and therefore, $k \gamma_{0}+(1-k) \gamma_{2}$ is a strictly decreasing function of $k$. Now, from (B-16) one has

$$
\Lambda_{2}= \begin{cases}k \gamma_{1}, & k \leq L_{2}  \tag{B-17}\\ k \gamma_{0}+(1-k) \gamma_{2}, & k>L_{2}\end{cases}
$$

and therefore, we obtain

$$
\max _{k} \Lambda_{2}= \begin{cases}L_{2} \gamma_{1}, & L_{2} \leq 1  \tag{B-18}\\ \gamma_{1}, & L_{2}>1\end{cases}
$$

Consequently, we have

$$
\begin{equation*}
\max _{k} \Lambda_{2}=\Lambda_{2}\left(k_{\mathrm{opt}}^{(\mathrm{DF})}\right)=k_{\mathrm{opt}}^{(\mathrm{DF})} \gamma_{1} \leq k_{\mathrm{opt}}^{(\mathrm{DF})} \gamma_{0}+\left(1-k_{\mathrm{opt}}^{(\mathrm{DF})}\right) \gamma_{2} \tag{B-19a}
\end{equation*}
$$

where

$$
\begin{equation*}
k_{\mathrm{opt}}^{(\mathrm{DF})} \triangleq \min \left\{L_{2}, 1\right\} \tag{B-19b}
\end{equation*}
$$

is the OPA ratio in the DF relaying case. Note that the inequality in (B-19a) becomes an equality when $L_{2} \leq 1$, and a strict inequality otherwise. Meanwhile, making use of (2.2.1) in (2.9), we obtain, after some algebraic manipulations,

$$
\max _{k} \Lambda_{1}=\max _{k} \gamma_{\mathrm{eq}}(k)=\gamma_{\mathrm{eq}}\left(k_{\mathrm{opt}}^{(\mathrm{AF})}\right)= \begin{cases}\gamma_{0}, & \gamma_{0} \geq \gamma_{1} \gamma_{2} /\left(\gamma_{1}+1\right)  \tag{B-20}\\ K, & \text { otherwise }\end{cases}
$$

where $k_{\mathrm{opt}}^{(\mathrm{AF})}$, given in (2.2.1), is the OPA ratio in AF relaying, and $K$ is defined by (2.35).
Now, if $L_{1} \leq L_{2}$, we have, from (B-14) and (B-19b),

$$
\begin{equation*}
k_{\mathrm{opt}}^{(\mathrm{DF})} \geq L_{1} \tag{B-21}
\end{equation*}
$$

Therefore, using (B-19a) we can write

$$
\begin{equation*}
\max _{k} \Lambda_{2} \leq k_{\mathrm{opt}}^{(\mathrm{DF})} \gamma_{0}+\left(1-k_{\mathrm{opt}}^{(\mathrm{DF})}\right) \gamma_{2} \leq \Lambda_{0} \tag{B-22}
\end{equation*}
$$

where the second inequality follows after (B-21) is applied to (B-15). Eq. (B-22) clearly shows that for the case $L_{1} \leq L_{2}$, DF relaying is not the best option and only AF relaying is compared against DT. In this case, if

$$
\begin{equation*}
\gamma_{0} \geq \frac{\gamma_{1} \gamma_{2}}{\gamma_{1}+1} \tag{B-23}
\end{equation*}
$$

then one obtains, from (B-20),

$$
\begin{equation*}
\max _{k} \Lambda_{1}=\gamma_{0} \leq \Lambda_{0} \tag{B-24}
\end{equation*}
$$

and Case i in the theorem follows. However, if (B-23) does not hold, we have $\max _{k} \Lambda_{1}=K$ from (B-20). Now, if $K \leq \Lambda_{0}$, then DT excels. Otherwise, AF relaying is the best option. Also, note that if $K \leq \Lambda_{0}$, AF relaying is inferior to DT, whether (B-23) holds or not. This concludes the proof for Cases ii and iii.

Now, consider the case $L_{1}>L_{2}$. Recall that (B-12) yields $0<L_{1}<1$ and $L_{2}>0$. Therefore, in this case the inequalities $0<L_{2}<L_{1}<1$ hold. Then, from (B-19) we obtain $k_{\mathrm{opt}}^{(\mathrm{DF})}=L_{2}$ and

$$
\begin{equation*}
\max _{k} \Lambda_{2}=k_{\mathrm{opt}}^{(\mathrm{DF})} \gamma_{1}=L_{2} \gamma_{1} \tag{B-25}
\end{equation*}
$$

Now, using (B-16) and (B-25) one can concluded that

$$
\begin{equation*}
\max _{k} \Lambda_{2}=L_{2} \gamma_{0}+\left(1-L_{2}\right) \gamma_{2} \tag{B-26}
\end{equation*}
$$

Meanwhile, $L_{2}<L_{1}$ yields

$$
\begin{equation*}
L_{2} \gamma_{0}+\left(1-L_{2}\right) \gamma_{2}>\Lambda_{0} \tag{B-27}
\end{equation*}
$$

after utilizing (B-13) and (B-15). Consequently, we have $\max _{k} \Lambda_{2}>\Lambda_{0}$, which implies that in the case $L_{1}>L_{2}$, DT must be avoided; the best option is either AF or DF relaying, to be determined next.

If (B-23) does not hold, then we have $\max _{k} \Lambda_{1}=K$ from (B-20). Therefore, from
(B-25), if $K \geq L_{2} \gamma_{1}$, AF relaying outperforms DF relaying, and Case iv is obtained. However, if $K<L_{2} \gamma_{1}$, AF relaying is inferior. Next, we show that when (B-23) holds, DF relaying is the best option independently of whether $K<L_{2} \gamma_{1}$ or not. This completes the proof for Cases v and vi.

If (B-23) holds, we have, from (B-20),

$$
\begin{equation*}
\max _{k} \Lambda_{1}=\gamma_{0} . \tag{B-28}
\end{equation*}
$$

Recall that under (B-12), $k \gamma_{0}+(1-k) \gamma_{2}$ is a strictly decreasing function of $k$ such that

$$
\begin{equation*}
L_{2} \gamma_{0}+\left(1-L_{2}\right) \gamma_{2}>\gamma_{0} \tag{B-29}
\end{equation*}
$$

where we have made use of the fact that $L_{2}<1$. Combining (B-26)-(B-29) gives

$$
\begin{equation*}
\max _{k} \Lambda_{2}>\max _{k} \Lambda_{1} \tag{B-30}
\end{equation*}
$$

which means that DF relaying surpasses AF relaying for this case.
Throughout the proof we observed that whenever AF relaying is superior, $\max _{k} \Lambda_{1}$ equals $K$ and the OPA ratio is $k_{\mathrm{opt}}^{(\mathrm{AF})}$. Also, if DF relaying is the best option, $\max _{k} \Lambda_{2}=$ $L_{2} \gamma_{1}$ and the OPA ratio is $k_{\text {opt }}^{(\mathrm{DF})}=L_{2}$. Applying $\Lambda_{\max }=K$ and $\Lambda_{\max }=L_{2} \gamma_{1}$ to (B-7) gives (2.38) and (2.39), respectively, and the proof of the theorem is concluded.

## Appendix C

## Proof of Theorem 3.1

If selection AF relaying is optimal, there exists an $i$ for which $\mathbf{e}_{i}$ is a global solution to (3.16). Then, $\mathbf{e}_{i}$ is also a local solution, and must satisfy the Karush-Kuhn-Tucker (KKT) conditions [111, Section 12.2]; i.e. we have

$$
\begin{equation*}
\nabla f\left(\mathbf{e}_{i}\right)+\boldsymbol{\lambda}=\mathbf{0} \tag{C-1a}
\end{equation*}
$$

where $f(\mathbf{d})$ is the objective function in (3.16) and where

$$
\begin{gather*}
\boldsymbol{\lambda} \triangleq\left(\lambda_{1}, \cdots, \lambda_{M}\right)^{\mathrm{T}}  \tag{C-1b}\\
\lambda_{i}=0 \tag{C-1c}
\end{gather*}
$$

and

$$
\begin{equation*}
\lambda_{m} \geq 0, m \neq i . \tag{C-1d}
\end{equation*}
$$

Note that $\boldsymbol{\lambda}$ is a Lagrange vector multiplier for the inequality constraint in the problem. Now, one can observe that

$$
\begin{equation*}
\nabla f(\mathbf{d})=\frac{1}{\mathbf{d}^{\mathrm{T}} \mathbf{D} \mathbf{d}}\left(\mathbf{A}+\mathbf{A}^{\mathrm{T}}\right) \mathbf{d}-\frac{2 \mathbf{d}^{\mathrm{T}} \mathbf{A} \mathbf{d}}{\left(\mathbf{d}^{\mathrm{T}} \dot{\mathbf{D}} \mathbf{d}\right)^{2}} \dot{\mathbf{D}} \mathbf{d} \tag{C-2}
\end{equation*}
$$

and therefore,

$$
\begin{equation*}
\frac{2}{1+\left|b_{i}\right|^{2}} \operatorname{Re}\left\{a_{i} \mathbf{a}^{*}\right\}-\frac{2\left|a_{i}\right|^{2}}{1+\left|b_{i}\right|^{2}} \mathbf{e}_{i}+\left[\lambda_{1}, \cdots, \lambda_{i-1}, 0, \lambda_{i+1}, \cdots, \lambda_{M}\right]^{\mathrm{T}}=\mathbf{0} \tag{C-3}
\end{equation*}
$$

where $\lambda_{m} \geq 0$. Eq. (C-3) shows that for any $j \neq i$, we have

$$
\begin{equation*}
\operatorname{Re}\left\{a_{i} a_{j}^{*}\right\}=-\lambda_{j}\left(1+\left|b_{i}\right|^{2}\right) / 2 \leq 0 . \tag{C-4}
\end{equation*}
$$

Substituting for $a_{i}$ and $a_{j}$ from (3.9e) concludes the proof.

## Appendix D

## Proof of Theorem 3.2

First, we introduce the following terminology and prove a lemma.
Definition. Let

$$
\begin{equation*}
X \triangleq\left\{\mathbf{x}_{1}, \cdots, \mathbf{x}_{M}\right\} \tag{D-1}
\end{equation*}
$$

be a set of nonzero vectors in a 2-D plane. The angle between $\mathbf{x}_{i}$ and $\mathbf{x}_{j}$, belonging to $[0, \pi]$ by convention, is denoted $\angle\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)$. Also, in the set $X$, the vector $\mathbf{x}_{i}$ is called isolated if there is no other vector in the set making an acute angle with $\mathbf{x}_{i}$, i.e. if

$$
\begin{equation*}
\forall j, j \neq i: \angle\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right) \geq \pi / 2 . \tag{D-2}
\end{equation*}
$$

Lemma. If the phases of the vectors $\mathbf{x}_{1}, \ldots, \mathbf{x}_{M}$ in a 2-D plane are independent, each having a uniform distribution over $[0,2 \pi),{ }^{1}$ then the probability that none of the vectors is isolated is given by

$$
p(M)=\left\{\begin{array}{ll}
0, & M=1  \tag{D-3}\\
\frac{3}{8}, & M=3 \\
1-M 2^{1-M}+M 2^{2-2 M}, & M=2, M \geq 4
\end{array} .\right.
$$

Proof of the Lemma. Let $\theta_{i}$ denote the phase of $\mathbf{x}_{i}$, and $A_{i}$ represent the event that $\mathbf{x}_{i}$ is isolated. One can write

$$
\begin{equation*}
p(M)=1-\operatorname{Pr}\left\{\bigcup_{i=1}^{M} A_{i}\right\}=1+\sum_{i=1}^{M}(-1)^{i} S_{i} \tag{D-4a}
\end{equation*}
$$

[^29]where
\[

$$
\begin{equation*}
S_{i} \triangleq \sum_{1 \leq j_{1}<\cdots<j_{i} \leq M} \operatorname{Pr}\left\{\bigcap_{m=1}^{i} A_{j_{m}}\right\} . \tag{D-4b}
\end{equation*}
$$

\]

Subsequently, we calculate the terms $\operatorname{Pr}\left\{\bigcap_{m=1}^{i} A_{j_{m}}\right\}$ for different values of $i$. First, we note that

$$
\begin{align*}
\operatorname{Pr}\left\{A_{p}\right\} & =\operatorname{Pr}\left\{\bigcap_{\substack{m=1 \\
m \neq p}}^{M}\left(\angle\left(\mathbf{x}_{m}, \mathbf{x}_{p}\right) \geq \frac{\pi}{2}\right)\right\}  \tag{D-5}\\
& =\mathrm{E}_{\theta_{p}}\left\{\prod_{\substack{m=1 \\
m \neq p}}^{M} \operatorname{Pr}\left\{\left.\angle\left(\mathbf{x}_{m}, \mathbf{x}_{p}\right) \geq \frac{\pi}{2} \right\rvert\, \theta_{p}\right\}\right\}  \tag{D-6}\\
& =\mathrm{E}_{\theta_{p}}\left\{\prod_{\substack{m=1 \\
m \neq p}}^{M} \frac{\pi}{2 \pi}\right\}=2^{1-M} \tag{D-7}
\end{align*}
$$

for $p=1, \ldots, M$, where $\mathrm{E}_{\theta_{p}}\{\cdot\}$ denotes expectation over $\theta_{p}$, and where (D-6) and (D-7) come from the independence and distribution of $\theta_{1}, \ldots, \theta_{M}$, respectively. Also, for any unequal $p$ and $q$ in $\{1, \ldots, M\}$, one can write

$$
\begin{align*}
& \operatorname{Pr}\left\{A_{p} \cap A_{q}\right\} \\
& =\operatorname{Pr}\left\{\bigcap_{\substack{m=1 \\
m \neq p, q}}^{M}\left[\left(\angle\left(\mathbf{x}_{m}, \mathbf{x}_{p}\right) \geq \frac{\pi}{2}\right) \cap\left(\angle\left(\mathbf{x}_{m}, \mathbf{x}_{q}\right) \geq \frac{\pi}{2}\right)\right] \cap\left(\angle\left(\mathbf{x}_{p}, \mathbf{x}_{q}\right) \geq \frac{\pi}{2}\right)\right\} \quad(\mathrm{D}-8 \mathrm{a}  \tag{D-8a}\\
& =\mathrm{E}_{\theta_{p}, \theta_{q}}\left\{\mathbb{I}\left(\angle\left(\mathbf{x}_{p}, \mathbf{x}_{q}\right) \geq \frac{\pi}{2}\right) \prod_{\substack{m=1 \\
m \neq p, q}}^{M} \operatorname{Pr}\left\{\left.\left(\angle\left(\mathbf{x}_{m}, \mathbf{x}_{p}\right) \geq \frac{\pi}{2}\right) \cap\left(\angle\left(\mathbf{x}_{m}, \mathbf{x}_{q}\right) \geq \frac{\pi}{2}\right) \right\rvert\, \theta_{p}, \theta_{q}\right\}\right\}  \tag{D-8b}\\
& =\mathrm{E}_{\theta_{p}, \theta_{q}}\left\{\left.\mathbb{I}\left(\angle\left(\mathbf{x}_{p}, \mathbf{x}_{q}\right) \geq \frac{\pi}{2}\right)\left(\frac{\pi-\angle\left(\mathbf{x}_{p}, \mathbf{x}_{q}\right)}{2 \pi}\right)^{M-2} \right\rvert\, \theta_{p}, \theta_{q}\right\}  \tag{D-8c}\\
& =\int_{\pi / 2}^{3 \pi / 2} \frac{\mathrm{~d} \theta}{2 \pi}\left(\frac{|\pi-\theta|}{2 \pi}\right)^{M-2}  \tag{D-8d}\\
& =\frac{1}{2^{(2 M-3)}(M-1)} \tag{D-8e}
\end{align*}
$$

where $\mathrm{E}_{\theta_{p}, \theta_{q}}\{\cdot\}$ denotes expectation over $\theta_{p}$ and $\theta_{q}$, and where $\mathbb{I}(\cdot)$ is an indicator function such that for event $E, \mathbb{I}(E)$ equals 1 if $E$ occurs, and 0 otherwise. The equalities (D-8b) and (D-8c) result from the independence and uniform distribution of $\theta_{1}, \ldots, \theta_{M}$, respectively. Also, (D-8d) is obtained by conditioning on $\theta_{p}$ and taking the expectation over $\theta_{q}$.

It can be graphically verified that when $M=3$, all three vectors are isolated if any two
of them are isolated. Therefore, from (D-8), we obtain, for the case of $M=3$,

$$
\begin{equation*}
\operatorname{Pr}\left\{A_{1} \cap A_{2} \cap A_{3}\right\}=\operatorname{Pr}\left\{A_{1} \cap A_{2}\right\}=\frac{1}{2^{3} \times 2}=\frac{1}{16} \tag{D-9}
\end{equation*}
$$

Furthermore, when $M \geq 4$, no more than two vectors can be simultaneously isolated; i.e.,

$$
\begin{equation*}
S_{i}=0, \quad i \geq 3, \quad M \geq 4 \tag{D-10}
\end{equation*}
$$

Combining (D-4)-(D-10) yields the desired result (D-3) after simplification.
Now, let the event that selection AF relaying is outage optimal be denoted $E$, and the event that

$$
\begin{equation*}
\forall i, \exists j, j \neq i: \operatorname{Re}\left\{g_{\mathrm{S} i} g_{i \mathrm{D}} g_{\mathrm{S} j}^{*} g_{j \mathrm{D}}^{*}\right\}>0 \tag{D-11}
\end{equation*}
$$

be denoted $F$. Then, according to Theorem 3.1 we have

$$
\begin{equation*}
\operatorname{Pr}\{E\} \leq 1-\operatorname{Pr}\{F\} \tag{D-12}
\end{equation*}
$$

Let

$$
\begin{equation*}
w_{m} \triangleq g_{\mathrm{S} m} g_{m \mathrm{D}} \tag{D-13}
\end{equation*}
$$

for $m=1, \ldots, M$, and assume that $\mathbf{w}_{m}$ is the vector representation of $w_{m}$ in the complex plane. We know that the elements of $\left\{g_{\mathrm{S} 1}, \ldots, g_{\mathrm{S} M}, g_{1 \mathrm{D}}, \ldots, g_{M \mathrm{D}}\right\}$ are independent, each having a uniformly distributed phase over $[0,2 \pi)$. Then, it can be verified that the random vectors $\mathbf{w}_{1}, \ldots, \mathbf{w}_{M}$ are independent, each having a uniformly distributed phase over $[0,2 \pi)$. Furthermore, the event $F$ is equivalent to the event that

$$
\begin{equation*}
\forall i, \exists j, j \neq i: \angle\left(\mathbf{w}_{i}, \mathbf{w}_{j}\right)<\pi / 2 \tag{D-14}
\end{equation*}
$$

i.e. no $\mathbf{w}_{i}$ is isolated. Using the result (D-3) of the Lemma and from (D-12), we obtain

$$
\operatorname{Pr}\{E\} \leq \begin{cases}1, & M=1  \tag{D-15}\\ \frac{5}{8}, & M=3 \\ M 2^{1-M}\left(1-2^{1-M}\right), & \text { otherwise }\end{cases}
$$

Therefore, as $M$ increases, $\operatorname{Pr}\{E\}$ approaches 0 exponentially, and the proof is concluded.

## Appendix E

## Average Capacities of DF Relaying Networks for Rayleigh Fading

In this appendix, the derivation steps for the results given in Tables 4.2-4.9 are explained. We assume that in the cases with the SD link, $\gamma_{\mathrm{SD}}$ is exponentially distributed with mean value $\mu_{\mathrm{SD}}, \operatorname{PDF} f_{\mathrm{SD}}(\cdot)$, and $\operatorname{CDF} F_{\mathrm{SD}}(\cdot)$. Note that if $X$ is an exponentially distributed RV with mean $\bar{X}$, its PDF, CDF, and MGF are respectively written as

$$
\begin{gather*}
f_{X}(x)=\frac{\mathrm{e}^{-x / \bar{X}}}{\bar{X}}, \quad x \geq 0  \tag{E-1}\\
F_{X}(x)=1-\mathrm{e}^{-x / \bar{X}}, \quad x \geq 0 \tag{E-2}
\end{gather*}
$$

and

$$
\begin{equation*}
M_{X}(s)=\frac{1}{1-\bar{X} s}, \quad \operatorname{Re}\{s\}<1 / \bar{X} \tag{E-3}
\end{equation*}
$$

In the no SD-link case, $\gamma_{\mathrm{SD}}$ is assumed to equal 0 with probability 1 such that (4.59) holds. Also, in the asymmetric case, $\gamma_{\mathrm{S} m}$ and $\gamma_{m \mathrm{D}}$ are exponentially distributed with mean values $\mu_{\mathrm{S} m}$ and $\mu_{m \mathrm{D}}$, and CDFs $F_{\mathrm{S} m}(\cdot)$ and $F_{m \mathrm{D}}(\cdot)$, respectively. In the symmetric case, $\mu_{\mathrm{S} m}, \mu_{m \mathrm{D}}, F_{\mathrm{S} m}(\cdot)$, and $F_{m \mathrm{D}}(\cdot)$ are denoted $\mu_{\mathrm{SR}}, \mu_{\mathrm{RD}}, F_{\mathrm{SR}}(\cdot)$, and $F_{\mathrm{RD}}(\cdot)$, respectively. We also consider the notations and functions $\mu_{\mathrm{SA}}, \mu_{\mathcal{A D}}, P(\cdot, \cdot), \Gamma(\cdot, \cdot), \Gamma(\cdot)$, $\mathcal{I}_{m}(k, a, b, c, d), \mathcal{I}_{m}(k, a, b, c), \mathcal{R}(k, \ell, \eta, a, b), \mathcal{R}(\eta, a, b), h(x ; \ell, a), g(x ; \ell, w, \alpha), \mathcal{S}(x)$, and $\mathcal{T}(\alpha, \beta)$, defined in Section 4.4.2. Next, we investigate the schemes one by one.

## E. 1 Superimposed Relaying

Observe that the outage probabilities in superimposed relaying with PCC and RC for general fading are given from (4.46) and (4.47) as

$$
\begin{equation*}
\operatorname{Pr}\left\{I_{\max }^{(\text {sup }, \mathrm{PCC})}<r\right\}=\int_{0}^{\mathrm{e}^{r}-1} \mathrm{~d} \gamma F_{Y \text {-sum }}\left(\frac{\mathrm{e}^{2 r}}{1+\gamma}-1-\gamma\right) f_{\mathrm{SD}}(\gamma) \tag{E-4}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Pr}\left\{I_{\max }^{(\text {sup }, \mathrm{RC})}<r\right\}=\int_{0}^{\frac{\mathrm{e}^{2 r}-1}{2}} \mathrm{~d} \gamma F_{Y-\operatorname{sum}}\left(\mathrm{e}^{2 r}-1-2 \gamma\right) f_{\mathrm{SD}}(\gamma) \tag{E-5}
\end{equation*}
$$

where $F_{Y \text {-sum }}(\cdot)$ is the CDF of the summation (4.48). The corresponding average capacities can be obtained from (4.2), (E-4) and (E-5) as

$$
\begin{align*}
\overline{I_{\max }^{\text {(sup, PCC) }}} & =\int_{0}^{\infty} \frac{\mathrm{d} u}{u+1}\left[1-F_{\mathrm{SD}}(u)\right] \\
& +\int_{0}^{\infty} \mathrm{d} r \int_{0}^{\mathrm{e}^{r}-1} \mathrm{~d} \gamma\left[1-F_{Y-\text { sum }}\left(\frac{\mathrm{e}^{2 r}}{1+\gamma}-1-\gamma\right)\right] f_{\mathrm{SD}}(\gamma) \tag{E-6}
\end{align*}
$$

and

$$
\begin{align*}
\overline{I_{\max }^{(\sup , \mathrm{RC})}} & =\int_{0}^{\infty} \frac{\mathrm{d} u}{2 u+1}\left[1-F_{\mathrm{SD}}(u)\right] \\
& +\int_{0}^{\infty} \mathrm{d} r \int_{0}^{\frac{\mathrm{e}^{2 r}-1}{2}} \mathrm{~d} \gamma\left[1-F_{Y-\mathrm{sum}}\left(\mathrm{e}^{2 r}-1-2 \gamma\right)\right] f_{\mathrm{SD}}(\gamma) \tag{E-7}
\end{align*}
$$

Also, in the no SD-link case, applying (4.59) to (E-4)-(E-7), one obtains, for both PCC and RC cases,

$$
\begin{equation*}
\operatorname{Pr}\left\{I_{\max }^{(\text {sup }, \text { no SD })}<r\right\}=F_{Y \text {-sum }}\left(\mathrm{e}^{2 r}-1\right) \tag{E-8}
\end{equation*}
$$

and

$$
\begin{equation*}
\overline{I_{\max }^{(\sup , \text { noSD })}}=\int_{0}^{\infty} \mathrm{d} r\left[1-F_{Y-\text { sum }}\left(\mathrm{e}^{2 r}-1\right)\right] . \tag{E-9}
\end{equation*}
$$

In fact, in the no SD-link case, the superimposed relaying schemes with PCC and RC coincide. This fact can also be verified by inspecting the instantaneous rates achievable in the different schemes given in Table 4.1.

The results (E-4)-(E-9) indicate that to calculate the outage probability and average capacity in superimposed relaying, we need to obtain $F_{Y \text {-sum }}(\cdot)$ first. In the asymmetric case, where $\mu_{\mathrm{SD}}$, the $\mu_{\mathrm{S} m}$ 's, and the $\mu_{m \mathrm{D}}$ 's can have any value except that the $\mu_{m \mathrm{D}}$ 's are
unequal, we can write the MGF of the summation (4.48) from (4.55) and (E-3) as

$$
\begin{align*}
M_{Y-\operatorname{sum}}(s) & =\prod_{m=1}^{M}\left\{F_{\mathrm{S} m}\left(\mathrm{e}^{2 r}-1\right)+\left[1-F_{\mathrm{S} m}\left(\mathrm{e}^{2 r}-1\right)\right] M_{m \mathrm{D}}(s)\right\} \\
& =\prod_{m=1}^{M}\left\{1-\mathrm{e}^{\left(1-\mathrm{e}^{2 r}\right) / \mu_{\mathrm{S} m}}+\frac{\mathrm{e}^{\left(1-\mathrm{e}^{2 r}\right) / \mu_{\mathrm{S} m}}}{1-\mu_{m \mathrm{D}} s}\right\} \\
& =\prod_{m=1}^{M}\left\{1+\frac{\mu_{m \mathrm{D}} \mathrm{e}^{\left(1-\mathrm{e}^{2 r}\right) / \mu_{\mathrm{S} m} s}}{1-\mu_{m \mathrm{D}} s}\right\} \\
& =A_{0}+\sum_{m=1}^{M} \frac{A_{m}}{1-\mu_{m \mathrm{D}} s} \tag{E-10a}
\end{align*}
$$

using partial fraction expansion, where

$$
\begin{equation*}
A_{0} \triangleq \lim _{s \rightarrow \infty} M_{Y-\text { sum }}(s)=\prod_{m=1}^{M}\left[1-\mathrm{e}^{\left(1-\mathrm{e}^{2 r}\right) / \mu_{\mathrm{S} m}}\right] \tag{E-10b}
\end{equation*}
$$

and

$$
\begin{equation*}
A_{m} \triangleq \lim _{s \rightarrow 1 / \mu_{m \mathrm{D}}}\left(1-\mu_{m \mathrm{D}} s\right) M_{Y-\text { sum }}(s)=\mathrm{e}^{\left(1-\mathrm{e}^{2 r}\right) / \mu_{\mathrm{S} m}} \prod_{\substack{k=1 \\ k \neq m}}^{M}\left[1+\frac{\mathrm{e}^{\left(1-\mathrm{e}^{2 r}\right) / \mu_{\mathrm{S} k}}}{\mu_{m \mathrm{D}} / \mu_{k \mathrm{D}}-1}\right] \tag{E-10c}
\end{equation*}
$$

for $m=1, \ldots, M$. Taking the inverse Laplace transform of (E-10a), we obtain $f_{Y \text {-sum }}(y)$, the PDF of the summation (4.48), as

$$
\begin{equation*}
f_{Y-\mathrm{sum}}(y)=A_{0} \delta(y)+\left[\sum_{m=1}^{M} A_{m} \frac{\mathrm{e}^{-y / \mu_{m \mathrm{D}}}}{\mu_{m \mathrm{D}}}\right] \mathrm{H}(y) \tag{E-11}
\end{equation*}
$$

where $\delta(\cdot)$ and $\mathrm{H}(\cdot)$ are the Dirac delta and Heaviside step functions, respectively. Therefore, $F_{Y \text {-sum }}(y)$ for $y \geq 0$ can be written, from (E-10) and (E-11), as $\left(F_{Y \text {-sum }}(y)\right.$ is zero for negative $y$ )

$$
\begin{align*}
F_{Y-\text { sum }}(y) & =\sum_{m=0}^{M} A_{m}-\sum_{m=1}^{M} A_{m} \mathrm{e}^{-y / \mu_{m \mathrm{D}}}  \tag{E-12a}\\
& =1-\sum_{m=1}^{M} \mathrm{e}^{\left(1-\mathrm{e}^{2 r}\right) / \mu_{\mathrm{S} m}} \prod_{\substack{k=1 \\
k \neq m}}^{M}\left[1+\frac{\mathrm{e}^{\left(1-\mathrm{e}^{2 r}\right) / \mu_{\mathrm{S} k}}}{\mu_{m \mathrm{D}} / \mu_{k \mathrm{D}}-1}\right] \mathrm{e}^{-y / \mu_{m \mathrm{D}}} \tag{E-12b}
\end{align*}
$$

where we obtain (E-12b) using the fact that

$$
\begin{equation*}
M_{Y-\text { sum }}(0)=\sum_{m=0}^{M} A_{m}=1 . \tag{E-13}
\end{equation*}
$$

In the symmetric case, we directly use the definition of $Y_{m}$ given in (4.39) and write

$$
\begin{equation*}
F_{Y-\text { sum }}(y)=\sum_{m=0}^{M}\binom{M}{m} F_{\mathrm{SR}}^{M-m}\left(\mathrm{e}^{2 r}-1\right)\left[1-F_{\mathrm{SR}}\left(\mathrm{e}^{2 r}-1\right)\right]^{m} F_{m-\mathrm{RD}}(y) \tag{E-14}
\end{equation*}
$$

where $F_{m-\mathrm{RD}}(\cdot)$ is the CDF of the sum of $m$ different $\gamma_{i \mathrm{D}}$ 's. We define $F_{0-\mathrm{RD}}(y)$ as unity
for any nonnegative $y$. It is known that the sum of $m$ independent, exponentially distributed RVs with the same mean value has a chi-square distribution with $2 m$ degrees of freedom [50, p. 45]. Therefore, we can write

$$
\begin{equation*}
F_{m-\mathrm{RD}}(y)=P\left(m, \frac{y}{\mu_{\mathrm{RD}}}\right)=1-\mathrm{e}^{-y / \mu_{\mathrm{RD}}} \sum_{k=0}^{m-1} \frac{\left(y / \mu_{\mathrm{RD}}\right)^{k}}{k!} \tag{E-15}
\end{equation*}
$$

where $P(\cdot, \cdot)$ is the regularized lower incomplete gamma function [86, eq. 6.5.3].
Now, applying the results (E-12)-(E-15) to (E-4)-(E-9), and using (E-1) and (E-2) for expressing $f_{\mathrm{SD}}(\cdot)$ and $F_{\mathrm{SD}}(\cdot)$, yields the outage probabilities and average capacities in Tables 4.2 and 4.3 after simplification.

## E. 2 Selection Relaying

The outage probabilities in selection relaying for general fading are given from (4.49) and (4.50) as

$$
\begin{equation*}
\operatorname{Pr}\left\{I_{\max }^{(\mathrm{sel}, \mathrm{PCC})}<r\right\}=\int_{0}^{\mathrm{e}^{r}-1} \mathrm{~d} \gamma \prod_{m=1}^{M} F_{Y_{m}}\left(\frac{\mathrm{e}^{2 r}}{1+\gamma}-1\right) f_{\mathrm{SD}}(\gamma) \tag{E-16}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Pr}\left\{I_{\max }^{(\mathrm{sel}, \mathrm{RC})}<r\right\}=\int_{0}^{\frac{\mathrm{e}^{2 r}-1}{2}} \mathrm{~d} \gamma \prod_{m=1}^{M} F_{Y_{m}}\left(\mathrm{e}^{2 r}-1-\gamma\right) f_{\mathrm{SD}}(\gamma) \tag{E-17}
\end{equation*}
$$

which give the corresponding average capacities, after being applied to (4.2), as

$$
\begin{align*}
\overline{I_{\max }^{(\text {sel, PCC })}} & =\int_{0}^{\infty} \frac{\mathrm{d} u}{u+1}\left[1-F_{\mathrm{SD}}(u)\right] \\
& +\int_{0}^{\infty} \mathrm{d} r \int_{0}^{\mathrm{e}^{r}-1} \mathrm{~d} \gamma\left[1-\prod_{m=1}^{M} F_{Y_{m}}\left(\frac{\mathrm{e}^{2 r}}{1+\gamma}-1\right)\right] f_{\mathrm{SD}}(\gamma) \tag{E-18}
\end{align*}
$$

and

$$
\begin{align*}
\overline{I_{\max }^{(\mathrm{sel}, \mathrm{RC})}} & =\int_{0}^{\infty} \frac{\mathrm{d} u}{2 u+1}\left[1-F_{\mathrm{SD}}(u)\right] \\
& +\int_{0}^{\infty} \mathrm{d} r \int_{0}^{\frac{\mathrm{e}^{2 r}-1}{2}} \mathrm{~d} \gamma\left[1-\prod_{m=1}^{M} F_{Y_{m}}\left(\mathrm{e}^{2 r}-1-\gamma\right)\right] f_{\mathrm{SD}}(\gamma) . \tag{E-19}
\end{align*}
$$

Also, note that in the no SD-link case, after invoking (4.59), (E-16)-(E-19) reduce to

$$
\begin{equation*}
\operatorname{Pr}\left\{I_{\max }^{(\text {sel, noSD })}<r\right\}=\prod_{m=1}^{M} F_{Y_{m}}\left(\mathrm{e}^{2 r}-1\right) \tag{E-20}
\end{equation*}
$$

and

$$
\begin{equation*}
\overline{I_{\max }^{\text {sel, noSD) }}}=\int_{0}^{\infty} \mathrm{d} r\left[1-\prod_{m=1}^{M} F_{Y_{m}}\left(\mathrm{e}^{2 r}-1\right)\right] \tag{E-21}
\end{equation*}
$$

for both PCC and RC strategies. This means that here again, like superimposed relaying, the PCC and RC strategies coincide when the SD link is blocked.

All the results (E-16)-(E-21) involve the product $\prod_{m=1}^{M} F_{Y_{m}}(y)$ which can be simplified as follows. In the asymmetric case, ${ }^{1}$ we have, from (4.39b) and (4.54),

$$
\begin{align*}
\prod_{m=1}^{M} F_{Y_{m}}(y) & =\prod_{m=1}^{M}\left\{1-\left[1-F_{\mathrm{S} m}\left(\mathrm{e}^{2 r}-1\right)\right]\left[1-F_{m \mathrm{D}}(y)\right]\right\} \\
& =\sum_{\mathcal{A} \subset\{1, \cdots, M\}}(-1)^{|\mathcal{A}|} \prod_{m \in \mathcal{A}}\left[1-F_{\mathrm{S} m}\left(\mathrm{e}^{2 r}-1\right)\right]\left[1-F_{m \mathrm{D}}(y)\right] \\
& =\sum_{\mathcal{A} \subset\{1, \cdots, M\}}(-1)^{|\mathcal{A}|} \prod_{m \in \mathcal{A}} \mathrm{e}^{\left(1-\mathrm{e}^{2 r}\right) / \mu_{\mathrm{S} m}-y / \mu_{m \mathrm{D}}} \\
& =\sum_{\mathcal{A} \subset\{1, \cdots, M\}}(-1)^{|\mathcal{A}|} \mathrm{e}^{\left(1-\mathrm{e}^{2 r}\right) / \mu_{\mathrm{S} \mathcal{A}}-y / \mu_{\mathcal{A D}}} \tag{E-22}
\end{align*}
$$

where $|\mathcal{A}|$ is the cardinality of $\mathcal{A}$, and where $\mu_{\mathrm{S} \mathcal{A}}$ and $\mu_{\mathcal{A D}}$ are defined by (4.60) and (4.61). In the symmetric case, (E-22) simply becomes

$$
\begin{equation*}
\prod_{m=1}^{M} F_{Y_{m}}(y)=\sum_{m=0}^{M}\binom{M}{m}(-1)^{m} \mathrm{e}^{m\left(1-\mathrm{e}^{2 r}\right) / \mu_{\mathrm{SR}}-m y / \mu_{\mathrm{RD}}} . \tag{E-23}
\end{equation*}
$$

Now, the results for selection relaying given in Tables 4.4 and 4.5 can be derived by applying (E-22) and (E-23) to (E-16)-(E-21) and substituting for $f_{\mathrm{SD}}(\cdot)$ and $F_{\mathrm{SD}}(\cdot)$ from (E-1) and (E-2), and then, simplifying the expressions obtained.

## E. 3 Orthogonal Relaying

In orthogonal relaying, the outage probabilities for the general fading case can be written from (4.51) and (4.52) as

$$
\begin{equation*}
\operatorname{Pr}\left\{I_{\max }^{(\text {ort }, \mathrm{PCC})}<r\right\}=\int_{0}^{\mathrm{e}^{(M+1) r}-1} \mathrm{~d} \gamma F_{1+Y-\operatorname{prod}}\left(\frac{\mathrm{e}^{(M+1) r}}{1+\gamma}\right) f_{\mathrm{SD}}(\gamma) \tag{E-24}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Pr}\left\{I_{\max }^{(\text {ort, } \mathrm{RC})}<r\right\}=\int_{0}^{\mathrm{e}^{(M+1) r}-1} \mathrm{~d} \gamma F_{Y-\text { sum }}\left(\mathrm{e}^{(M+1) r}-1-\gamma\right) f_{\mathrm{SD}}(\gamma) \tag{E-25}
\end{equation*}
$$

[^30]where $F_{1+Y \text {-prod }}(\cdot)$ is the CDF of,
$$
\prod_{m=1}^{M}\left(1+Y_{m}\right)
$$

Note that we have converted $F_{\ln 1+Y \text {-sum }}(\cdot)$ in (4.51) (which is the CDF of the summation (4.53)) to $F_{1+Y \text {-prod }}(\cdot)$ in (E-24) using the relation

$$
F_{\ln 1+Y-\operatorname{sum}}(y)=F_{1+Y-\operatorname{prod}}\left(\mathrm{e}^{y}\right)
$$

for subsequent analytical convenience.
We also write the average capacities in the PCC and RC cases from (4.2), (E-24), and (E-25) as

$$
\begin{align*}
\overline{I_{\max }^{(\text {ort,PCC })}} & =\frac{1}{M+1} \int_{0}^{\infty} \frac{\mathrm{d} u}{u+1}\left[1-F_{\mathrm{SD}}(u)\right] \\
& +\int_{0}^{\infty} \mathrm{d} r \int_{0}^{\mathrm{e}^{(M+1) r}-1} \mathrm{~d} \gamma\left[1-F_{1+Y-\operatorname{prod}}\left(\frac{\mathrm{e}^{(M+1) r}}{1+\gamma}\right)\right] f_{\mathrm{SD}}(\gamma) \tag{E-26}
\end{align*}
$$

and

$$
\begin{align*}
\overline{I_{\max }^{(\mathrm{ort}, \mathrm{RC})}} & =\frac{1}{M+1} \int_{0}^{\infty} \frac{\mathrm{d} u}{u+1}\left[1-F_{\mathrm{SD}}(u)\right] \\
& +\int_{0}^{\infty} \mathrm{d} r \int_{0}^{\mathrm{e}^{(M+1) r}-1} \mathrm{~d} \gamma\left[1-F_{Y \text {-sum }}\left(\mathrm{e}^{(M+1) r}-1-\gamma\right)\right] f_{\mathrm{SD}}(\gamma) \tag{E-27}
\end{align*}
$$

Further, the corresponding no SD-link expressions for (E-24)-(E-27) are derived, using (4.59), as

$$
\begin{gather*}
\operatorname{Pr}\left\{I_{\max }^{(\text {ort, no SD }, \mathrm{PCC})}<r\right\}=F_{1+Y-\operatorname{prod}}\left(\mathrm{e}^{(M+1) r}\right)  \tag{E-28}\\
\operatorname{Pr}\left\{I_{\max }^{(\text {ort, no SD, RC })}<r\right\}=F_{Y-\operatorname{sum}}\left(\mathrm{e}^{(M+1) r}-1\right)  \tag{E-29}\\
\frac{I_{\max }^{(\text {ort, no SD, PCC })}}{}=\int_{0}^{\infty} \mathrm{d} r\left[1-F_{1+Y-\operatorname{prod}}\left(\mathrm{e}^{(M+1) r}\right)\right] \tag{E-30}
\end{gather*}
$$

and

$$
\begin{equation*}
\overline{I_{\max }^{(\mathrm{ort}, \mathrm{noSD}, \mathrm{RC})}}=\int_{0}^{\infty} \mathrm{d} r\left[1-F_{Y \text {-sum }}\left(\mathrm{e}^{(M+1) r}-1\right)\right] \tag{E-31}
\end{equation*}
$$

Eqs. (E-24)-(E-31) show that calculating the outage probability and average capacity in orthogonal relaying requires knowledge of $F_{1+Y \text {-prod }}(\cdot)$ for the PCC and $F_{Y-\mathrm{sum}}(\cdot)$ for the RC case. In orthogonal relaying, the $\operatorname{CDF} F_{Y \text {-sum }}(\cdot)$ for Rayleigh fading is given by (E-12)-(E-15) for the different cases of asymmetric and symmetric links, after $2 r$ is replaced with
$(M+1) r$ everywhere (cf. (4.39b)). All the expressions for the RC case given in Tables 4.6-4.9 are derived by applying (E-12)-(E-15) to (E-25), (E-27), (E-29), and (E-31), and simplifying the results. Therefore, we only consider $F_{1+Y-\operatorname{prod}}(\cdot)$ for orthogonal relaying with PCC in the sequel.

It can be observed that no exact closed-form or mathematically tractable solution exists for $F_{1+Y \text {-prod }}(\cdot)$ in the Rayleigh fading case when $M>1$. However, we can derive tight lower and upper bounds on $F_{1+Y \text {-prod }}(\cdot)$, which, as observed from (E-24), (E-26), (E-28), and (E-30), lead to lower and upper bounds on the outage probability and average capacity of orthogonal relaying with PCC.

Consider $k$ independent, arbitrary, positive $\mathrm{RVs} X_{i}$. We can write

$$
\begin{equation*}
\left(1+\min _{i=1, \ldots, k} X_{i}\right)^{k} \leq \prod_{i=1}^{k}\left(1+X_{i}\right) \leq\left(1+\frac{1}{k} \sum_{i=1}^{k} X_{i}\right)^{k} \tag{E-32}
\end{equation*}
$$

where the second inequality in (E-32) follows from the arithmetic mean, geometric mean inequality [79, p. 669]. Note that the inequalities (E-32) become equalities when $k=1$. ${ }^{2}$ Then, (E-32) gives the result
$\operatorname{Pr}\left\{\sum_{i=1}^{k} X_{i}<k x^{1 / k}-k\right\} \leq \operatorname{Pr}\left\{\prod_{i=1}^{k}\left(1+X_{i}\right)<x\right\} \leq 1-\prod_{i=1}^{k}\left(1-\operatorname{Pr}\left\{X_{i}<x^{1 / k}-1\right\}\right)$
for $x \geq 0$. Now, using the definition of $Y_{m}$ given in (4.39), we can condition on the values of $m$ for which $Y_{m}$ is nonzero, and apply (E-33) to the nonzero $Y_{m}$ 's. The result is

$$
\begin{align*}
1-\sum_{\substack{\mathcal{A} \subset\{1, \ldots, M\} \\
\mathcal{A} \neq \varnothing}} \varepsilon(\mathcal{A})\left[1-F_{\mathcal{A}-\mathrm{RD}}\left(|\mathcal{A}| y^{1 /|\mathcal{A}|}-|\mathcal{A}|\right)\right] \leq \\
\leq 1-\sum_{\substack{\mathcal{A} \subset\{1, \cdots, M\} \\
\mathcal{A} \neq \varnothing}} \varepsilon(\mathcal{A}) \prod_{m \in \mathcal{A}}\left[1-F_{m \mathrm{D}}\left(y^{1 /|\mathcal{A}|}-1\right)\right]
\end{align*}
$$

where $\mathcal{A}^{\mathrm{c}}$ and $|\mathcal{A}|$ are the complement of $\mathcal{A}$ with respect to $\{1, \cdots, M\}$ and cardinality of $\mathcal{A}$, respectively, and where

$$
\begin{equation*}
\varepsilon(\mathcal{A}) \triangleq \prod_{m \in \mathcal{A}^{c}} F_{\mathrm{S} m}\left(\mathrm{e}^{(M+1) r}-1\right) \prod_{m \in \mathcal{A}}\left[1-F_{\mathrm{S} m}\left(\mathrm{e}^{(M+1) r}-1\right)\right] \tag{E-34b}
\end{equation*}
$$

[^31]is the probability that $Y_{m}$ is nonzero only for $m \in \mathcal{A}$, and where $F_{\mathcal{A}-\mathrm{RD}}(\cdot)$ is the CDF of,
\[

$$
\begin{equation*}
\sum_{m \in \mathcal{A}} \gamma_{m \mathrm{D}} \tag{E-34c}
\end{equation*}
$$

\]

Again, note that the bounds (E-34a) become the exact values when $M=1$. The bounds are simply specialized to the Rayleigh fading case by substituting for $F_{\mathrm{S} m}(\cdot)$ and $F_{m \mathrm{D}}(\cdot)$ from (E-2). The only remaining unknown is $F_{\mathcal{A}-\mathrm{RD}}(\cdot)$ which can be determined as follows.

In the case of asymmetric links, $F_{\mathcal{A}-\mathrm{RD}}(\cdot)$ can be obtained in a manner very similar to (E-12), by calculating the MGF of the summation (E-34c). The procedure is straightforward with the final result

$$
\begin{equation*}
F_{\mathcal{A}-\mathrm{RD}}(y)=1-\sum_{m \in \mathcal{A}} \frac{\mathrm{e}^{-y / \mu_{m \mathrm{D}}}}{\prod_{\substack{k \in \mathcal{A} \\ k \neq m}}\left(1-\frac{\mu_{k \mathrm{D}}}{\mu_{m \mathrm{D}}}\right)} . \tag{E-35}
\end{equation*}
$$

In the symmetric case, $F_{\mathcal{A}-\mathrm{RD}}(\cdot)$ becomes the CDF of the sum of $|\mathcal{A}|$ different $\gamma_{m \mathrm{D}}$ 's. Therefore, we can write, directly from (E-15),

$$
\begin{equation*}
F_{\mathcal{A}-\mathrm{RD}}(y)=P\left(|\mathcal{A}|, \frac{y}{\mu_{\mathrm{RD}}}\right) . \tag{E-36}
\end{equation*}
$$

Now, we have the bounds (E-34a) on $F_{1+Y \text {-prod }}(\cdot)$ with $F_{\mathcal{A}-\mathrm{RD}}(\cdot)$ given by (E-35) or (E-36). Applying these bounds to (E-24), (E-26), (E-28), and (E-30), one obtains the results given in Tables 4.6-4.9 for PCC after performing the integrations and simplification.

## Appendix $\mathbf{F}$

## Maximum Rates in P-1, P-2, and P-3 Under the APC

In this appendix, the derivation details for (5.39)-(5.41) are given. Consider the system model of Section 5.2. As explained in Section 5.6.2, only Gaussian-input channels are considered here for which (5.7e) gives the capacity.

Assume that for a given positive $\mathcal{E}$, the source and relay energies per 2-D DoF are $\mathcal{E}_{\mathrm{S}}=p \mathcal{E}$ and $\mathcal{E}_{\mathrm{R}}=q \mathcal{E}$, respectively, where $p>0$ and $q \geq 0$. Note that based on (5.3)(5.5) and (5.6), the SD, SR, and RD SNRs become $p \gamma_{0}, p \gamma_{1}$, and $q \gamma_{2}$, respectively. Also, using (5.7e), the capacities realized in the SD channel, SR channel, RD channel, and the multiaccess channel from the source and relay to the destination equal $\mathcal{C}\left(p \gamma_{0}\right), \mathcal{C}\left(p \gamma_{1}\right)$, $\mathcal{C}\left(q \gamma_{2}\right)$, and $\mathcal{C}\left(p \gamma_{0}+q \gamma_{2}\right)$, respectively. Therefore, based on the description of P-1, P-2, and P-3 in Section 5.3, when $\mathcal{C}\left(p \gamma_{0}\right) \geq \mathcal{C}\left(p \gamma_{1}\right)$ or equivalently $\gamma_{0} \geq \gamma_{1}$, all the schemes reduce to DT where the maximum rate is $\mathcal{C}\left(p \gamma_{0}\right)$. Henceforth, we assume that

$$
\begin{equation*}
\gamma_{0}<\gamma_{1} . \tag{F-1}
\end{equation*}
$$

In the sequel, the protocols are investigated each in turn.

## F. 1 The P-1 Scheme

Taking steps similar to those leading to (5.14)-(5.17), we obtain

$$
\begin{equation*}
H=n_{1} \mathcal{C}\left(p \gamma_{1}\right) \tag{F-2}
\end{equation*}
$$

$$
\begin{align*}
H & =n_{1} \mathcal{C}\left(p \gamma_{0}\right)+\left(n-n_{1}\right) \mathcal{C}\left(p \gamma_{0}+q \gamma_{2}\right)  \tag{F-3}\\
R^{(\mathrm{P}-1)} & =\frac{H}{n}=\frac{\mathcal{C}\left(p \gamma_{0}+q \gamma_{2}\right) \mathcal{C}\left(p \gamma_{1}\right)}{\mathcal{C}\left(p \gamma_{0}+q \gamma_{2}\right)+\mathcal{C}\left(p \gamma_{1}\right)-\mathcal{C}\left(p \gamma_{0}\right)} \tag{F-4}
\end{align*}
$$

and

$$
\begin{equation*}
E^{(\mathrm{P}-1)}=\frac{n_{1} \mathcal{E}_{\mathrm{S}}+\left(n-n_{1}\right)\left(\mathcal{E}_{\mathrm{S}}+\mathcal{E}_{\mathrm{R}}\right)}{n}=\left[p+q \frac{\mathcal{C}\left(p \gamma_{1}\right)-\mathcal{C}\left(p \gamma_{0}\right)}{\mathcal{C}\left(p \gamma_{0}+q \gamma_{2}\right)+\mathcal{C}\left(p \gamma_{1}\right)-\mathcal{C}\left(p \gamma_{0}\right)}\right] \mathcal{E} \tag{F-5}
\end{equation*}
$$

Therefore, the maximum rate can be written as

$$
\begin{equation*}
R_{\max }^{(\mathrm{P}-1)}=\max _{\substack{p, q \\ p>0, q \geq 0}} R^{(\mathrm{P}-1)} \tag{F-6a}
\end{equation*}
$$

subject to the $\operatorname{APC}\left(E^{(\mathrm{P}-1)}=\mathcal{E}\right)$

$$
\begin{equation*}
p+q \frac{\mathcal{C}\left(p \gamma_{1}\right)-\mathcal{C}\left(p \gamma_{0}\right)}{\mathcal{C}\left(p \gamma_{0}+q \gamma_{2}\right)+\mathcal{C}\left(p \gamma_{1}\right)-\mathcal{C}\left(p \gamma_{0}\right)}=1 \tag{F-6b}
\end{equation*}
$$

It is clear from (F-6b) and the facts that $p>0$ and $q \geq 0$, that we should have $p \leq 1$. Next, we show that for any $p$ in $(0,1]$, there is a unique nonnegative $q$ for which (F-6b) is satisfied. If $p=1$, then $q=0$ is trivially the only solution, which corresponds to DT where the relay is not used. Therefore, assume that $p \in(0,1)$, and consider the expression,

$$
\begin{equation*}
\frac{\left[\mathcal{C}\left(p \gamma_{1}\right)-\mathcal{C}\left(p \gamma_{0}\right)\right] q}{\mathcal{C}\left(p \gamma_{0}+q \gamma_{2}\right)+\mathcal{C}\left(p \gamma_{1}\right)-\mathcal{C}\left(p \gamma_{0}\right)} \tag{F-7}
\end{equation*}
$$

for $q \geq 0$. Note that from (F-1), (F-7) is nonnegative. Also, (F-7) is zero at $q=0$ and approaches $\infty$ as $q \rightarrow \infty$. Also, the derivative of (F-7) with respect to $q$ can be written as,

$$
\begin{equation*}
U\left[V+\ln \left(1+p \gamma_{0}+q \gamma_{2}\right)-\frac{\gamma_{2} q}{1+p \gamma_{0}+q \gamma_{2}}\right] \tag{F-8}
\end{equation*}
$$

where $U$ and $V$ are two positive values. Invoking the inequality [86, eq. 4.1.33]

$$
\begin{equation*}
(1+x) \ln (1+x) \geq x \tag{F-9}
\end{equation*}
$$

which holds for $x>-1$, one can observe that (F-8) is positive for $q \geq 0$. These observations show that (F-7) strictly increases from 0 to $\infty$ with $q$. Therefore, a unique $q$ can be obtained for which (F-7) equals $1-p$ and (F-6b) is satisfied. Now, we proceed to solve (F-6b) for (the unique) $q$ in terms of $p$ when $0<p<1$.

After some algebraic manipulations, (F-6b) can be rearranged as

$$
\begin{equation*}
-\left(1+p \gamma_{0}+q \gamma_{2}\right) \xi \mathrm{e}^{-\left(1+p \gamma_{0}+q \gamma_{2}\right) \xi}=-\xi \mathrm{e}^{-\left[1+p \gamma_{0}+(1-p) \gamma_{2}\right] \xi} \tag{F-10}
\end{equation*}
$$

where $\xi$ has been given in (5.39c). Now, consider the Lambert $W$-function [106], defined
as $W(z)$ for a complex-valued $z$ such that

$$
\begin{equation*}
W(z) \mathrm{e}^{W(z)}=z . \tag{F-11}
\end{equation*}
$$

The Lambert $W$-function, like the logarithm function, is a multivalued function that has infinitely many branches. Branch $k$ is denoted $W_{k}(\cdot)$ for integer $k$. The principle branch is the zeroth branch, also denoted $W(\cdot)$. The ranges of different branches have been shown in the " $W$-plane" in Fig. F.1. The range of a branch is the region onto which the branch maps the complex plane. In Fig. F.1, the branch boundaries are represented by heavy solid lines. Each boundary line belongs to the region below it.

Now, note that in (F-10), the negative real-valued expression $-\left(1+p \gamma_{0}+q \gamma_{2}\right) \xi$ becomes a Lambert $W$-function of the right-hand side expression of the equality. Referring to Fig. F.1, we observe that only Branch -1 and Branch 0 can return negative real-valued numbers, respectively no greater and no smaller than -1 . To determine which branch should be employed to solve (F-10), we should examine $\left(p \gamma_{0}+q \gamma_{2}+1\right) \xi$ to see if it is smaller or greater than 1 .


Fig. F.1. The ranges of branches of the Lambert $W$-function (after [106]).

Substituting for $\xi$ from (5.39c), we can write

$$
\begin{align*}
\left(1+p \gamma_{0}+q \gamma_{2}\right) \xi & =\frac{\mathcal{C}\left(p \gamma_{1}\right)-\mathcal{C}\left(p \gamma_{0}\right)}{(1-p) \gamma_{2}}\left(1+p \gamma_{0}+q \gamma_{2}\right)  \tag{F-12a}\\
& =\frac{\left(1+p \gamma_{0}+q \gamma_{2}\right) \ln \left(1+p \gamma_{0}+q \gamma_{2}\right)}{(p+q-1) \gamma_{2}}  \tag{F-12b}\\
& >\frac{\left(1+q \gamma_{2}\right) \ln \left(1+q \gamma_{2}\right)}{q \gamma_{2}}  \tag{F-12c}\\
& \geq 1 \tag{F-12~d}
\end{align*}
$$

where ( $\mathrm{F}-12 \mathrm{~b}$ ) is obtained by rearranging ( $\mathrm{F}-6 \mathrm{~b}$ ), and where ( $\mathrm{F}-12 \mathrm{c}$ ) comes from the facts that $0<p<1$ and $q>0$. Finally, (F-12d) follows from (F-9). Therefore, we have

$$
\begin{equation*}
-\left(1+p \gamma_{0}+q \gamma_{2}\right) \xi<-1 . \tag{F-13}
\end{equation*}
$$

Thus, the function $W_{-1}(\cdot)$ is employed to solve ( $\mathrm{F}-10$ ), which yields

$$
\begin{equation*}
q=-\frac{1}{\gamma_{2}}\left\{\frac{1}{\xi} \mathrm{~W}_{-1}\left(-\xi \mathrm{e}^{-\left[1+p \gamma_{0}+(1-p) \gamma_{2}\right] \xi}\right)+1+p \gamma_{0}\right\} \tag{F-14}
\end{equation*}
$$

Combining (F-4), (F-6a), (F-14), and the fact that when $p=1$ we have $q=0$, yields the final result (5.39).

## F. 2 The P-2 Scheme

Following the analysis in Section 5.3.3 while having $C_{0}, C_{1}, C_{2}$, and $C_{\mathrm{m}}$ replaced with $\mathcal{C}\left(p \gamma_{0}\right), \mathcal{C}\left(p \gamma_{1}\right), \mathcal{C}\left(q \gamma_{2}\right)$, and $\mathcal{C}\left(p \gamma_{0}+q \gamma_{2}\right)$, respectively, we observe that again point A in Fig. 5.1 is the optimal operating point in Phase II for any given $(p, q)$, and that

$$
\begin{equation*}
R_{\max }^{(\mathrm{P}-2)}=\max _{\substack{p, q \\ p>0, q \geq 0}} \frac{\mathcal{C}\left(p \gamma_{0}+q \gamma_{2}\right) \mathcal{C}\left(p \gamma_{1}\right)-\mathcal{C}^{2}\left(p \gamma_{0}\right)}{\mathcal{C}\left(p \gamma_{0}+q \gamma_{2}\right)+\mathcal{C}\left(p \gamma_{1}\right)-2 \mathcal{C}\left(p \gamma_{0}\right)} \tag{F-15a}
\end{equation*}
$$

subject to the APC

$$
\begin{equation*}
p+q \frac{\mathcal{C}\left(p \gamma_{1}\right)-\mathcal{C}\left(p \gamma_{0}\right)}{\mathcal{C}\left(p \gamma_{0}+q \gamma_{2}\right)+\mathcal{C}\left(p \gamma_{1}\right)-2 \mathcal{C}\left(p \gamma_{0}\right)}=1 \tag{F-15b}
\end{equation*}
$$

It can be seen from (F-15) that $0<p \leq 1$. We first show that for any $p$ in $(0,1]$, there is a unique nonnegative $q$ satisfying ( $\mathrm{F}-15 \mathrm{~b}$ ). If $p=1$, then $q=0$ is the only solution. Now assume that $p \in(0,1)$, and consider the expression,

$$
\begin{equation*}
\frac{\left[\mathcal{C}\left(p \gamma_{1}\right)-\mathcal{C}\left(p \gamma_{0}\right)\right] q}{\mathcal{C}\left(p \gamma_{0}+q \gamma_{2}\right)+\mathcal{C}\left(p \gamma_{1}\right)-2 \mathcal{C}\left(p \gamma_{0}\right)} \tag{F-16}
\end{equation*}
$$

which is 0 and approaches $\infty$ as $q=0$ and $q \rightarrow \infty$, respectively (recall the condition
(F-1)). Also, we can write the derivative of (F-16) with respect to $q$ as

$$
\begin{equation*}
D \triangleq U\left[\ln \left(1+p \gamma_{0}+q \gamma_{2}\right)+\ln \left(1+p \gamma_{1}\right)-2 \ln \left(1+p \gamma_{0}\right)-\frac{\gamma_{2} q}{1+p \gamma_{0}+q \gamma_{2}}\right] \tag{F-17}
\end{equation*}
$$

where $U$ is a positive value. Now, we have

$$
\begin{align*}
D & =U\left[\ln \left(1+\frac{q \gamma_{2}}{1+p \gamma_{0}}\right)+\ln \left(\frac{1+p \gamma_{1}}{1+p \gamma_{0}}\right)-\frac{q \gamma_{2}}{1+p \gamma_{0}+q \gamma_{2}}\right]  \tag{F-18a}\\
& >U\left[\ln \left(1+\frac{q \gamma_{2}}{1+p \gamma_{0}}\right)-\frac{q \gamma_{2}}{1+p \gamma_{0}+q \gamma_{2}}\right]  \tag{F-18b}\\
& \geq 0 \tag{F-18c}
\end{align*}
$$

where ( $\mathrm{F}-18 \mathrm{~b}$ ) results from ( $\mathrm{F}-1$ ), and where ( $\mathrm{F}-18 \mathrm{c}$ ) follows directly from ( $\mathrm{F}-9$ ). The results obtained indicate that (F-16) strictly increases from 0 to $\infty$ with $q$. Hence, for any $p \in$ $(0,1)$, there is a positive $q$ for which (F-16) equals $1-p$ and (F-15b) is satisfied. Next, we derive $q$ from (F-15b) in terms of $p$.

Rearranging (F-15b) one obtains an equation similar to (F-10), as

$$
\begin{equation*}
-\left(1+p \gamma_{0}+q \gamma_{2}\right) \xi \mathrm{e}^{-\left(1+p \gamma_{0}+q \gamma_{2}\right) \xi}=-\left(1+p \gamma_{0}\right) \xi \mathrm{e}^{-\left[1+p \gamma_{0}+(1-p) \gamma_{2}\right] \xi} \tag{F-19}
\end{equation*}
$$

where $\xi$ has been given in (5.39c). Eq. (F-19) can be solved like (F-10) using the Lambert $W$-function. We should only determine that $\left(1+p \gamma_{0}+q \gamma_{2}\right) \xi$ is smaller or greater than 1 . To meet this objective, we write

$$
\begin{align*}
\left(1+p \gamma_{0}+q \gamma_{2}\right) \xi & =\frac{\left(1+p \gamma_{0}+q \gamma_{2}\right)\left[\ln \left(1+p \gamma_{0}+q \gamma_{2}\right)-\ln \left(1+p \gamma_{0}\right)\right]}{(p+q-1) \gamma_{2}}  \tag{F-20a}\\
& =\frac{\left(1+p \gamma_{0}\right)\left(1+\frac{q \gamma_{2}}{1+p \gamma_{0}}\right) \ln \left(1+\frac{q \gamma_{2}}{1+p \gamma_{0}}\right)}{(p+q-1) \gamma_{2}}  \tag{F-20b}\\
& \geq \frac{q}{p+q-1}  \tag{F-20c}\\
& >1 \tag{F-20d}
\end{align*}
$$

where ( $\mathrm{F}-20 \mathrm{a}$ ) is obtained from (5.39c) and by manipulating (F-19), and where ( $\mathrm{F}-20 \mathrm{c}$ ) follows from (F-9). Based on (F-20), we use $W_{-1}(\cdot)$ to derive $q$ from (F-19). The result is

$$
\begin{equation*}
q=-\frac{1}{\gamma_{2}}\left\{\frac{1}{\xi} \mathrm{~W}_{-1}\left(-\left(1+p \gamma_{0}\right) \xi \mathrm{e}^{-\left[1+p \gamma_{0}+(1-p) \gamma_{2}\right] \xi}\right)+1+p \gamma_{0}\right\} \tag{F-21}
\end{equation*}
$$

which completes the derivation of (5.40).

## F. 3 The P-3 Scheme

In P-3, like $\mathrm{P}-1$ and $\mathrm{P}-2$, if ( $\mathrm{F}-1$ ) (which is independent of $p$ and $q$ ) does not hold, the system reduces to DT. However, unlike P-1 and P-2, even if (F-1) holds, the system reduces to DT if the RD SNR is not larger than the SD SNR (see Section 5.3.4). In fact, under the condition (F-1) we can write, for P-3,

$$
\begin{equation*}
p \gamma_{0} \geq q \gamma_{2} \Longleftrightarrow \text { reversion to DT. } \tag{F-22}
\end{equation*}
$$

First, we show that if $\gamma_{0} \geq \gamma_{2}$, the best P-3 rate under the APC is obtained when $p=1$ and reversion to DT (based on (F-22)) occurs. Assume that $\gamma_{0} \geq \gamma_{2}$, and consider three schemes S-A, S-B, and S-C, and two positive values $p$ and $q$. Scheme S-A is a P-3 system with $\mathcal{E}_{\mathrm{S}}=p \mathcal{E}$ and $\mathcal{E}_{\mathrm{R}}=q \mathcal{E}$ where $p \gamma_{0}<q \gamma_{2}$. In S-A, assume that a message of entropy $H_{\mathrm{A}}$ is communicated to the destination in Phases I and II with $n_{1}$ and $n_{2}$ symbols, respectively, and that the short-term average energy equals $\mathcal{E}$. In $\mathrm{S}-\mathrm{B}$, the source communicates its message with entropy $H_{\mathrm{B}}$ by first transmitting $n_{1}$ symbols with energy per symbol $p \mathcal{E}$, and then transmitting $n_{2}$ symbols with energy per symbol $q \mathcal{E}$. It is obvious that the short-term average energy in S-B equals $\mathcal{E}$, the same as that in S-A. Scheme S-C is similar to S-B, with the difference that the source communicates its message with entropy $H_{\mathrm{C}}$ by transmitting all $n$ symbols with the same energy per symbol $\mathcal{E}$. Now, it is clear that $H_{\mathrm{A}} \leq H_{\mathrm{B}}$, as in S-A, $n_{2}$ symbols are transmitted with SNR $q \gamma_{2}$, while in S-B, the corresponding SNR is $q \gamma_{0}$. Also, $H_{\mathrm{B}}<H_{\mathrm{C}}$ as in S-C, all symbols are transmitted with the same energy $\mathcal{E}$. Therefore, $H_{\mathrm{A}}<H_{\mathrm{C}}$, which shows that P-3 cannot be superior to DT under the APC when $\gamma_{0} \geq \gamma_{2}$. In other words, when $\gamma_{0} \geq \gamma_{2}$, the maximum APC rate of P-3 equals the DT rate, i.e. $\mathcal{C}\left(\gamma_{0}\right)$. In the following, we assume that not only (F-1) holds, but also we have

$$
\begin{equation*}
\gamma_{0}<\gamma_{2} . \tag{F-23}
\end{equation*}
$$

However, $p \gamma_{0}$ may exceed or be exceeded by $q \gamma_{2}$, depending on the values of $p$ and $q$.
Considering the P-3 scheme depicted in Table 5.1 and performing an analysis similar to that yielding (5.24), we obtain

$$
\begin{equation*}
R_{\max }^{(\mathrm{P}-3)}=\max _{\substack{p, q \\ p>0, q \geq 0}} \frac{\mathcal{C}\left(p \gamma_{1}\right) \mathcal{C}\left(\max \left\{p \gamma_{0}, q \gamma_{2}\right\}\right)}{\mathcal{C}\left(p \gamma_{1}\right)+\mathcal{C}\left(\max \left\{p \gamma_{0}, q \gamma_{2}\right\}\right)-\mathcal{C}\left(p \gamma_{0}\right)} \tag{F-24}
\end{equation*}
$$

where $\max \{\cdot\}$ in the argument of $\mathcal{C}(\cdot)$ is for taking (F-22) into account. The maximization
(F-24) is subject to the APC that the short-term average energy, $E^{(\mathrm{P}-3)}$, equals $\mathcal{E}$. Next, we derive an expression for $E^{(\mathrm{P}-3)}$ and evaluate the APC .

Consider the example shown in Table 5.1. We obtain, like (5.14) and (5.23),

$$
\begin{equation*}
H=n_{1} \mathcal{C}\left(p \gamma_{1}\right) \tag{F-25}
\end{equation*}
$$

and

$$
\begin{equation*}
H=n_{1} \mathcal{C}\left(p \gamma_{0}\right)+\left(n-n_{1}\right) \mathcal{C}\left(q \gamma_{2}\right) \tag{F-26}
\end{equation*}
$$

Meanwhile, one has

$$
\begin{equation*}
E^{(\mathrm{P}-3)}=\frac{n_{1} \mathcal{E}_{\mathrm{S}}+\left(n-n_{1}\right) \mathcal{E}_{\mathrm{R}}}{n}=\frac{n_{1} p+\left(n-n_{1}\right) q}{n} \mathcal{E} \tag{F-27}
\end{equation*}
$$

Now, combining (F-25)-(F-27), and applying (F-22) yields

$$
E^{(\mathrm{P}-3)}= \begin{cases}\frac{p \mathcal{C}\left(q \gamma_{2}\right)+q\left[\mathcal{C}\left(p \gamma_{1}\right)-\mathcal{C}\left(p \gamma_{0}\right)\right]}{\mathcal{C}\left(q \gamma_{2}\right)+\mathcal{C}\left(p \gamma_{1}\right)-\mathcal{C}\left(p \gamma_{0}\right)} \mathcal{E}, & p \gamma_{0}<q \gamma_{2}  \tag{F-28}\\ p \mathcal{E}, & p \gamma_{0} \geq q \gamma_{2}\end{cases}
$$

Therefore, the APC $E^{(\mathrm{P}-3)}=\mathcal{E}$ becomes,

$$
\begin{equation*}
X \text { or } Y \tag{F-29a}
\end{equation*}
$$

where $X$ and $Y$ are two sets of constraints as,

$$
\begin{equation*}
X: \quad \frac{p \mathcal{C}\left(q \gamma_{2}\right)+q\left[\mathcal{C}\left(p \gamma_{1}\right)-\mathcal{C}\left(p \gamma_{0}\right)\right]}{\mathcal{C}\left(q \gamma_{2}\right)+\mathcal{C}\left(p \gamma_{1}\right)-\mathcal{C}\left(p \gamma_{0}\right)}=1 \text { and } p \gamma_{0}<q \gamma_{2} \tag{F-29b}
\end{equation*}
$$

and

$$
\begin{equation*}
Y: \quad p=1 \text { and } q \leq \frac{\gamma_{0}}{\gamma_{2}} \tag{F-29c}
\end{equation*}
$$

Note that under (F-23), $p=q=1$ satisfies $X$ and makes the objective function of (F-24) exceed $\mathcal{C}\left(\gamma_{0}\right)$. Using this observation and the fact that if (F-23) does not hold, $R_{\max }^{(\mathrm{P}-3)}$ equals $\mathcal{C}\left(\gamma_{0}\right)$, one obtains, from applying ( $\mathrm{F}-29$ ) to ( $\mathrm{F}-24$ ),

$$
R_{\max }^{(\mathrm{P}-3)}= \begin{cases}\max _{\text {subject to } X} \frac{\mathcal{C}\left(p \gamma_{1}\right) \mathcal{C}\left(q \gamma_{2}\right)}{\mathcal{C}\left(p \gamma_{1}\right)+\mathcal{C}\left(q \gamma_{2}\right)-\mathcal{C}\left(p \gamma_{0}\right)}, & \gamma_{0}<\gamma_{2}  \tag{F-30}\\ \mathcal{C}\left(\gamma_{0}\right), & \gamma_{0} \geq \gamma_{2}\end{cases}
$$

Next, we investigate the pairs $(p, q)$ for which $X$ is satisfied.
Consider the expression,

$$
\begin{equation*}
\frac{p \mathcal{C}\left(q \gamma_{2}\right)+q\left[\mathcal{C}\left(p \gamma_{1}\right)-\mathcal{C}\left(p \gamma_{0}\right)\right]}{\mathcal{C}\left(q \gamma_{2}\right)+\mathcal{C}\left(p \gamma_{1}\right)-\mathcal{C}\left(p \gamma_{0}\right)} \tag{F-31}
\end{equation*}
$$

It is straightforward to verify by differentiation and using (F-1) and (F-9) that like (F-7) and (F-16), the expression (F-31) for a given $p$ strictly increases from 0 to $\infty$ with $q$. Therefore, for a given $p$, if (F-31) evaluated at $q=p \gamma_{0} / \gamma_{2}$ is smaller than 1 , then a unique $q$ can be found for which $X$ holds. Otherwise, no $q$ can satisfy $X$. The expression (F-31) evaluated at $q=p \gamma_{0} / \gamma_{2}$ becomes

$$
\begin{equation*}
L(p) \triangleq p\left[\left(1-\frac{\gamma_{0}}{\gamma_{2}}\right) \frac{\mathcal{C}\left(p \gamma_{0}\right)}{\mathcal{C}\left(p \gamma_{1}\right)}+\frac{\gamma_{0}}{\gamma_{2}}\right] . \tag{F-32}
\end{equation*}
$$

Now, consider Lemma F. 1 which reveals a key fact about $L(p)$.
Lemma F.1. The function

$$
\begin{equation*}
f(x)=x\left[(1-c) \frac{\ln (1+a x)}{\ln (1+b x)}+c\right] \tag{F-33}
\end{equation*}
$$

for $0<a<b, 0<c<1$, and $x>0$, is an unbounded, strictly increasing function of $x$.
Proof. We know that $\ln (1+a x) / \ln (1+b x) \rightarrow 1$ as $x \rightarrow \infty$, by l'Hôpital's rule [86, eq. 3.4.1]. Therefore, $f(x)$ approaches $\infty$ as $x \rightarrow \infty$, which proves part of the lemma. To prove the remainder, first note that the function $(1+x) \ln (1+x) / x$ for $x>0$, is a strictly increasing function. This can be proved by differentiation and using the inequality $\ln (1+x)<x$ for $x>0$ [86, eq. 4.1.33]. Using this result and by differentiation, we can show that the function $\ln (1+a x) / \ln (1+b x)$ for $0<a<b$ and $x>0$ is a strictly increasing function of $x$. As $1-c$ and $c$ are both positive, the proof of the lemma is completed.

Lemma F. 1 indicates that under ( $\mathrm{F}-1$ ), $L(p)$ is a strictly increasing function which increases from 0 to $\infty$ with $p$. Therefore, if we assume that $p_{0}$ is the (unique) positive root of $L(p)-1$, then only for $p<p_{0}$ we have $L(p)<1$ and can find $(p, q)$ that satisfies $X$.

Before proceeding to derive $q$ in terms of $p$ for $p<p_{0}$, we examine the value of $p_{0}$. First, note that

$$
\begin{equation*}
\frac{\gamma_{0}}{\gamma_{1}}<\frac{\ln \left(1+p \gamma_{0}\right)}{\ln \left(1+p \gamma_{1}\right)}<1 \tag{F-34}
\end{equation*}
$$

where the left inequality is obtained by the fact that $\ln (1+x) / x$ is a strictly decreasing function of $x$, verifiable by differentiation and using (F-9), and where the right inequality comes from (F-1). Now, combining (F-23), (F-32), and (F-34), and using the fact that $L(p)$ is an increasing function, yields

$$
\begin{equation*}
1<p_{0}<\left[\left(1-\frac{\gamma_{0}}{\gamma_{2}}\right) \frac{\gamma_{0}}{\gamma_{1}}+\frac{\gamma_{0}}{\gamma_{2}}\right]^{-1} \tag{F-35}
\end{equation*}
$$

Employing the bounds in (F-35) and an iterative numerical method such as the bisection method, fixed-point iteration, and Newton's method [112, Chapter 2], one can find $p_{0}$ with great accuracy using a few iterations.

Now assume that $0<p<p_{0}$. We desire to calculate $q$ in terms of $p$ when

$$
\begin{equation*}
\frac{p \mathcal{C}\left(q \gamma_{2}\right)+q\left[\mathcal{C}\left(p \gamma_{1}\right)-\mathcal{C}\left(p \gamma_{0}\right)\right]}{\mathcal{C}\left(q \gamma_{2}\right)+\mathcal{C}\left(p \gamma_{1}\right)-\mathcal{C}\left(p \gamma_{0}\right)}=1 \tag{F-36}
\end{equation*}
$$

Rearranging (F-36), we obtain, assuming that $p \neq 1$,

$$
\begin{equation*}
-\left(1+\gamma_{2} q\right) \xi \mathrm{e}^{-\left(1+\gamma_{2} q\right) \xi}=-\xi \mathrm{e}^{-\left(1+\gamma_{2}\right) \xi} \tag{F-37}
\end{equation*}
$$

where $\xi$ is defined by (5.39c). It can be verified from (F-23) and (F-29b) that when $p=1$, $q$ equal to 1 is the (only) solution satisfying $X$. Subsequently, we assume that $p \neq 1$.

Using a branch of the Lambert $W$-function, we can solve (F-37) to find $q$ like (F-10) and (F-19). We only need to determine which branch is used. We know from the definition of $\xi$ that $\xi>0$ if $p<1$ and $\xi<0$ if $p>1$. It is observed from the ranges of the branches shown in Fig. F. 1 that when $\xi<0$, the zeroth branch has to be used. However, when $\xi>0$, it is not readily known if Branch 0 or Branch -1 is the response. To determine that, we should examine $\left(1+\gamma_{2} q\right) \xi$ to see if it is smaller or greater than 1 . We can write

$$
\begin{align*}
\left(1+\gamma_{2} q\right) \xi & =\frac{\ln \left(1+p \gamma_{1}\right)-\ln \left(1+p \gamma_{0}\right)}{(1-p) \gamma_{2}}\left(1+\gamma_{2} q\right)  \tag{F-38a}\\
& =\frac{\ln \left(1+\gamma_{2} q\right)}{(q-1) \gamma_{2}}\left(1+\gamma_{2} q\right)  \tag{F-38b}\\
& >\frac{\ln \left(1+\gamma_{2} q\right)}{\gamma_{2} q}\left(1+\gamma_{2} q\right)  \tag{F-38c}\\
& >1 \tag{F-38d}
\end{align*}
$$

where ( $\mathrm{F}-38 \mathrm{a}$ ) comes from ( 5.39 c ), and where ( $\mathrm{F}-38 \mathrm{~b}$ ) is obtained by manipulating ( $\mathrm{F}-36$ ), and where (F-38d) follows from (F-9). Therefore, Branch -1 has to be used when $p<$ 1. Summarizing the results obtained, pairs $(p, q)$ satisfying $X$, the constraint set given in (F-29b), are characterized by

$$
\begin{equation*}
0<p<p_{0} \tag{F-39a}
\end{equation*}
$$

and

$$
q= \begin{cases}-\frac{1}{\gamma_{2}}\left\{\frac{1}{\xi} \mathrm{~W}_{k}\left(-\xi \mathrm{e}^{-\left(1+\gamma_{2}\right) \xi}\right)+1\right\}, & p \neq 1  \tag{F-39b}\\ 1, & p=1\end{cases}
$$

where $k=-1$ and $k=0$ for $p<1$ and $p>1$, respectively. Combining (F-30) and (F-39) gives the final result (5.41).

## Appendix G

## Expected Values of the Transmission Times in P- $n, \mathbf{P}-\gamma$, and P- $t$

In this appendix, the derivation details for (6.18)-(6.23) are given. We investigate the protocols each in turn and obtain the complementary CDFs $\operatorname{Pr}\left\{T_{\mathrm{S}}>t\right\}$ and $\operatorname{Pr}\left\{T_{\mathrm{R}_{m}}>t\right\}$ for any $t$ and $m$. The final results (6.18)-(6.23) can be obtained by applying these complementary CDFs to (6.17). We do not mention the details of the integration (6.17) which leads to (6.18)-(6.23) for conciseness, as this only involves basic change of the order of integration or integration by parts. In the following, $u_{\mathrm{SD}}(\cdot), u_{\mathrm{S} m}(\cdot), u_{m \mathrm{D}}(\cdot), U_{\mathrm{SD}}(\cdot), U_{\mathrm{S} m}(\cdot)$, and $U_{m \mathrm{D}}(\cdot)$ are as defined in Section 6.4.1.

## G. 1 The P- $n$ Scheme

Recall the definitions of $T_{\mathrm{UL}}$, the uplink time, $\mathcal{D}(t)$, the set of the indices of decoding relays at time $t$, and the $\tau$ 's (6.4), and that $L$ is the parameter of P-n. Based on the protocol, we have, for a given $t$,

$$
\begin{align*}
\operatorname{Pr}\left\{T_{\mathrm{S}}>t\right\} & =\operatorname{Pr}\left\{T_{\mathrm{S}}>t, T_{\mathrm{UL}}>t\right\}+\operatorname{Pr}\left\{T_{\mathrm{S}}>t, T_{\mathrm{UL}} \leq t\right\} \\
& =\operatorname{Pr}\left\{\tau_{\mathrm{SD}}>t,|\mathcal{D}(t)|<L\right\} \\
& +\operatorname{Pr}\left\{\tau_{\mathrm{SD}}>t,|\mathcal{D}(t)| \geq L, \forall m \in \mathcal{D}(t): \tau_{\mathrm{SD}}<\tau_{m \mathrm{D}}\right\} . \tag{G-1}
\end{align*}
$$

Now, using the theorem of total probability [81, p. 103], one obtains

$$
\operatorname{Pr}\left\{T_{\mathrm{S}}>t\right\}=\left[1-U_{\mathrm{SD}}(t)\right] \sum_{\substack{\mathcal{A} \subset\{1, \ldots, M\} \\|\mathcal{A}| \leq L-1}} \prod_{m \in \mathcal{A}} U_{\mathrm{S} m}(t) \prod_{m \in \mathcal{A}^{\mathrm{c}}}\left[1-U_{\mathrm{S} m}(t)\right]
$$

$$
\begin{align*}
& +\sum_{\substack{\mathcal{A} \subset\{1, \cdots, M\} \\
|\mathcal{A}|=L}} \sum_{k \in \mathcal{A}} \int_{t}^{\infty} \mathrm{d} x \int_{0}^{t} \mathrm{~d} y u_{\mathrm{SD}}(x) u_{\mathrm{S} k}(y) \\
& \times \prod_{m \in \mathcal{A}}\left[1-U_{m \mathrm{D}}(x)\right] \prod_{\substack{m \in \mathcal{A} \\
m \neq k}} U_{\mathrm{S} m}(y) \prod_{m \in \mathcal{A}^{\mathrm{c}}}\left[1-U_{\mathrm{S} m}(y)\right] \tag{G-2}
\end{align*}
$$

Variables $x$ and $y$ in (G-2) respectively represent $\tau_{\mathrm{SD}}$ and $\tau_{\mathrm{S}(L)}$, defined as the time at which the $L$ th relay decodes.

Next for $T_{\mathrm{R}_{m}}$, where $m \in\{1, \ldots, M\}$, we need to determine $\operatorname{Pr}\left\{T_{\mathrm{R}_{m}}>t\right\}$ for any given $t$. First, assume that relay $\mathrm{R}_{m}$ has been selected to transmit in the downlink. Then, from (6.13) we have $T_{\mathrm{R}_{m}}>t$, or equivalently $T_{\mathrm{DL}}>t$, whenever

$$
\begin{equation*}
\frac{T_{\mathrm{UL}}}{\tau_{\mathrm{SD}}}+\frac{t}{\tau_{m \mathrm{D}}}<1 \tag{G-3}
\end{equation*}
$$

Meanwhile, $\mathrm{R}_{m}$ transmits in the downlink only if it excels among the source and $L$ first decoding relays and if $\tau_{\mathrm{SD}}$ is greater than $\tau_{\mathrm{S}(L)}$, the decoding time of the $L$ first relays. Combining all these facts, we can write

$$
\begin{align*}
& \operatorname{Pr}\left\{T_{\mathrm{R}_{m}}>t\right\}= \operatorname{Pr}\left\{m \in \mathcal{D}\left(\tau_{\mathrm{S}(L)}\right), \frac{\tau_{\mathrm{S}(L)}}{\tau_{\mathrm{SD}}}+\frac{t}{\tau_{m \mathrm{D}}}<1, \tau_{m \mathrm{D}}<\tau_{\mathrm{SD}}\right. \\
&\left.\forall i \in \mathcal{D}\left(\tau_{\mathrm{S}(L)}\right), i \neq m: \tau_{m \mathrm{D}}<\tau_{i \mathrm{D}}\right\} \\
&= \sum_{\substack{\mathcal{A} \subset\{1, \ldots, M\}-\{m\} \\
|\mathcal{A}|=L-1}} \sum_{k \in \mathcal{A} \cup\{m\}} \int_{t}^{\infty} \mathrm{d} x \int_{0}^{\infty} \mathrm{d} y u_{m \mathrm{D}}(x) u_{\mathrm{S} k}(y) \\
& \times\left[1-U_{\mathrm{SD}}\left(\max \left\{x, \frac{x y}{x-t}\right\}\right)\right] \prod_{i \in \mathcal{A}}\left[1-U_{i \mathrm{D}}(x)\right] \\
& \times \prod_{\substack{i \in \mathcal{A} \cup\{m\} \\
i \neq k}} U_{\mathrm{S} i}(y) \prod_{i \in \mathcal{A}^{\mathrm{c}} \cup\{m\}}\left[1-U_{\mathrm{S} i}(y)\right] \tag{G-4}
\end{align*}
$$

where variables $x$ and $y$ represent $\tau_{m \mathrm{D}}$ and $\tau_{\mathrm{S}(L)}$, respectively.

## G. 2 The P- $\gamma$ Scheme

Recall that the system parameter here is a threshold SNR denoted $\gamma_{\text {th }}$. Also, $\tau_{\text {th }}$ is defined by (6.4) and $\gamma_{\text {th }}$, such that for example, $\tau_{\text {SD }}<\tau_{\text {th }}$ or $\tau_{m \mathrm{D}}<\tau_{\text {th }}$ means that $\gamma_{\mathrm{SD}}>\gamma_{\text {th }}$ or $\gamma_{m \mathrm{D}}>\gamma_{\text {th }}$, i.e. Node S or Node $\mathrm{R}_{m}$ is AT.

The condition that Node S transmits more than $t$ seconds is that no AT node, except

Node S itself, emerges before $t$, and that if all relays decode before $t$ while no AT node has been found, Node S has the best link to Node D. Therefore, we have

$$
\begin{align*}
\operatorname{Pr}\left\{T_{\mathrm{S}}>t\right\}= & \operatorname{Pr}\left\{t<\tau_{\mathrm{SD}}<\tau_{\mathrm{th}}\right\}+\operatorname{Pr}\left\{\tau_{\mathrm{SD}}>t, \tau_{\mathrm{SD}} \geq \tau_{\mathrm{th}},\right. \\
& \bigcap_{m=1}^{M}\left(\tau_{\mathrm{S} m}>t \cup \tau_{m \mathrm{D}} \geq \tau_{\mathrm{th}}\right) \\
& {\left.\left[\left(\bigcup_{m=1}^{M} \tau_{\mathrm{S} m}>t\right) \cup\left(\bigcap_{m=1}^{M} \tau_{m \mathrm{D}}>\tau_{\mathrm{SD}}\right)\right]\right\} } \\
= & \max \left\{U_{\mathrm{SD}}\left(\tau_{\mathrm{th}}\right)-U_{\mathrm{SD}}(t), 0\right\}+\left[1-U_{\mathrm{SD}}\left(\max \left\{t, \tau_{\mathrm{th}}\right\}\right)\right] \\
\times & \left\{\prod_{m=1}^{M}\left[1-U_{\mathrm{S} m}(t) U_{m \mathrm{D}}\left(\tau_{\mathrm{th}}\right)\right]-\prod_{m=1}^{M} U_{\mathrm{S} m}(t)\left[1-U_{m \mathrm{D}}\left(\tau_{\mathrm{th}}\right)\right]\right\} \\
+ & \prod_{m=1}^{M} U_{\mathrm{S} m}(t) \int_{\max \left\{t, \tau_{\mathrm{th}}\right\}}^{\infty} \mathrm{d} x u_{\mathrm{SD}}(x) \prod_{m=1}^{M}\left[1-U_{m \mathrm{D}}(x)\right] \tag{G-5}
\end{align*}
$$

where $\cap$ and $\cup$ denote the intersection and union operations and where the integral in (G-5) has been derived by conditioning on $\tau_{\mathrm{SD}}$.

To determine $\operatorname{Pr}\left\{T_{\mathrm{R}_{m}}>t\right\}$, observe that Node $\mathrm{R}_{m}$ transmits more than $t$ seconds in either of these two cases; 1) it is AT and

$$
\begin{equation*}
\frac{\tau_{\mathrm{S} m}}{\tau_{\mathrm{SD}}}+\frac{t}{\tau_{m \mathrm{D}}}<1 \tag{G-6}
\end{equation*}
$$

(see (G-3)); 2) all relays decode while no AT node has been found, and $\mathrm{R}_{m}$ has the best link to Node D, and

$$
\begin{equation*}
\frac{\tau_{\mathrm{S}(M)}}{\tau_{\mathrm{SD}}}+\frac{t}{\tau_{m \mathrm{D}}}<1 \tag{G-7}
\end{equation*}
$$

where $\tau_{\mathrm{S}(M)}$ is the time when all relays decode. Based on these facts, one can write

$$
\begin{align*}
\operatorname{Pr}\left\{T_{\mathrm{R}_{m}}>t\right\}= & \operatorname{Pr}\left\{\tau_{\mathrm{SD}} \geq \tau_{\mathrm{th}}, \tau_{m \mathrm{D}}<\tau_{\mathrm{th}}, \frac{\tau_{\mathrm{S} m}}{\tau_{\mathrm{SD}}}+\frac{t}{\tau_{m \mathrm{D}}}<1,\right. \\
& \left.\bigcap_{\substack{i=1 \\
i \neq m}}^{M}\left(\tau_{\mathrm{S} i}>\tau_{\mathrm{S} m} \cup \tau_{i \mathrm{D}} \geq \tau_{\mathrm{th}}\right)\right\}  \tag{G-8a}\\
+ & \operatorname{Pr}\left\{\tau_{\mathrm{th}} \leq \tau_{m \mathrm{D}}<\tau_{\mathrm{SD}}, \frac{\tau_{\mathrm{S}(M)}}{\tau_{\mathrm{SD}}}+\frac{t}{\tau_{m \mathrm{D}}}<1, \min _{\substack{i=1, \ldots, M \\
i \neq m}} \tau_{i \mathrm{D}}>\tau_{m \mathrm{D}}\right\} \tag{G-8b}
\end{align*}
$$

$$
\begin{align*}
& =\int_{0}^{\infty} \mathrm{d} x \int_{t}^{\max \left\{t, \tau_{\mathrm{th}}\right\}} \mathrm{d} y u_{\mathrm{S} m}(x) u_{m \mathrm{D}}(y)\left[1-U_{\mathrm{SD}}\left(\max \left\{\tau_{\mathrm{th}}, \frac{x y}{y-t}\right\}\right)\right] \\
& \times \prod_{\substack{i=1 \\
i \neq m}}^{M}\left[1-U_{\mathrm{S} i}(x) U_{i \mathrm{D}}\left(\tau_{\mathrm{th}}\right)\right]  \tag{G-8c}\\
& +\int_{\max \left\{t, \tau_{\mathrm{th}}\right\}}^{\infty} \mathrm{d} x \int_{\max \left\{t, \tau_{\mathrm{th}}\right\}}^{x} \mathrm{~d} y u_{\mathrm{SD}}(x) u_{m \mathrm{D}}(y) \\
& \times \prod_{i=1}^{M} U_{\mathrm{S} i}\left(x\left(1-\frac{t}{y}\right)\right) \prod_{\substack{i=1 \\
i \neq m}}^{M}\left[1-U_{i \mathrm{D}}(y)\right] \tag{G-8d}
\end{align*}
$$

where the summands (G-8c) and (G-8d) are respectively obtained from (G-8a) and (G-8b) by conditioning on $\tau_{\mathrm{S} m}$ and $\tau_{m \mathrm{D}}$, and on $\tau_{\mathrm{SD}}$ and $\tau_{m \mathrm{D}}$.

## G. 3 The P- $t$ Scheme

In P-t, Node S transmits more than $t$ seconds, for a given $t$, if one of the following cases happens. 1) We have $\tau_{\mathrm{SD}} \leq t_{0}$, which means that the protocol reduces to DT (see the proof of Lemma 6.1), and we have $\tau_{\mathrm{SD}}>t$, which means that Node D needs to receive more than $t$ seconds from Node S to decode. 2) We have $\max \left\{t, t_{0}\right\}<\tau_{\mathrm{SD}} \leq t+t_{0}$. In this case, Node S transmits to Node D more than $t$ seconds only if no relay qualifies as the downlink node until $\tau_{\mathrm{SD}}-t_{0}$. Recalling (6.11), one observes that this happens when $\Theta_{m}\left(\tau_{\mathrm{SD}}-t_{0}\right)>t_{0}$, where $\Theta .(\cdot)$ is given by (6.11), or equivalently $\tau_{m \mathrm{D}}>\tau_{\mathrm{SD}}$, for any $m$. 3) The condition $\max \left\{t, t_{0}\right\}>t+t_{0}$ holds. In this case, for any $m \in \mathcal{D}(t)$ we should have $\Theta_{m}(t)>t_{0}$. This means that no decoding relay qualifies for the downlink transmission prior to $t$. Also, if $\mathcal{D}(t)=\{1, \ldots, M\}$, Node $S$ should have the best link to Node D. Now, we can write, from these three cases,

$$
\begin{aligned}
\operatorname{Pr}\left\{T_{\mathrm{S}}>t\right\}= & \operatorname{Pr}\left\{t<\tau_{\mathrm{SD}} \leq t_{0}\right\} \\
+ & \operatorname{Pr}\left\{\max \left\{t, t_{0}\right\}<\tau_{\mathrm{SD}} \leq t+t_{0}, \bigcap_{m=1}^{M}\left(\tau_{\mathrm{S} m}>\tau_{\mathrm{SD}}-t_{0} \cup \tau_{m \mathrm{D}}>\tau_{\mathrm{SD}}\right)\right\} \\
+ & \operatorname{Pr}\left\{\tau_{\mathrm{SD}}>t+t_{0}, \bigcap_{m=1}^{M}\left(\tau_{\mathrm{S} m}>t \cup\left(1-\frac{t}{\tau_{\mathrm{SD}}}\right) \tau_{m \mathrm{D}}>t_{0}\right)\right. \\
& \left.\left(\tau_{\mathrm{S}(M)}>t \cup \min _{m \in\{1, \cdots, M\}} \tau_{m \mathrm{D}}>\tau_{\mathrm{SD}}\right)\right\}
\end{aligned}
$$

$$
\begin{align*}
& =\max \left\{U_{\mathrm{SD}}\left(t_{0}\right)-U_{\mathrm{SD}}(t), 0\right\} \\
& +\int_{\max \left\{t, t_{0}\right\}}^{t+t_{0}} \mathrm{~d} x u_{\mathrm{SD}}(x) \prod_{m=1}^{M}\left[1-U_{\mathrm{S} m}\left(x-t_{0}\right) U_{m \mathrm{D}}(x)\right] \\
& +\int_{t+t_{0}}^{\infty} \mathrm{d} x u_{\mathrm{SD}}(x)\left\{\prod_{m=1}^{M}\left[1-U_{\mathrm{S} m}(t) U_{m \mathrm{D}}\left(\frac{t_{0} x}{x-t}\right)\right]\right. \\
& \left.-\prod_{m=1}^{M} U_{\mathrm{S} m}(t)\left[U_{m \mathrm{D}}(x)-U_{m \mathrm{D}}\left(\frac{t_{0} x}{x-t}\right)\right]\right\} \tag{G-9}
\end{align*}
$$

Regarding relay transmissions and to calculate $\mathrm{E}\left\{T_{\mathrm{R}_{m}}>t\right\}$, first recall from (6.11) that if Node S transmits $t$ seconds and then Node $\mathrm{R}_{m}$ substitutes for Node S , it takes

$$
\begin{equation*}
\Theta_{m}(t)=\left(1-\frac{t}{\tau_{\mathrm{SD}}}\right) \tau_{m \mathrm{D}} \tag{G-10}
\end{equation*}
$$

seconds more until Node D decodes. Let $t_{m}$ be defined as the time $t$ at which $\Theta_{m}(t)=t_{0}$; i.e.,

$$
\begin{equation*}
t_{m} \triangleq\left(1-\frac{t_{0}}{\tau_{m \mathrm{D}}}\right) \tau_{\mathrm{SD}} \tag{G-11}
\end{equation*}
$$

Also, note that $\tau_{\mathrm{S} m}$ is the time at which $\mathrm{R}_{m}$ can decode. Therefore, based on the protocol description in Section 6.3,

$$
\begin{equation*}
T_{\mathrm{UL}}^{\left(\mathrm{R}_{m}\right)} \triangleq \max \left\{\tau_{\mathrm{S} m}, t_{m}\right\} \tag{G-12}
\end{equation*}
$$

is the time at which $\mathrm{R}_{m}$ qualifies as a candidate for the downlink transmission. Meanwhile,

$$
\begin{equation*}
T_{\mathrm{UL}}^{(\mathrm{S})} \triangleq \max \left\{0, \tau_{\mathrm{SD}}-t_{0}\right\} \tag{G-13}
\end{equation*}
$$

is the time at which Node $S$ becomes qualified.
Combining all these facts, Node $\mathrm{R}_{m}$ becomes the downlink transmitter in either of these following two cases. 1) The time $T_{\mathrm{UL}}^{\left(\mathrm{R}_{m}\right)}$ is the smallest among all the $T_{\mathrm{UL}}^{(X)}$,s where $X \in\left\{\mathrm{~S}, \mathrm{R}_{1}, \cdots, \mathrm{R}_{M}\right\}$, and not all relays decode before $T_{\mathrm{UL}}^{\left(\mathrm{R}_{m}\right)}$. In this case, the uplink time equals $T_{\mathrm{UL}}^{\left(\mathrm{R}_{m}\right)}$ and the downlink time is $\Theta_{m}\left(T_{\mathrm{UL}}^{\left(\mathrm{R}_{m}\right)}\right)$. 2) All relays decode before $T_{\mathrm{UL}}^{\left(\mathrm{R}_{m}\right)}$, and we have that $T_{\mathrm{UL}}^{\left(\mathrm{R}_{m}\right)}<T_{\mathrm{UL}}^{(\mathrm{S})}$ and that $\mathrm{R}_{m}$ has the best link to Node D among the relays. In this case, the uplink and downlink times are given by $\tau_{\mathrm{S}(M)}$ and $\Theta_{m}\left(\tau_{\mathrm{S}(M)}\right)$, respectively, where $\tau_{\mathrm{S}(M)}$ is the time that the last relay decodes. Now, based on these observations and using (6.11), (G-13), and (G-12), we can write

$$
\operatorname{Pr}\left\{T_{\mathrm{R}_{m}}>t\right\}=\operatorname{Pr}\left\{T_{\mathrm{UL}}^{\left(\mathrm{R}_{m}\right)}<\tau_{\mathrm{SD}}-t_{0}, T_{\mathrm{UL}}^{\left(\mathrm{R}_{m}\right)} \leq \tau_{\mathrm{S}(M)}, \Theta_{m}\left(T_{\mathrm{UL}}^{\left(\mathrm{R}_{m}\right)}\right)>t\right.
$$

$$
\begin{align*}
& \left.\bigcap_{\substack{i=1 \\
i \neq m}}^{M}\left(\tau_{\mathrm{S} i}>T_{\mathrm{UL}}^{\left(\mathrm{R}_{m}\right)} \cup \Theta_{i}\left(T_{\mathrm{UL}}^{\left(\mathrm{R}_{m}\right)}\right)>t_{0}\right)\right\} \\
& +\operatorname{Pr}\left\{\tau_{\mathrm{S}(M)}<T_{\mathrm{UL}}^{\left(\mathrm{R}_{m}\right)}<\tau_{\mathrm{SD}}-t_{0}, \Theta_{m}\left(\tau_{\mathrm{S}(M)}\right)>t, \min _{m \in\{1, \cdots, M\}} \tau_{m \mathrm{D}}=\tau_{m \mathrm{D}}\right\} \\
& =\operatorname{Pr}\left\{\tau_{\mathrm{S} m}>\tau_{\mathrm{SD}}\left(1-\frac{t_{0}}{\tau_{m \mathrm{D}}}\right), \tau_{\mathrm{S} m}<\tau_{\mathrm{SD}}-t_{0}, \frac{\tau_{\mathrm{S} m}}{\tau_{\mathrm{SD}}}+\frac{t}{\tau_{m \mathrm{D}}}<1,\right. \\
& \left.\bigcap_{\substack{i=1 \\
i \neq m}}^{M}\left(\tau_{\mathrm{S} i}>\tau_{\mathrm{S} m} \cup \tau_{i \mathrm{D}}>\frac{t_{0}}{1-\frac{\tau_{\mathrm{S} m}}{\tau_{\mathrm{SD}}}}\right)\right\} \\
& +\operatorname{Pr}\left\{\tau_{\mathrm{S} m} \leq \tau_{\mathrm{SD}}\left(1-\frac{t_{0}}{\tau_{m \mathrm{D}}}\right) \leq \tau_{\mathrm{S}(M)}, \tau_{M \mathrm{D}}<\tau_{\mathrm{SD}}, t<t_{0},\right. \\
& \left.\bigcap_{\substack{i=1 \\
i \neq m}}^{M}\left(\tau_{\mathrm{S} i}>\tau_{\mathrm{SD}}\left(1-\frac{t_{0}}{\tau_{m \mathrm{D}}}\right) \cup \tau_{i \mathrm{D}}>\tau_{m \mathrm{D}}\right)\right\} \\
& +\operatorname{Pr}\left\{\tau_{\mathrm{SD}}\left(1-\frac{\max \left\{t, t_{0}\right\}}{\tau_{m \mathrm{D}}}\right)>\tau_{\mathrm{S}(M)}, \tau_{m \mathrm{D}}=\min _{i \in\{1, \cdots, M\}} \tau_{i \mathrm{D}}<\tau_{\mathrm{SD}}\right\} \\
& =\int_{t_{0}}^{\infty} \mathrm{d} x \int_{0}^{x-t_{0}} \mathrm{~d} y u_{\mathrm{SD}}(x) u_{\mathrm{S} m}(y) \max \left\{U_{m \mathrm{D}}\left(\frac{t_{0} x}{x-y}\right)-U_{m \mathrm{D}}\left(\frac{t x}{x-y}\right), 0\right\} \\
& \times \prod_{\substack{i=1 \\
i \neq m}}^{M}\left[1-U_{\mathrm{S} i}(y) U_{i \mathrm{D}}\left(\frac{t_{0} x}{x-y}\right)\right] \\
& +\int_{t_{0}}^{\infty} \mathrm{d} x \int_{t_{0}}^{x} \mathrm{~d} y u_{\mathrm{SD}}(x) u_{m \mathrm{D}}(y) U_{\mathrm{S} m}\left(x\left(1-\frac{t_{0}}{y}\right)\right) \\
& \times\left\{\prod_{\substack{i=1 \\
i \neq m}}^{M}\left[1-U_{\mathrm{S} i}\left(x\left(1-\frac{t_{0}}{y}\right)\right) U_{i \mathrm{D}}(y)\right]-\prod_{\substack{i=1 \\
i \neq m}}^{M} U_{\mathrm{S} i}\left(x\left(1-\frac{t_{0}}{y}\right)\right)\left[1-U_{i \mathrm{D}}(y)\right]\right\} \\
& +\int_{\max \left\{t, t_{0}\right\}}^{\infty} \mathrm{d} x \int_{\max \left\{t, t_{0}\right\}}^{x} \mathrm{~d} y u_{\mathrm{SD}}(x) u_{m \mathrm{D}}(y) \\
& \times \prod_{i=1}^{M} U_{\mathrm{S} i}\left(x\left(1-\frac{\max \left\{t, t_{0}\right\}}{y}\right)\right) \prod_{\substack{i=1 \\
i \neq m}}^{M}\left[1-U_{i \mathrm{D}}(y)\right] \tag{G-14}
\end{align*}
$$

where the second equality is obtained after separately considering the two cases of $\tau_{\mathrm{S} m}>$ $t_{m}$ and $\tau_{\mathrm{S} m} \leq t_{m}$ (see (G-13) and (G-12)), and where the third equality is obtained by conditioning on $\tau_{\mathrm{SD}}, \tau_{\mathrm{S} m}$, and $\tau_{m \mathrm{D}}$.
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