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ABSTRACT OF THE DISSERTATION

Learning-Based Facial Attribute Estimation and Manipulation

by

Shiwei Jin

Doctor of Philosophy in Electrical Engineering (Signal and Image Processing)

University of California San Diego, 2024

Professor Truong Nguyen, Chair

Facial attribute analysis plays a crucial role in various fields such as surveillance, enter-

tainment, healthcare, and human-computer interaction. The advert of deep neural networks has

sparked a growing interest in learning-based facial attribute analysis. This dissertation focuses on

learning-based facial attribute analysis, encompassing facial attribute estimation and manipulation

tasks. We focused on solving challenges including addressing data scarcity in supervised facial

attribute estimation, handling facial attribute manipulation in high-resolution images, efficiently

disentangling targeted attributes from others, and training a facial attribute manipulator with

datasets from a small number of subjects.

The dissertation is structured around three key facial attribute categories: head orientations,

xiv



gaze directions, and facial action units. The first part delves into improving appearance-based

gaze estimation by considering person-dependent anatomical variations and accounting for ocular

countering-rolling (OCR) responses, resulting in a more efficient and accurate method. The second

part introduces ReDirTrans, a portable network designed for gaze redirection in high-resolution

face images. By focusing on latent-to-latent translation, ReDirTrans enables precise gaze and

head pose redirection while preserving other attributes, expanding its applicability beyond limited

ranges of faces. The final part presents AUEditNet, a model for manipulating facial action

unit intensities. This addresses challenges posed by data scarcity by effectively disentangling

attributes and identity within a limited subject pool. AUEditNet demonstrates superior accuracy

in editing AU intensities across 12 AUs, showcasing its potential for fine-grained facial attribute

manipulation.

Overall, this dissertation contributes novel methodologies in learning-based facial attribute

analysis, paving the way for enhanced performance and versatility across various real-world

applications.
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Chapter 1

Introduction

Facial attributes refer to the various features and characteristics of a person’s face, which

are essential indicators applied across diverse fields like surveillance, entertainment, healthcare,

automobile, and human–computer interaction. The advancement of deep neural networks has

fueled growing interest in learning-based facial attribute analysis due to their superior estimation

capabilities.

Learning-based facial attribute analysis involves two main tasks [1]: facial attribute

estimation and facial attribute manipulation. Facial attribute estimation predicts specific facial

attributes from whole or partial face images. Facial attribute manipulation edits aimed facial

attributes while preserving others. These two tasks complement each other. The manipulation

effectively disentangles the aimed attributes from others, working as features distillation for

estimation. While a well-trained estimator enhances manipulation performance by serving as a

pretrained loss to evaluate edited facial attributes in synthesized face images.

Supervised facial attribute estimation typically demands extensive labeled data for the

targeted attributes, which can be time-consuming and sometimes require expertise for accurate

annotation. Conditional facial attribute manipulation provides an alternative solution to address

annotated data scarcity. The edited images resulting from conditional manipulation, paired with
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corresponding conditions, augment the raw dataset and potentially improve the performance of the

facial attribute estimation model. Moreover, as generators produce increasingly realistic images,

it opens up new possibilities for leveraging facial attribute manipulation in creative endeavors,

enhancing storytelling, character development in various media forms.

In this dissertation, we focus on three categories of the facial attributes: head orientations,

gaze directions, and facial action units.

1.1 Background

1.1.1 Human Gaze

Definition. The human gaze indicates the direction a person is looking in. The optical axis of

the eyeball is an theoretical line that passes through the the eyeball center and pupil center, which

is associated with the observed iris [2]. The gaze direction and the optical axis are misaligned

and the angle between them is termed as the Kappa Angle (κκκ). This angle is a person-dependent

anatomical variable that is not observable from external appearance. The details are illustrated in

Fig. 2.1.

Gaze Estimation. There are three categories of gaze estimation methods: 2D gaze estimation,

gaze following and 3D gaze estimation. 2D gaze estimation attempts to estimate the 2D points

of the intersection between the gaze directions and the calibrated objects, such as glasses and

screens of portable devices. But, the prerequisite for devices restricts the generalized ability

of 2D gaze estimation model among different devices. Gaze following aims at predicting the

gazing objects by the estimated saliency maps in an image or videos. But gaze following

methods tend to predict the gazing target given the head orientations instead of the gaze directions,

which yields inaccurate performance of cases with large or extreme gaze directions. 3D gaze

estimation focuses on retrieving the 3D sight direction of eyes, which can be further classified

2



into two main categories: geometric-based methods and appearance-based methods. Geometric-

based methods predict gaze directions based on the geometric eye model whose parameters

are estimated given the extracted eyes’ features such as eye corners, corneal reflection and iris

centers [3, 4, 5, 6, 7]. These methods usually require high resolution eye images, time-consuming

personal calibration and near frontal head orientations, which can achieve more precise estimation

at the cost of application ranges. Appearance-based methods [8, 9, 10, 11, 12] directly learn a

mapping function from eye appearance images to the gaze directions without requirements of

camera calibration and the geometric model. With the development of the deep neural network

and techniques, appearance-based methods enjoyed significant improvements (more accurate

and more efficient) for in-the-wild settings, which further speeds up gaze-related downstream

applications.

Gaze Redirection. Methods for redirecting gaze directions can be classified into two main

categories: warping-based methods and generator-based methods. Ganin et al. [13] proposed

Deepwarp which learned warping fields to rearrange the pixels’ locations for gaze redirection

given the input images. Yu et al. [14] introduced a cycle pipeline with semantic segmentation

consistency to supervise warping-field-based gaze redirection and they [15] further extended the

warping-field-based methods with an unsupervised learning strategy by representation learning.

These warping-based methods can maintain the original content very well since the pixel values

in the redirected images are interpolated given the original ones. However, such methods cannot

synthesize the change of lighting conditions or extreme gaze directions and head orientations

[16, 17]. Besides warping-field-based methods, He et al. [18] first applied the Generative

Adversarial Network to the gaze redirection task, generating photo-realistic eye images with

desired gaze directions. Park et al. [16] proposed FAZE: an encoder-decoder structure to change

gaze directions and head orientations in feature space with desired labels. Zheng et al. [17]

presented ST-ED, which first advanced the encoder-decoder method from eye images to face
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images. However, ST-ED focused on generating 128×128 images with the restricted face range

(no hair area), which limited the potential applications of gaze and head redirection.

1.1.2 Facial Action Units

Definition. A facial action unit (AU) is a specific movement or combination of movements of the

facial muscles that produce a distinct facial expression. These AUs are objectively quantified on a

six-level ordinal scale as defined by the Facial Action Coding System (FACS) [19]. A relatively

small number of AUs (30) have ability to generate over 7,000 observed facial expressions through

various combinations.

AU Intensity Manipulation. Due to the scarcity of public AU-annotated datasets and the

limited number of subjects included, AU intensity manipulation methods often rely on the

pretrained AU intensity estimator [20] to increase the available training data. The estimator is

used to estimate AU intensities on public face datasets with much larger subject pools [21, 22, 23],

and the estimated AU intensities are then utilized as the ground truth. This process ensures the

disentanglement of AU-related features from others based on a large amount of data, which

is a common solution used in state-of-the-art AU intensity manipulation techniques to address

the challenge of data scarcity in this field. Among these AU intensity manipulation methods,

GANimation [24] was an early attempt to use AU intensities as conditions for facial expression

manipulation. However, it faced attention mechanism issues, leading to overlap artifacts in areas

of facial deformation [25]. Ling et al. [26] proposed a method using relative AU intensities

between source and target images as conditions, avoiding the direct addition of new attributes

onto existing expressions [27]. Alternatively, ICface [27] introduced a two-stage editing process.

The first stage transforms the input image into a neutral state with all AU intensities set to zero.

The second stage maps this neutral state to the final output, incorporating the desired driving

attributes with two independent generators.
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1.1.3 Face Image Editing

GAN Inversion. GAN inversion is the process of estimating latent codes that enable the faithful

reconstruction of the given image via a pretrained generator. There are two main types of GAN

inversion methods. The first type optimizes latent codes directly until they can reconstruct

the image, which produces high-quality results but can be time-consuming because it requires

optimization for each image. The second type trains an encoder to work with the pretrained

generator. The encoder converts the image into latent codes, which the generator then uses to

reconstruct the image. This encoder-based type balances processing time and reconstruction

quality effectively. Richardson et al. introduced the multi-level structure encoder pSp [28], which

corresponds to the multi-level structure of StyleGAN [29] to match coarse to fine features in style.

Tov et al. proposed e4e [30] for both high-quality image reconstruction and efficient editing

of latent codes, using a residual addition process. Alaluf et al. introduced ReStyle [31] with a

self-correcting method to estimate residuals in inverted latent codes, enhancing inversion quality

through iterative updates. Additionally, Alaluf et al. presented HyperStyle [32] to modulate

StyleGAN’s weights for better reconstruction quality.

Latent Space Manipulation. Editing facial attributes directly at the pixel level is highly

challenging and time-exhausted due to the entangled nature of multiple facial attributes in the

image space. Instead, many researchers place their focus to working in the latent space of

generative models, particularly leveraging the well-disentangled latent space of StyleGAN [29]

for image editing. Supervised methods like InterFaceGAN [33] determine hyperplanes for facial

attribute editing based on provided labels. StyleFlow [34] maps a sample from a prior distribution

to a latent distribution conditioned on target attributes estimated by pretrained attribute classifiers.

Unsupervised methods such as GANSpace [35], SeFa [36], and TensorGAN [37] use principal

components analysis, eigenvector decomposition, and higher-order singular value decomposition

to discover semantic directions in the latent space, respectively. Other self-supervised methods
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involve mixing latent codes from other samples for local editing [38, 39] or incorporate language

models like CLIP [40] for text-driven editing [41].

1.2 Contribution

Our objective in this dissertation has been carried out into three parts: 1) Appearance-

based gaze estimation with considering the unobserved personal variations; 2) Gaze and head

redirection in high-resolution face images; 3) Facial action unit intensity manipulation with

limited subjects’ pool.

1.2.1 Gaze Estimation

Conventional appearance-based 3D gaze estimation methods generally use the roll of

the head pose to represent the eyeball’s roll status by default. To reduce degrees of freedom

of head poses, a normalization step was proposed to apply global transformations to images to

make heads upright and eyelids horizontal. However, due to the ocular countering-rolling (OCR)

response, the eyeball will rotate in the opposite direction when the head tilts to the side. After

normalization, the eyeball will have an extra roll compared to the roll status of the eyeball when

the head is not tilted. This roll from the OCR response causes a changed orientation of the eyeball

in normalized eye images, which represents the roll status of the anatomical structure inside the

eyeball and consequently affects gaze directions. Thus in this work, we propose a pipeline to

regress the person-dependent anatomical variation as a calibration process with considering the

OCR response, which can work with our proposed eye-image-based person-independent gaze

estimator trained with real and synthetic eye images. The proposed method firstly brings the

OCR response into the gaze estimation task, achieving better performances on the two benchmark

datasets with fewer parameters under the real-time scenarios. With a replacement of a deeper

network, compared to state-of-the-art methods, the proposed method is more efficient, achieving
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a). better average estimate (3.9% and 2.5% improvement), b). much better standard deviation

(lower by 59.0% and 44.2%) and c). a much lower number of parameters (reduced by 88.0%).

1.2.2 Gaze Redirection

Learning-based gaze estimation methods require large amounts of training data with

accurate gaze annotations. Facing such demanding requirements of gaze data collection and

annotation, several image synthesis methods were proposed, which successfully redirected gaze

directions precisely given the assigned conditions. However, these methods focused on changing

gaze directions of the images that only include eyes or restricted ranges of faces with low

resolution (less than 128× 128) to largely reduce interference from other attributes such as

hairs, which limits application scenarios. To cope with this limitation, we proposed a portable

network, called ReDirTrans, achieving latent-to-latent translation for redirecting gaze directions

and head orientations in an interpretable manner. ReDirTrans projects input latent vectors into

aimed-attribute embeddings only and redirects these embeddings with assigned pitch and yaw

values. Then both the initial and edited embeddings are projected back (deprojected) to the

initial latent space as residuals to modify the input latent vectors by subtraction and addition,

representing old status removal and new status addition. The projection of aimed attributes only

and subtraction-addition operations for status replacement essentially mitigate impacts on other

attributes and the distribution of latent vectors. Thus, by combining ReDirTrans with a pretrained

fixed e4e-StyleGAN pair, we created ReDirTrans-GAN, which enables accurately redirecting

gaze in full-face images with 1024×1024 resolution while preserving other attributes such as

identity, expression, and hairstyle. Furthermore, we presented improvements for the downstream

learning-based gaze estimation task, using redirected samples as dataset augmentation.
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1.2.3 Action Unit Intensity Manipulation

Facial action unit (AU) intensity plays a pivotal role in quantifying fine-grained expression

behaviors, which is an effective condition for facial expression manipulation. However, publicly

available datasets containing intensity annotations for multiple AUs remain severely limited, often

featuring a restricted number of subjects. This limitation places challenges to the AU intensity

manipulation in images due to disentanglement issues, leading researchers to resort to other large

datasets with pretrained AU intensity estimators for pseudo labels. In addressing this constraint

and fully leveraging manual annotations of AU intensities for precise manipulation, we introduce

AUEditNet. Our proposed model achieves impressive intensity manipulation across 12 AUs,

trained effectively with only 18 subjects. Utilizing a dual-branch architecture, our approach

achieves comprehensive disentanglement of facial attributes and identity without necessitating

additional loss functions or implementing with large batch sizes. This approach offers a potential

solution to achieve desired facial attribute editing despite the dataset’s limited subject count. Our

experiments demonstrate AUEditNet’s superior accuracy in editing AU intensities, affirming its

capability in disentangling facial attributes and identity within a limited subject pool. AUEditNet

allows conditioning by either intensity values or target images, eliminating the need for construct-

ing AU combinations for specific facial expression synthesis. Moreover, AU intensity estimation,

as a downstream task, validates the consistency between real and edited images, confirming the

effectiveness of our proposed AU intensity manipulation method.

1.3 Organization

The rest of the thesis is organized as follows. Chapter 2 discusses the eye-image-based

gaze estimation. We proposed a gaze estimation pipeline with the OCR-aware Kappa Angle

regression as a personal calibration process. Chapter 3 discusses the gaze and head redirection

task. We presented an interpretable redirection network, which can work with trainable or fixed
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encoder-generator pairs to achieve gaze and head redirection accordingly given the provided

pitch and yaw values of new gaze directions and head orientations. Chapter 4 discusses the

action unit intensity manipulation task. We presented a promising solution for editing facial

attributes despite the dataset’s limited subject count, which successfully achieved action unit

intensity manipulation based on intensity values or target images without retraining the network

or requiring extra estimators. Chapter 5 presents conclusion and discussion on future work.
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Chapter 2

Kappa Angle Regression With Ocular

Counter-Rolling Awareness for Gaze

Estimation

2.1 Introduction

Human gaze is an essential indicator for many applications such as human-computer

interaction [42, 43], health assessment [44], automotive assistance [45, 46] and virtual reality [47,

48]. Non-invasive appearance-based gaze estimation methods enjoyed significant improvements

[49, 16, 14] for in-the-wild settings due to the development of the Convolutional Neural Network

(CNN). However, they still struggle with achieving high accuracy due to the challenges caused by

variations of head poses [12, 50], noisy and limited annotations [16], eye shapes and anatomical

variations of different subjects [2, 51], etc.

Several techniques, ranging from normalization for data pre-processing [11, 50] to

individual-specific calibration after training [49], were proposed to reduce the variations stated

above. Image normalization’s fundamental idea is reducing the degrees of freedom of the object
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(a) Eyeball Structure (b) Eyeball Muscles and Motions

Figure 2.1: Eyeball structure and muscles. (a) Kappa Angle κκκ is defined as the angle between visual axis
VVV (the line connecting the fovea and nodal point N, which defines gaze and is unobserved) and optic axis
OOO (the line connecting the eyeball center and pupil center, which is related to the observed iris [2]). (b)
The arrows show the eyeball motions controlled by the corresponding muscles. The oblique muscles are
used for the eyeball roll motion [52].

pose from six (head poses: pitch, yaw, roll and position: x, y, z) to two (head poses: pitch,

yaw) by perspective image warping. This normalization step facilitates mapping from images

to gaze directions across different samples or even datasets [53]. Another source of variation

causing limited accuracy with a person-independent gaze estimator emerges from the anatomical

structures of the eyes. As shown in Fig. 2.1 (a), the visual axis is not aligned with the optic

axis (related to the observed iris) [2], and such alignment differences, called ‘Kappa Angle’, are

subject-specific. Given this unobserved anatomical variation across different subjects, person-

dependent calibration methods such as gaze differences estimation [51], models calibration with

meta-learning [16], and personalized parameters regression [49] were proposed, which further

improved gaze estimation performance with a few calibration samples.

However, normalization focuses more on global transformations of images according to

head poses and ignores independent eyeball motions. It obeys the human eyeball movement

response called ocular counter-rolling (OCR). When the head tilts to the side, the OCR response

consists of a torsional conjugate eye movement opposite the static head roll direction around the
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Figure 2.2: Changed gaze directions caused by the processes of OCR and normalization. When a subject
rotates his head with a roll of α, the eyeball will rotate in the opposite direction with a roll of −β. After
normalization, the roll of the head pose is normalized to zero by an rotation of −α. But the current eyeball
still has a roll with −β, which causes different fovea locations and consequently changes visual axis
directions.

optic axis [54]. As presented in Fig. 2.2, when the head has a roll motion, the eyeball will have

an opposite roll motion to maintain the initial horizontal status instead of rotating together with

the head given the indications from iris patterns. After normalization is applied to images, the

head and eyelids are transformed to the upright status, but the eyeball’s orientation in normalized

images still has an extra roll caused by OCR. This extra roll is difficult to acquire from low-

resolution eye images and its highly-related variable, the roll of the head pose, is abandoned after

normalization. Failing to account for the eyeball’s counter-rolling movement is undesired because

this movement causes different roll status of the eyeball, which implies different fovea locations

and consequently changes gaze directions, shown in Fig. 2.2. Inspired by this observation, we

propose a new framework for gaze estimation, which considers the OCR response during the
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regression of the person-dependent variable: the Kappa Angle.

Our contributions are:

1) Propose a new pipeline to regress the Kappa Angle with considering the factor of OCR.

2) Integrate the Kappa Angle regression part with a unified eye-image-based gaze estimator

to achieve person-dependent calibration during both training and evaluation.

3) Present a comparable estimation accuracy and much lower standard deviation with

fewer network parameters on benchmark datasets, which indicates the effectiveness of our

proposed gaze estimation pipeline with OCR-aware Kappa Angle compensation.

2.2 Related Work

2.2.1 Appearance-Based Gaze Estimation

Appearance-based gaze estimation methods aim at mapping eye-containing images the

gaze directions (2D screen locations or 3D gaze direction vectors), which achieved significant

improvements [55, 12] compared with geometric approaches [56, 57, 58] given supports from

several large-scale datasets [59, 60, 53, 61] and constantly evolving deep learning techniques.

GazeNet [55] was the first learning-based 3D gaze estimation method that took one eye image as

the input. Except for the single input, multi-branch’s inputs included both eyes inputs [62, 51, 63];

full-face inputs [64, 65]; and multi-model inputs [60, 66, 62] were proposed and achieved

improvements given extra informative data, which were at the cost of calculation complexity

and memory requirements. More recently, person-dependent calibration [51, 49, 16, 15, 67]

(or domain adaptation [68, 69, 70]) approaches were proposed, which attempted to remove

personal variations (or domain gaps) with a few annotated (or unannotated) samples. Strobl et

al. [71] utilized the features from a person-independent model over the test subject’s data to

further train a person-specific Support Vector Regression for personalized gaze estimation. Liu et

al. [51] proposed learning the gaze difference between two images of the same eye to remove
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the unobserved person-dependent variables. Chen et al. [67] decomposed gaze into a person-

independent component estimated from images and a person-dependent bias regressed as network

parameters. Liu et al. [68] used an ensemble of networks for collaborative learning, guided by

outliers. Bao et al. [69] introduced the constraint of rotation consistency for unsupervised domain

adaptation. Our method follows this gaze decomposition idea. A unified gaze estimator was

utilized for estimating the person-independent component of gaze and the person-dependent part

was regressed by including OCR.

2.2.2 Gaze Redirection

Given the need for large amounts of labeled data for training a robust gaze estimator,

several conditional image synthesis methods were proposed to generate images with desired gaze

directions. Ganin et al. [13] proposed learning warping fields to rearrange the pixels’ locations

for gaze redirection given the input images. Yu et al. [14] introduced a cycle pipeline with

semantic segmentation consistency to supervise warping-field-based gaze redirection and they

[15] further extended the warping-field-based methods with an unsupervised learning strategy

by representation learning. Besides warping-field-based methods, He et al. [18] first applied

the Generative Adversarial Network to the gaze redirection task, generating photo-realistic eye

images with desired gaze directions. Park et al. [16] proposed FAZE: an encoder-decoder

structure to change gaze directions and head orientations in feature space with desired labels.

Zheng et al. [17] presented ST-ED, which first advanced the encoder-decoder method from eye

images to full-face images. However, these gaze redirection methods did not consider modeling

person-independent components of gaze. Much more accurate gaze estimation results trained and

tested only with synthetic data also proved it. Thus in our work, we utilized ST-ED to generate

synthetic face images with desired gaze directions for learning the person-independent component

of the gaze.
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2.2.3 Ocular Counter-Rolling

Ocular Counter-Rolling (OCR) is a partially compensatory torsional eye movement only

when the head is tilted toward the shoulder [54]. In particular, the OCR response of human

eyeballs is controlled separately by the surrounding muscles called superior and inferior obliques

[52], shown in Fig. 2.1 (b). When the head is tilted with α toward the shoulder in a natural

pose, these muscles make the eyeball rotate in the opposite direction with β, as shown in Fig.

2.2. After normalization, eye images look horizontally orientated, but the eyeball and the fovea

location are tilted with an extra roll (β) owing to the OCR response. This extra roll (β) caused

by OCR doesn’t change the absolute value of the Kappa Angle, which is always invariant for

the same subject. It only redistributes the pitch and yaw components of the Kappa Angle. Thus

we can compensate this redistribution (counteract OCR) on pitch and yaw components of the

Kappa Angle by applying a rotation matrix built by β. Given this, we proposed a Kappa Angle

compensation method with OCR awareness, elaborated in Section 2.3.

2.3 Method

In this section, we will firstly discuss the cases without or with considering ocular counter-

rolling (OCR). Secondly, we will show the difference between real and synthetic data based on

some simulation results. Thirdly, we will introduce the training and evaluation pipeline with

considering OCR and the person-dependent part of gaze. Lastly, we will introduce loss functions

for supervising the whole process.
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2.3.1 Processes W/O or W/ OCR

Fig. 2.1 (a) illustrates that the Kappa Angle (κκκ) represents the angle between the optic

axis (OOO) and the visual axis (VVV ), and is dependent on the individual.

OOO+κκκ =VVV , (2.1)

where OOO, VVV and κκκ ∈ R2×1 (2D vectors representing pitch and yaw), and hence we can use the

addition to depict the 3D relationship of these variables. According to Atchison’s study [72], the

absolute angle value (norm of pitch and yaw) of the Kappa Angle remains constant for the same

subject. However, if the eyeball’s roll status changes with respect to the head coordinate system,

the pitch and yaw of the Kappa Angle will adjust accordingly, as depicted in Fig. 2.2.

W/O OCR: Diff-NN [51] is a typical method without considering OCR in the gaze

estimation task. While the optical axis OOO can be estimated from images using a unified model,

there is no ground truth available. On the other hand, the gaze direction VVV does have ground

truth. However, because the Kappa Angle is person-specific and not directly observable from

images, it is not possible to estimate VVV using images alone. To address this, Diff-NN estimates

the difference in gaze by subtracting the unobservable Kappa Angle and leveraging the available

ground truth. Given two images (III1, III2) from the same eye, the gaze difference is

VVV 1 −VVV 2 = (OOO1 +κκκ1)− (OOO2 +κκκ2), (2.2)

where the subscripts denote variables related to the respective images. If we don’t consider OCR

during gaze estimation, the pitch and yaw of the Kappa Angle maintain constant regardless of

different head poses between images. In this case, Eq. 2.2 simplifies to

VVV 1 −VVV 2 = OOO1 −OOO2 if κκκ1 = κκκ2, (2.3)
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indicating the scenario without considering OCR.

W/ OCR: Due to the presence of OCR response, the eyeball undergoes an additional

roll (−β) that counteracts the roll motion of the head (α), as illustrated in Fig. 2.2. Even after

normalization where the head roll is removed, the extra roll (−β) of the eyeball persists in the

normalized eye images. As a result, the pitch and yaw of the Kappa Angle vary for the same

subject’s data and consequently Eq. 2.3 is no longer valid. We can update Eq. 2.1 to

OOO+T −1 [RRROCR ·T (κ)] =VVV , (2.4)

where RRROCR ∈R3×3 is a roll rotation matrix built given the OCR response; κ represents the Kappa

Angle with invariant pitch and yaw components; T is a function to transform pitch and yaw to a

3D directional unit vector and T −1 represents the inverse process. As reported in the statistics

[73, 74], the roll (β) from OCR is around 1/7.5 of the roll motion (α) of the head.

2.3.2 Real and Synthetic Data

The optic axis is the line connecting the nodal point with the pupil center, which is related

to the observed iris [2] and can be estimated from images [67]. However, the optic axis is not

provided in gaze datasets. The visual axis defines gaze, which is what we want to estimate.

However, due to the subject-dependent unobservable deviations between visual and optic axes

[72, 2], a unified gaze estimator does not work well on new subject data. Considering this, we

proposed to utilize synthetic redirected eye images with manually set gaze directions to learn

the approximation of the optic axis given the simulation results. We quantitatively evaluated the

subject-dependent variations across different subjects’ eye images between real and synthetic

data. Synthetic data was generated based on real data with assigned conditions by using ST-

ED [17]. We trained a three-layer CNN with either real or synthetic eye images and tested its

performance with the ‘leave-one-subject-out’ protocol. The mean angular errors are 6.89◦ and
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Figure 2.3: Training (top) and test (bottom) pipelines of KAComp-Net. Training stage has two branches:
synthetic branch aids the CNN in learning the optic axis directions by generated data from ST-ED with
manually assigned labels, while real branch focuses on estimating the OCR-compensated Kappa Angle κ̂

with invariant pitch and yaw components. Test stage consists of calibration and test branches. Calibration
branch estimates the Kappa Angle of the test subject using M labeled data. Then, test branch estimates the
final gaze directions using the output from CNN and the estimated Kappa Angle. VVV (OOO) denotes the visual
(optic) axis directions. (̂·) denotes the estimated variables and (̃·) denotes the synthetic variables used by
ST-ED. L denotes the loss functions which are elaborated in Section 2.3.4.
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Figure 2.4: Comparison of angular errors given real and synthetic data from MPIIFaceGaze with the
leave-one-subject-out protocol. The network has a single branch with three convolutional layers.

2.72◦ on the real and synthetic data from MPIIFaceGaze [64], shown in Fig. 2.4. The mean

angular errors of EYEDIAP [59] are 7.31◦ (real data) and 2.30◦ (synthetic data). We noted that

there existed a large gap in angle errors between real and synthetic data. In other words, the

subject-dependent unobservable deviations from the Kappa Angle across different subjects were

largely removed after gaze redirection. Based on this, we utilized synthetic eye images to learn

the person-independent part of gaze, viewed as the approximation of the optic axis.

2.3.3 Pipeline

Training Stage. To begin with, given a real face image, we apply the preprocessing

step utilized in ST-ED to obtain a normalized face image with the corresponding normalized

ground truth gaze VVV , the normalized head pose HHH and the roll motion HHHroll of the head before

normalization. Next, we input the normalized face image into ST-ED to generate redirected face

images using the provided condition as pseudo labels: gaze ṼVV and head pose H̃HH. We then crop

the same-side eye images from the normalized real and synthetic face images and feed them

into a single-stream convolutional neural network (CNN) that takes one eye image at a time

19



as input. The normalized head pose is attached to the intermediate features of the eye images,

similar to GazeNet [53]. The output of the CNN is the estimated direction (pitch and yaw) of the

subject-independent component of the gaze, which approximates the optic axis.

We use the roll motion HHHroll to calculate the roll status of the eyeball and build the rotation

matrix RRROCR, as described in Section 2.3.1. We can then estimate the Kappa Angle for each

instance using Eq. 2.4, based on the estimated optic axis, the ground-truth gaze and the roll status

of the eyeball. To ensure that the pitch and yaw of the estimated Kappa Angle are identical for the

same subject, we employ the Kappa Angle loss, which is built on the Center Loss [75]. This loss

aims at reducing standard deviations of the estimated instance-wise Kappa Angle within each

subject’s data and iteratively updates the average center as the subject-wise Kappa Angle. Finally,

the estimated subject-wise Kappa Angle is used to update the unobservable subject-dependent

part and combined with the estimated optic axis for final gaze estimation.

Evaluation Stage. During evaluation, we randomly pick a certain number (M) of cali-

brated samples with ground-truth labels from the same test subject. We input these samples into

the trained CNN to estimate their optic axis directions. Using the provided gazes and the calcu-

lated OCR response, we derive several instance-wise Kappa Angles κ̂i from calibrated samples

based on Eq. 2.4. We then calculate their average as the estimated subject-wise Kappa Angle κ̂.

Finally, we use the estimated optic axis directions of the target samples and κ̂ to determine the

visual axis direction as the final gaze. Since we apply the Kappa Angle to the compensation of

the subjects’ variation, we call it ‘Kappa Angle Compensation Neural Network’ and KAComp-Net

in short.

2.3.4 Loss Functions

We trained our proposed KAComp-Net using multi-objective loss functions defined as

L = λsyn ·Lsyn +λrealLreal +λκ ·Lκ, (2.5)
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where we empirically set λsyn,λreal = 1.0 and λκ = 0.5. In order to balance real and synthetic

eye image groups, we use the same number of real and synthetic eye images during the training.

The details of each loss component are elaborated on in the following paragraphs.

Kappa Angle loss. There is no ground truth to supervise the learning of the Kappa

Angle and the only clue to restrict it is that the pitch and yaw of κ keep identical across samples

within the same subject’s data. Thus we propose the Kappa Angle loss, which aims at making

the standard deviation (SD) of the calculated Kappa Angle with considering OCR within every

subject’s data as small as possible. Inspired by the Center Loss [75] designed for classification,

which narrowed the intra-class distances from data points to the class center, we applied it to the

Kappa Angle loss.

There are K subjects’ data included in the training set. Each subject has Nk real eye

images IIIe and Nk synthetic eye images ĨII
e
. The Kappa Angle loss is defined as

Lκ =
1

2Nk

Nk

∑
i=1

(
||κ̂i − ccck||22 + ||˜̂κi − cccK+1||22

)
, (2.6)

where k = 1, · · · ,K. The former part, ||κ̂i − ccck||22, in Eq. (2.6) is designed for real eye images,

where ccck represents the center point (mean values) of the calculated κ̂i over all samples from the

subject with identity number k and κ̂i is calculated given Eq. 2.4 as

κ̂i = T −1
{

RRR−1
OCR,i ·T

[
ggggt(IIIe

i )−ψ(IIIe
i )
]}

, (2.7)

where RRR−1
OCR,i is the inverse rotation matrix given the OCR response with regard to the i-th real

eye image; ψ(·) denotes the output from KAComp-Net, which is the estimated direction of the

optic axis; and ggggt(·) denotes the ground truth gaze direction given the image. The latter part,

||˜̂κi − cccK+1||22, in Eq. (2.6) is designed for synthetic eye images. Since the Kappa Angles are no

longer varied across different subjects’ synthetic data, we assign only one center point cccK+1 to

all synthetic data. The subscript K +1 means a new center point different from the previous K
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center points of real data. ˜̂κi is defined as

˜̂
κi = ggggt (̃III

e
i )−ψ(̃III

e
i ), (2.8)

where we don’t consider OCR in synthetic data.

Gaze loss for synthetic images. This loss aims at supervising the network learning the

manually designed gaze from synthetic eye images, which have smaller and less varied Kappa

Angles across different subjects’ data. In other words, this loss guides the network to learn

synthetic cases with nearly overlapped optic axis and visual axis.

Lsyn =
1

Nk

Nk

∑
i=1

∣∣∣∣∣∣ggggt (̃III
e
i )−ψ(̃III

e
i )
∣∣∣∣∣∣

1
. (2.9)

Gaze loss for real images. The aim of importing this gaze loss is to balance real and

synthetic data influences. Since we have center points for every subject, which represent the

estimated Kappa Angle, we can remove this unobservable subject-dependent part from ground

truth gaze to acquire the optic axis directions for real eye images as the ground truth. To be

specific,

Lreal =
1

Nk

Nk

∑
i=1

∣∣∣∣∣∣ψ(IIIe
i )− ÔOO(IIIe

i )
∣∣∣∣∣∣

1
,

ÔOO(IIIe
i ) = ggggt(IIIe

i )−T −1 [RRROCR,i ·T (ccck)] .

(2.10)

2.4 Experiments

In this section, we thoroughly evaluated the performance of the proposed algorithm with

other state-of-the-art methods on published datasets. We also elaborated several impacts on the

proposed algorithm, such as the numbers of references in calibration, the proportion of synthetic

images and the estimated Kappa Angles distribution.
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Figure 2.5: Distribution maps of the roll of the head pose before normalization in two benchmark datasets.
These distribution maps revealed the presence of the OCR response when the roll of the head is not in
a zero position. Since we utilized ‘leave-one-subject-out’ protocol, each sample in MPIIFaceGaze and
EYEDIAP was included in the test subset.

2.4.1 Datasets

Real Eye Image Datasets. MPIIGaze [53] is a widely used benchmark dataset for the

appearance-based in-the-wild gaze estimation task. In our experiments, due to the need to generate

synthetic face images, we utilized its subset MPIIFaceGaze [64], which contains 37667 full-face

images captured from 15 participants’ images (nine males and six females). EYEDIAP [59]

contains 94 full-face videos from 16 subjects with labeled outliers (blinking or distraction) of

each frame. We utilized the data from discrete and continuous screen targets with both static (SP)

and dynamic (DP) head poses, covering 14 participants (11 males and 3 females).

Since raw images in both datasets contain the upper torso and the provided data collection

information indicates a horizontal camera position, we estimate the roll of the head pose in raw

images as the actual roll of the head to eliminate any ambiguity arising from the camera pose.

Fig. 2.5 presents the distribution given MPIIFaceGaze [64] and EYEDIAP [59] (SP and DP,

respectively). We can notice that in EYEDIAP (DP), the distribution of the roll of the head is

wider compared to MPIIFaceGaze. On the other hand, EYEDIAP (SP) exhibits the smallest range

of roll of the head.

Generated Synthetic Eye Images. Synthetic eye images are normalized from the

synthetic face images generated by ST-ED [17]. ST-ED utilizes the ‘face’ gaze instead of the ‘eye’
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Figure 2.6: Comparison between real (left three columns) and synthetic (right three columns) eye images.
Columns (a) to (c) are eye images from different persons in MPIIFaceGaze [64]. Columns (a’) to (c’) are
synthetic images generated from the three previous columns, respectively. Rows (1) to (3) represent the
gaze direction with the same pitch (−5 degrees) and the changed yaw of 5, 10, 15 degrees, respectively.

gaze during gaze redirection. The gaze directions are defined by the gazing target point and source

point. The main difference between the ‘face’ and ‘eye’ gaze comes from the source point’s 3D

locations. The source point of the ‘face’ gaze is the midpoint between two eye centers. Thus we

only have one ‘face’ gaze direction for each face image. As for the ‘eye’ gaze, the corresponding

source point is the center of the eye, which means we have two ‘eye’ gaze directions for each

face image.

To make the redirection of the ‘face’ gaze consistent with our ‘eye’ gaze estimation task,

we calculate the gazing target location instead of the gaze direction during the preprocessing and

redirection processes. To be specific, we first normalize face images given the preprocessing

requirements of ST-ED. After normalization, in addition to saving the normalized (rotated) gaze

directions, we also keep the normalized gazing target location. During the process of redirecting

the gaze directions, we assume that the gazing target maintains the same distance to the source

point. Then we normalize [50] the redirected face images given the ‘repositioned’ gazing target to

acquire normalized eye images with the ‘eye’ gaze directions. Fig. 2.6 shows several normalized

real and synthetic eye images with the dataset provided (left three columns) or assigned ‘eye’

gaze directions (right three columns).
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Gaps between Real and Synthetic Images. The gap between real and synthetic data

shown in Figure 2.4 does not provide conclusive evidence that the unobserved Kappa Angle is

the cause. To investigate further, we mixed the real and synthetic data in training Diff-NN to

determine if the unobserved person-dependent component was eliminated. However, as illustrated

in Section 2.4.4, the mixture of real and synthetic data performs even worse than real data alone,

providing further evidence of the absence of the Kappa Angle of the synthetic data.

2.4.2 Implementation Details

Network Architecture. The network only contains one single branch built with three

convolutional layers and three fully connected layers. The convolutional part’s structure inherits

from the Diff-NN [51]. Each time, we feed only one eye image IIIe ∈ RH×W×C into the network

where (H,W,C) = (48,72,3). The extracted features from the convolutional part are fed into the

fully connected part. The corresponding head pose is concatenated with the output from the first

fully connected layer. Then the last two fully connected layers are applied to the concatenated

output to estimate the optical axis direction with yaw and pitch components.

The proposed network architecture has several advantages. The first point is the simple

network structure. Instead of accompanying several inputs and branches for one output, our

proposed network only takes one input but still has comparable prediction performance. The

second point is overfitting avoidance. The differential method needs a dropout layer to avoid

overfitting, which can cause bad performance on the new participant data. However, the proposed

KAComp-Net could proactively prevent this obstacle by eliminating dropout layers.

Training Parameters. We train KAComp-Net with 12 epochs and a batch size of 128.

The initial learning rate is set as 0.01. After each epoch, the learning rate is divided by 2. The

optimizer is Adam [78], with a weight decay coefficient of 0.09. We use the default momentum

value of β1 = 0.9,β2 = 0.999.

Evaluation Protocol. We cross-validated the methods’ performance within the published
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datasets. In detail, we utilized the ‘leave-one-subject-out’ protocol when we evaluated the models

within MPIIFaceGaze or EYEDIAP. Each time we select one subject’s data as the test set, and the

rest was viewed as the training set. Note that only real data was utilized as the test set, and the

synthetic data generated from the test subject’s data was not included in the training set in case

of data leakage. At test time, we needed to choose several eye images for calibration. In order

to alleviate the bias from some calibrated samples, we repeated testing the same trained model

200 times with random combinations of samples and calculated the mean angular errors of the

predicted gazes and the standard deviations as the corresponding trained models’ performance on

the test subject’s data. We looped all subjects’ data as the test set one by one and reported the

average of mean angular errors and the standard deviations. Since the proposed KAComp-Net

aims at predicting the single-eye gaze, we trained and evaluated the models on left and right eye

images separately.

Gaze Inference. In the testing phase, we randomly pick a certain number (M) of calibrated

samples Fe with the gaze directions. We first feed these samples into the KAComp-Net to estimate

their optical axis directions. Then given the provided gazes and the OCR response, we can derive

several {κ̂i, i ∈ [1,M]} from M calibrated images. We then utilize their average to represent the

estimated Kappa Angle,

κ̂ =
1
M

M

∑
i=1

RRR−1
OCR,i ·

[
ggggt(FFFe

i )−ψ(FFFe
i )
]
. (2.11)

Given the estimated Kappa Angle from calibrated samples, we can predict the gaze. The predicted

gaze error of eye image IIIe
j is

gggerr(IIIe
j) = ggggt(IIIe

j)−
[
ψ(IIIe

j)+RRROCR, j · κ̂
]
, (2.12)

where the κ̂ is derived from Eq. (2.11).
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2.4.3 Comparison with Eye-image-based Methods

We listed several state-of-the-art eye-image-based gaze estimation methods in Table 2.1,

which were categorized into two groups according to the needs for calibration. There were two

kinds of outputs: eye gazes and face gazes. The eye gaze represents the direction from the eye

center to the gazing target, usually used for single-eye gaze estimation. The face gaze represents

the direction from the center of two eye centers to the gazing target, which requires more inputs

(e.g. left and right eye images).

Effectiveness of Calibration. It was straightforward to notice that with the assistance of a

few (M = 9) calibration samples from the test set, the methods achieved significant improvements

even if the networks were much simpler. However, better performance and lower calculation

complexity were at the cost of the need for several calibrated samples and labeled gazes, which

required extra efforts (e.g., calibration before use) under practical scenarios.

Methods with Calibration. We first compared two shallow networks’ (Diff-Net[51],

KAComp-Net) performance, which were designed for real-time purposes. Then we replaced

the proposed KAComp-Net backbone from three-layer CNN to the VGG-16 backbone for fair

comparisons with other calibration-needed state-of-the-art methods.

Compared with Diff-NN, the proposed KAComp-Net worked better with only around half

of the multiply-accumulate (MAC) operations. The KAComp-Net performed a 0.51◦(10.81%)

boost on the MPIIFaceGaze and a 0.62◦(13.75%) boost on the EYEDIAP. Apart from decreasing

the mean angular error, KAComp-Net maintained a more stable performance given different

calibration sets. The standard deviation of KAComp-Net was reduced by 0.12◦(30.00%) and

0.27◦(51.92%) compared to those of Diff-NN in MPIIFaceGaze and EYEDIAP, respectively.

These results fully demonstrated that the estimated Kappa Angle with considering OCR is a more

unified and robust characteristic than the gaze difference from the same eye when the network

depth (learning ability) is limited. The differential-based method assumed that the pitch and

yaw of the Kappa Angle were invariant concerning different head poses if the input eye images
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were normalized, which violated OCR and introduced the undesired person-dependent bias when

calculating gaze differences. KAComp-Net considered OCR and used it to derive the invariant

pitch and yaw of the Kappa Angle for the optic axis direction estimation, which essentially

removed the bias caused by OCR and guided the network to learn a more unified feature from the

eye images. The lower standard deviation meant a lower dependence on the calibrated samples,

whose impact was further discussed in Section 2.4.5. In order to make the proposed KAComp-Net

competitive compared to other state-of-the-art methods, we replaced the three-layer CNN with

the pre-trained VGG-16 backbone for better feature extraction ability. The training parameters

remained identical after we changed the backbone. KAComp-Net-VGG achieved 8.98%,6.41%

and 3.95% improvements on MPIIFaceGaze compared with RedFTAdap [15], FAZE [16] and

Diff-NN-VGG [51], respectively.

2.4.4 Impacts of Synthetic Images

We discussed the effects from synthetic images based on experiments of Diff-NN and

KAComp-Net in this section. Synthetic data were generated from real training data only.

Evaluation with Diff-NN. We utilized Diff-NN to investigate synthetic data impacts on

the differential-based network. Since Diff-NN needed pairs of eye images from the same subject

for training, we implemented three experiments according to the source of paired images: 1)

real samples only; 2) separated real or synthetic samples within pairs; 3) Mixture of real and

synthetic samples within pairs. The inference process was taken only on real data with 200

repeated evaluations and the number of calibration samples M = 9. The performance on real data

only (RO), real and synthetic data independently (RS I) and the mixture of real and synthetic data

(RS M) were 4.51± 0.52◦, 4.27± 0.50◦ and 5.99± 0.68◦ on the EYEDIAP, respectively. RO

and RS M performance were similar, which meant that the synthetic data maintained the same

gaze difference property as the real data. The mixture of them achieved worse performance than

the other two, which further demonstrated that the Kappa Angle variation of the synthetic data
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Figure 2.7: Comparison of mean angular errors and standard deviations (200 repeated experiments) of the
gaze by KAComp-Net with and without synthetic data according to the leave-one-subject-out protocol in
EYEDIAP.

was no longer kept as the real data did.

Evaluation with KAComp-Net. We did the experiments on KAComp-Net with or

without synthetic data. Fig. 2.7 elaborates on the impacts of synthetic samples on KAComp-Net.

The mean angle error was 4.54±0.32◦ without synthetic data and 3.89±0.25◦ with synthetic

data in EYEDIAP. Synthetic data played an important role during the training of the KAComp-Net

because it helped supervise the network learning a unified characteristic and further improved the

accuracy for the Kappa Angle regression.

2.4.5 Impacts of Calibrated Samples

Fig. 2.8 illustrates the impact of the number of calibrated samples in EYEDIAP. The

evaluation protocol is illustrated in Section 2.4.2. When the number of calibrated samples was

less than three, Diff-NN had similar performance compared with no-calibration-needed methods.

Especially when the number of calibrated samples M = 1, Diff-NN achieved 1.03◦ worse than

GazeNet [53], mainly due to large gaze differences between limited calibrated samples and target
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Figure 2.8: Comparison of mean angular errors and standard deviations (200 repeated experiments) among
the state-of-the-art methods given different numbers of calibrated samples in EYEDIAP.

ones, and the number of network layers. As the number of calibrated samples increased, the

prediction errors and the standard deviations of Diff-NN dropped significantly because more

calibrated samples with similar gaze directions to target ones were acquired. Given the same

number of calibrated samples, KAComp-Net achieved more accurate and more stable results than

Diff-NN, proving the higher tolerance to the calibrated samples. Even with only one calibrated

sample, KAComp-Net can achieve 1.32◦(19.33%) improvement compared with GazeNet. When

the number of calibrated samples was larger than 64, KAComp-Net can further improve the

estimation accuracy, unlike the plateauing performance of Diff-NN, shown in Fig. 2.8. The

main reason for this phenomenon was given the estimation accuracy of the Kappa Angle from

calibrated samples, which was discussed in detail in Section 2.4.6.

2.4.6 Estimated Kappa Angle Distribution

During the inference, we first calculated the Kappa Angles from the calibrated samples

of the test subject. The estimated Kappa Angle distribution maps with different numbers (9 and

64) of calibrated samples were shown in Fig. 2.9 based on 50 repeated experiments. Note that

with more calibrated samples for calibration, the estimated Kappa Angles had smaller standard
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(a) M = 9 (b) M = 64

Figure 2.9: Distribution maps of the estimated Kappa Angles given different subjects with KAComp-Net
given M calibrated samples. The legend number means subject ID in EYEDIAP.

deviations, which yielded smaller angular errors, shown in Fig. 2.7. An obvious comparison was

found by the distribution maps between the subjects with ID 7 and 16. The estimated Kappa

Angle range of the ID 7 subject was over 6◦×2◦, and the corresponding predicted angle error

was 6.38◦, which was 64% higher than the mean angular error over all subjects. However, the

distribution map of the ID 16 subject had less than a 2◦×2◦ area, which achieved 2.13◦ angular

error (45% lower than the mean angular error).

2.4.7 Impacts of Head Pose Variations

KAComp-Net is designed to remove the variance caused by OCR, but it doesn’t depend

on various head poses (or rolls) to trigger OCR for estimating the Kappa Angle. This is because

OCR only affects whether it is needed to compensate for the redistribution of the pitch and yaw

of the Kappa Angle before regressing this anatomical variable within each subject’s data. Table

2.2 shows consistent improvements compared with Diff-NN under different levels of head pose

variations in EYEDIAP, which also proves the importance of considering OCR.
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Table 2.2: Estimated mean angle errors given static (SP) and dynamic (DP) head pose data in EYEDIAP.

Methods
Mean Angle Error (Degree)

SP DP

Diff-NN 3.46±0.40 4.76±0.41
KAComp-Net 3.16±0.26 4.37±0.26

Table 2.3: Complexity Comparison between the Differential Method and Kappa Angle Compensation
Method

Diff-NN KAComp-Net

Params (M) 42.015 5.044

MACs (M) 89.148 28.581

2.4.8 Algorithm Complexity

Diff-Net and KAComp-Net share the same three-convolutional-layer backbone, which

aims at achieving real-time gaze estimation. Table 2.3 compares the size of the network and

the number of multiply–accumulate (MAC) operations. We observe that KAComp-Net reduced

87.99% (67.94%) parameters (MACs) compared with Diff-NN.

2.5 Discussion

2.5.1 Ambiguity from the Camera Pose

Head poses in images can be modified due to different camera poses, even if the subject’s

head pose remains invariant. When using benchmark datasets, we can assume that the camera was

placed horizontally based on data collection settings and clues from upper torsos, as discussed

in Section 2.4.1. To ensure accurate estimation of head roll motion in practical scenarios, it is

crucial to determine the camera’s roll pose with respect to the horizontal level. If the camera can

be placed statically, it can be manually calibrated to ensure it is positioned horizontally.
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A possible alternative is capturing high-resolution iris images. Then the OCR response

can be directly estimated from these images without relying on the derivation from head roll

motion, as demonstrated in [79].

2.5.2 Why Rotation

In the normalization step, when the roll of the head is normalized to an upright status, the

ground truth gaze is transformed by a rotation matrix instead of an affine transformation matrix,

as illustrated in [50]. This process is similar to our OCR compensation process. When OCR

occurs, the eyeball has an undesired roll after normalization, which redistributes the pitch and

yaw of the Kappa Angle. To counteract this redistribution caused by various roll statuses within

the same subject’s data, we apply rotation matrices to compensate, as shown in Eq. 2.4.

2.5.3 Listing’s Law and OCR

Ocular counter-roll (OCR) is a vestibulo-ocular reflex characterized by torsional rotations

of the eye in response to lateral tilt of the head [73]. Listing’s law states that when the head

is fixed, there is an eye position called primary position, such that the eye assumes only those

orientations that can be reached from primary position by a single rotation about an axis in a

plane called Listing’s plane [80]. Listing’s law holds during fixation, saccades, smooth pursuit,

and vergence, but fails during sleep and vestibulo-ocular reflex [81], including OCR.

When the head tilts to the side, OCR occurs, causing the eye to rotate around the roll

axis that is out of Listing’s plane. This means that the orientation of Listing’s plane changes

when the head is tilted, as shown in [82]. However, if the head maintains a static tilted posture,

Listing’s Law still applies, and eye rotation vectors are still confined to a plane. This plane is

shifted along the torsional axis in relation to the upright position, proportional to the roll-tilt angle

[83]. In this case, the eye orientation can still be represented by pitch and yaw components with a
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constant torsional bias. Our proposed KAComp-Net considers the bias caused by the OCR, and

the remaining estimation processes are consistent with the cases where OCR doesn’t happen.

2.5.4 Limitations

Our proposed method has several limitations, both from the structural design perspective

and the data perspective. These limitations are viewed as research directions for future work.

Synthetic Data. KAComp-Net requires synthetic data to aid in the learning process of

the optical axis direction. Compared with the real data, synthetic data has less unobserved person

dependent components of gaze directions, as shown in Section 2.3.2 and Section 2.4.4. Although

we took advantage of this property regardless of the gap, we still need to get rid of the dependence

on synthetic data. In the future, the network can learn unified features directly from real data

without Siamese learning between data from different domains. This could potentially improve

the estimation accuracy.

Static / Dynamic OCR. KAComp-Net only considers static OCR response, which is

related to the roll of the head. However, during head tilt, dynamic OCR occurs with slow phases

away from and quick phases toward the head tilt [84]. With a sustained head tilt, the static OCR

occurs, resulting in a static change in torsional eye position in the direction away from the head

tilt [73]. In future work, if we have access to consecutive frames, we can model the process by

considering both static and dynamic OCR.

High-Resolution Iris Images. In the KAComp-Net pipeline, OCR needs to be derived

from the roll motion of the head, which is normally abandoned after normalization due to the

low resolution of eye images. However, if we have high-resolution eye images, we don’t need to

derive the OCR response. Instead, we can measure the OCR directly given the high-resolution

iris images [79] for a more accurate gaze estimation.
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2.6 Conclusion

In this work, we derived and proposed a pipeline to regress the pitch and yaw of the

Kappa Angle under the head coordinate system given the ocular counter-rolling response. This

person-dependent Kappa Angle regression works with an eye-image-based person-independent

gaze estimator trained with real and synthetic eye images for person-dependent calibration with

a few samples. Several experiments on the benchmark datasets showed the effectiveness and

robustness of the proposed methods with limited calibration samples.

Chapter 2, in full, is a reprint of the material as it appears in the publication of “Kappa

Angle Regression with Ocular Counter-Rolling Awareness for Gaze Estimation”, Shiwei Jin, Ji

Dai, and Truong Nguyen, In Proceedings of IEEE Conference on Computer Vision and Pattern

Recognition Workshops (CVPRW), 2023. The dissertation author was the primary investigator

and author of this paper.
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Chapter 3

ReDirTrans: Latent-to-Latent Translation

for Gaze and Head Redirection

3.1 Introduction

Gaze is a crucial non-verbal cue that conveys attention and awareness in interactions.

Its potential applications include mental health assessment [85, 86], social attitudes analysis

[87], human-computer interaction [88], automotive assistance [89], AR/VR [90, 91]. However,

developing a robust unified learning-based gaze estimation model requires large amounts of data

from multiple subjects with precise gaze annotations [17, 15]. Collecting and annotating such

an appropriate dataset is complex and expensive. To overcome this challenge, several methods

have been proposed to redirect gaze directions [92, 14, 18, 17, 15] in real images with assigned

directional values to obtain and augment training data. Some works focused on generating eye

images with new gaze directions by either 1) estimating warping maps [14, 15] to interpolate

pixel values or 2) using encoder-generator pairs to generate redirected eye images [92, 18].

ST-ED [17] was the first work to extend high-accuracy gaze redirection from eye images

to face images. By disentangling several attributes, including person-specific appearance, it can
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explicitly control gaze directions and head orientations. However, due to the design of the encoder-

decoder structure and limited ability to maintain appearance features by a 1× 1024 projected

appearance embedding, ST-ED generates low-resolution (128×128) images with restricted face

range (no hair area), which narrows the application ranges and scenarios of gaze redirection.

As for latent space manipulation for face editing tasks, large amounts of works [33, 30, 31,

34, 37, 32] were proposed to modify latent vectors in predefined latent spaces (W [93], W+ [94]

and S [95]). Latent vectors in these latent spaces can work with StyleGAN [93, 29] to generate

high-quality and high-fidelity face images with desired attribute editing. Among these methods,

Wu et.al [95] proposed the latent space S working with StyleGAN, which achieved only one

degree-of-freedom gaze redirection by modifying a certain channel of latent vectors in S by an

uninterpreted value instead of pitch and yaw values of gaze directions.

Considering these, we proposed a new method, called ReDirTrans, to achieve latent-

to-latent translation for redirecting gaze directions and head orientations in high-resolution

full-face images based on assigned directional values. Specifically, we designed a framework to

project input latent vectors from a latent space into the aimed-attribute-only embedding space

for an interpretable redirection process. This embedding space consists of estimated pseudo

conditions and embeddings of aimed attributes, where conditions describe deviations from the

canonical status and embeddings are the ‘carriers’ of the conditions. In this embedding space,

all transformations are implemented by rotation matrices multiplication built from pitch and

yaw values, which can make the redirection process more interpretable and consistent. After the

redirection process, the original embeddings and redirected ones are both decoded back to the

initial latent space as the residuals to modify the input latent vectors by subtraction and addition

operations. These operations represent removing the old state and adding a new one, respectively.

ReDirTrans only focuses on transforming embeddings of aimed attributes and achieves status

replacement by the residuals outputted from weight-sharing deprojectors. ReDirTrans does not

project or deproject other attributes with information loss; and it does not affect the distribution
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of input latent vectors. Thus ReDirTrans can also work in a predefined feature space with a

fixed pretrained encoder-generator pair for the redirection task in desired-resolution images. In

summary, our contributions are as follows:

• A latent-to-latent framework, ReDirTrans, which projects latent vectors to an embedding

space for an interpretable redirection process on aimed attributes and maintains other

attributes, including appearance, in initial latent space with no information loss caused by

projection-deprojection processes.

• A portable framework that can seamlessly integrate into a pretrained GAN inversion pipeline

for high-accuracy redirection of gaze directions and head orientations, without the need for

any parameter tuning of the encoder-generator pairs.

• A layer-wise architecture with learnable parameters that works with the fixed pretrained

StyleGAN and achieves redirection tasks in high-resolution full-face images through

ReDirTrans-GAN.

3.2 Related Works

3.2.1 Gaze and Head Redirection

Methods for redirecting gaze directions can be broadly classified into two categories:

warping-based methods and generator-based methods. Deepwarp [13, 96] presented a deep

network to learn warping maps between pairs of eye images with different gaze directions, which

required large amounts of data with annotations. Yu et al. [14] utilized a pretrained gaze estimator

and synthetic eye images to reduce the reliance on annotated real data. Yu et al. [15] further

extended the warping-based methods in an unsupervised manner by adding a gaze representation

learning network. As for the generator-based methods, He et al. [18] developed a GAN-based

network for generating eye images with new gaze directions. FAZE [16] proposed an encoder-
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decoder architecture to transform eye images into latent vectors for redirection with rotation

matrix multiplication, and then decode the edited ones back to the synthetic images with new

gaze directions. ST-ED [17] further extended the encoder-decoder pipeline from gaze redirection

only to both head and gaze redirection over full face images by disentangling latent vectors, and

achieving precise redirection performance. However, ST-ED generates images with a restricted

face range (no hair area) with a size of 128×128. We further improve the redirection task by

covering the full face range with 1024×1024 resolution.

3.2.2 Latent Space Manipulation

Numerous methods investigated the latent space working with StyleGAN [93, 29] to

achieve semantic editing in image space due to its meaningful and highly disentangled properties.

As for the supervised methods, InterFaceGAN [33] determined hyperplanes for the corresponding

facial attribute editing based on provided labels. StyleFlow [34] proposed mapping a sample

from a prior distribution to a latent distribution conditioned on the target attributes estimated by

pretrained attribute classifiers. Given the unsupervised methods, GANSpace [35], SeFa [36] and

TensorGAN [37] leveraged principal components analysis, eigenvector decomposition and higher-

order singular value decomposition to discover semantic directions in latent space, respectively.

Other self-supervised methods proposed mixing of latent codes from other samples for local

editing [38, 39], or incorporating the language model CLIP [40] for text-driven editing [41].

3.2.3 Domain Adaptation for Gaze Estimation

Domain gaps among different datasets restrict the application range of pretrained gaze

estimation models. To narrow the gaps, a few domain adaptation approaches [57, 97] were

proposed for the generic regression task. SimGAN [98] proposed an unsupervised domain

adaptation method for narrowing the gaps between real and synthetic eye images. HGM [99]
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designed a unified 3D eyeball model for eye image synthesis and cross-dataset gaze estimation.

PnP-GA [68] presented a gaze adaptation framework for generalizing gaze estimation in new

domains based on collaborative learning. Qin et al. [100] utilized 3D face reconstruction to

rotate head orientations together with changed eye gaze accordingly to enlarge overlapping

gaze distributions among datasets. These adaptation methods typically rely on restricted face

or eye images to alleviate interference from untargeted attributes. Our work incorporates the

redirection task in a predefined meaningful feature space with controllable attributes to achieve

high-resolution and full-face redirection.

3.3 Method

3.3.1 Problem Statements

Our goal is to train a conditional latent-to-latent translation module for face editing

with physical meaning, and it can work either with a trainable or fixed encoder-generator pair.

This editing module first transforms input latent vectors from encoded feature space F to an

embedding space Z for redirection in an interpretable manner. Then it deprojects the original

and redirected embeddings back to the initial feature space F for editing input latent vectors.

The edited latent vectors are fed into a generator for image synthesis with the desired status of

aimed facial attributes. The previous GAN-based work [33, 37, 101] achieved a certain facial

attribute editing with a global latent residual multiplied by a scalar without physical meaning to

describe the relative deviation from the original status. To make the whole process interpretable

and achieve redirection directly based on the new gaze directions or head poses, we follow

the assumption proposed by [17], where the dimension of an embedding is decided by the

corresponding attribute’s degree of the freedom (DoF) and redirection process is achieved by the

rotation matrices multiplication. Thus the transformation equivariant mappings can be achieved

between the embedding space Z and image space. To be specific, normalized gazes or head poses
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Figure 3.1: Conditional redirection pipeline and comparison among different redirectors. (a) We first
encode the input image into the latent vector. Given the provided conditions, we modify the latent vector
and send it to a generator for image synthesis with only aimed attribute redirection. (b) We compared
our proposed redirector with two state-of-the-art methods: (b-1) VecGAN achieves editing in feature
space F given projected conditions from latent vectors with a global direction f i

N . (b-2) ST-ED projects
the latent vector into conditions and embeddings of aimed attributes, and one appearance-related high
dimensional embedding z0 in embedding space Z. After interpretable redirection process in space Z, all
embeddings are concatenated and projected back to space F . (b-3) Our proposed ReDirTrans projects the
latent vector into conditions and embeddings of aimed attributes only. After an interpretable redirection
process, both original and redirected embeddings are deprojected back to initial space F as residuals.
These residuals modify the input latent vector by subtraction and addition operations, which represent the
initial status removal and the new status addition, respectively. This approach efficiently reduces effects on
other attributes (especially the appearance related information) with fewer parameters than ST-ED.
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Figure 3.2: Structure of layer-wise ReDirTrans with fixed e4e and StyleGAN. Given the multi-layer
representation of latent vectors in W+ ⊆ R18×512, we feed each layer into an independent ReDirTrans for
redirection task given the provided target condition ci

t , where i represents a certain attribute. We calculate
errors between estimated conditions ĉi

k,k ∈ [1,18] from multiple ReDirTrans and the pseudo condition c̃i

estimated from the inverted image for supervising the trainable weights learning (green arrow) based on
the Layer-wise Weights Loss described in Eq. 3.10 to decide which layers should contribute more to a
certain attribute redirection. Given the estimated weights and initial latent vectors fs, we can acquire the
final disentangled latent vector f̂ ′t based on Eq. 3.2 for redirected samples synthesis.

can be represented by a two-dimensional embedding with the pitch and yaw as the controllable

conditions. The embeddings can be edited (multiplied) by the rotation matrices built from the

pitch and yaw for achieving redirection (rotation) of aimed attributes in image space accordingly

through our proposed redirector.

3.3.2 Redirector Architecture

ST-ED is one of the state-of-the-art architectures for gaze and head poses redirection over

face images [17] shown in Fig. 3.1 (b-2). ST-ED projects the input latent vector f to non-varying

embeddings z0 and M varying ones with corresponding estimated conditions {(zi, ĉi)|i ∈ [1,M]},

where ĉi describes the estimated amount of deviation from the canonical status of the attribute i,

and it can be compared with the ground truth ci for the learning of conditions from latent vectors.

The non-varying embedding z0 defines subject’s appearance, whose dimension is much larger
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(over twenty times larger in ST-ED) than other varying embeddings. It is inefficient to project

input latent vectors into a high-dimensional embedding to maintain non-varying information such

as identity, hairstyle, etc. Thus, we propose a new redirector architecture, called ReDirTrans,

shown in Fig. 3.1 (b-3), which transforms the source latent vector fs to the embeddings of aimed

attributes through the projector P and redirects them given the newly provided target conditions ct .

Then we deproject both original embeddings zs and redirected embeddings ẑt back to the feature

space F through the weights-sharing deprojectors DP to acquire latent residuals. These residuals

contain source and target status of aimed attributes, denoted as ∆ f i
s and ∆ f̂ i

t , respectively. Inspired

by addition and subtraction [33, 101] for face editing in feature space F , the edited latent vector

is

f̂t = fs +
M

∑
i=1

(−∆ f i
s +∆ f̂ i

t ), i ∈ [1,M], (3.1)

where the subtraction means removing source status and the addition indicates bringing in new

status. The projector P ensures that the dimension of embeddings can be customized based

on the degrees of freedom of desired attributes, and the transformations can be interpretable

with physical meanings. The deprojector DP enables the original and edited features in the

same feature space, allowing ReDirTrans to be compatible with pretrained encoder-generator

pairs that are typically trained together without intermediate (editing) modules. ReDirTrans

reduces parameters by skipping projection (compression) and deprojection (decompression) of

the features that are not relevant to the desired attributes, but vital for final image synthesis.

3.3.3 Predefined Feature Space

Except for the trainable encoder-decoder (or -generator) pair to learn a specific feature

space for redirection task as ST-ED did, ReDirTrans can also work in the predefined feature space

to coordinate with fixed, pretrained encoder-generator pairs. For our implementation, we chose

the W+ ∈ R18×512 feature space [94], which allows us to utilize StyleGAN [29] for generating
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high-quality, high-fidelity face images. We refer to this implementation as ReDirTrans-GAN.

Considering multi-layer representation of the latent vector [94] and its semantic disentangled

property between different layers [34, 35] in W+ space, we proposed layer-wise redirectors,

shown in Fig. 3.2, rather than using a single ReDirTrans to process all (18) layers of the latent

vector. To largely reduce the interference between different layers during redirection, we assume

that if one attribute’s condition can be estimated from certain layers with less errors than the

others, then we can ‘modify’ these certain layers with higher weights pi
k,k ∈ [1,18] than others

to achieve redirection of the corresponding attribute i only. PPPi = [pi
1, · · · , pi

18]
T ∈ R18×1, as

part of network parameters, is trained given the loss function described in Eq. 3.10. The final

disentangled latent vectors after redirection is

f̂t,d = fs +
M

∑
i=1

PPPi ⊙ (−∆ f i
s +∆ f̂ i

t ), i ∈ [1,M], (3.2)

where ⊙ means element-wise multiplication and (−∆ f i
s +∆ f̂ i

t ) ∈ R18×512. One challenge re-

garding the predefined feature space comes from the inversion quality. There exist attribute

differences between input images and inverted results, shown in Fig. 3.4 and 3.6, which means

that the conditions in source images cannot be estimated from source latent vectors. To solve

this, instead of using conditions from source images, we utilized estimated conditions from the

inverted images, which ensures the correctness and consistence of conditions learning from latent

vectors.

3.3.4 Training Pipeline

Given a pair of source and target face images, Is and It from the same person, we utilize

an encoder to first transform Is into the feature space F , denoted as fs. We further disentangle

fs into the gaze-direction-related embedding z1
s and the head-orientation-related embedding z2

s

with corresponding estimated conditions: ĉ1
s and ĉ2

s by the projector P. Then we build rotation

45



matrices using the pitch and yaw from estimated conditions (ĉ1
s , ĉ

2
s ) and target conditions (c1

t ,c
2
t )

to normalize embeddings and redirect them to the new status, respectively:

Normalization: zi
N = R−1(ĉi

s) · zi
s,

Redirection: ẑi
t = R(ci

t) · zi
N ,

(3.3)

where i ∈ {1,2}, representing gaze directions and head orientations, respectively, and zi
N denotes

the normalized embedding of the corresponding attribute. We feed the original embedding zi
s

and the modified embedding ẑi
t into the weights-sharing deprojectors DP to transform these

embeddings back to the feature space F as the residuals. Given these residuals, we implement

subtraction and addition operations over fs as described in Eq. 3.1 (or Eq. 3.2) to acquire the

edited latent vector f̂t (or f̂t,d), which is sent to a generator for synthesizing redirected face image

Ît . Ît should have the same gaze direction and head orientation as It .

3.3.5 Learning Objectives

We supervise the relationship between the generated image Ît and the target image It with

several loss functions: pixel-wise reconstruction loss, LPIPS metric [102] and attributes loss by a

task-related pretrained model.

Lrec(Ît , It) =
∣∣∣∣Ît − It

∣∣∣∣
2, (3.4)

LLPIPS(Ît , It) =
∣∣∣∣ψ(Ît)−ψ(It)

∣∣∣∣
2, (3.5)

Latt(Ît , It) = ⟨ξhg(Ît),ξhg(It)⟩, (3.6)

where ψ(·) denotes the perceptual feature extractor [102], ξhg(·) denotes the HeadGazeNet [17]

to estimate the gaze and head pose from images and ⟨u,v⟩= arccos u·v
||u||·||v|| .

Identity Loss. Identity preservation after redirection is critical for the face editing task. Consid-

ering this, we calculate the cosine similarity of the identity-related features between the source
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image and the redirected image:

LID(Ît , Is) = 1−⟨φ(Ît),φ(Is)⟩, (3.7)

where φ(·) denotes the pretrained ArcFace [103] model.

Label Loss. We have ground truth of gaze directions and head orientations, which can guide the

conditions learning from the input latent vectors for the normalization step:

Llab(ĉi
s,c

i
s) = ⟨ĉi

s,c
i
s⟩, i ∈ {1,2}. (3.8)

Embedding Loss. The normalized embeddings only contain the canonical status of the corre-

sponding attribute after the inverse rotation applied to the original estimated embeddings, shown

in Fig. 3.1. Thus the normalized embeddings given a certain attribute across different samples

within batch B should be consistent. To reduce the number of possible pairs within a batch, we

utilize the first normalized embedding zi
N,1 as the basis:

Lemb =
1

B−1

B

∑
j=2

⟨zi
N,1,z

i
N, j⟩, i ∈ {1,2}. (3.9)

Layer-wise Weights Loss. This loss is specifically designed for the W+ space to decide the

weights pi of which layer should contribute more to the aimed attributes editing. Firstly, we

calculate the layer-wise estimated conditions ĉi
k and calculate estimated pseudo labels c̃i. Secondly,

we have layer-wise estimated label errors by ⟨ĉi
k, c̃

i⟩. Lastly, we calculate the cosine similarity

between the reciprocal of label errors and weights of layers as the loss:

Lprob = ⟨{pk},{
1

⟨ĉi
k, c̃

i⟩
}⟩,k ∈ [1,K], i ∈ {1,2}, (3.10)

where K is the number of layers for editing.
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Full Loss. The combined loss function for supervising the redirection process is:

L = λrLrec +λLLLPIPS +λIDLID +λaLatt

+λlLlab +λeLemb +λpLprob,

(3.11)

where LLPIPS and Lprob are utilized only when the pretrained StyleGAN is used as the generator.

3.4 Experiments

3.4.1 Datasets

GazeCapture [60] is the largest public gaze-related full-face dataset including 1,474

participants with over two million frames taken under unconstrained scenarios. We utilize its

training subset to train the redirector and evaluate the redirection precision with its test subset.

MPIIFaceGaze [64] is a widely used benchmark dataset for the in-the-wild gaze estimation task.

It includes 37,667 full-face images captured from 15 participants with varied head orientations,

multiple gaze directions and different illuminations. We utilize this dataset to evaluate the cross-

dataset redirection performance. CelebA-HQ [104] is a high-quality version of CelebA [105] that

consists of 30,000 images at 1024×1024 resolution. We utilize this dataset for evaluating the

cross-dataset qualitative redirection performance.

3.4.2 Implementation Details

Preprocessing Steps.

1) ReDirTrans: We preprocessed the image data to acquire a 128×128 restricted range

of face images aligned with key points of the nose and eyes, followed by [17].

2) ReDirTrans-GAN: We preprocessed the image data to acquire 256× 256 full-face

images aligned with key points of the mouth and eyes. We utilized reflective padding to the blank
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Table 3.1: The architecture of the projector and deprojector in ReDirTrans. P denotes projector and DP
denotes deprojector.

ReDirTrans Layers/Blocks

P

Pseudo
Label Branch

FC(3072, 96, w/bias), LeakyReLU()
FC(96, 4, w/bias), pi/2*Tanh()

Embedding
Branch

FC(3072, 3072, w/bias), LeakyReLU()
FC(3072, 96, w/bias)

DP FC(96, 1024, w/bias), LeakyReLU()
FC(1024, 3072, w/bias)

Table 3.2: The architecture of the projector and deprojector in ReDirTrans-GAN. P denotes projector and
DP denotes deprojector.

ReDirTrans-GAN Layers/Blocks

P

Pseudo
Label Branch

FC(512, 64, w/bias), LeakyReLU()
FC(64, 4, w/bias), pi/2*Tanh()

Embedding
Branch

FC(512, 128, w/bias), LeakyReLU()
FC(128, 96, w/bias)

DP FC(96, 256, w/bias), LeakyReLU()
FC(256, 512, w/bias)

areas after alignment and then covered these areas with Gaussian blur, followed by the work in

[104].

Projector-Deprojector. Since the inputs to the projector have already been the decoded latent

vectors from images, we utilized several fully connected modules as the architectures of the

projector-deprojector.

1) ReDirTrans: Unlike ST-ED projecting the input latent vector into nine attribute embed-

dings, our proposed ReDirTrans only projected it into the aimed attribute (gaze directions and

head orientations) embeddings. The size of the estimated label and embedding of one attribute

are 2 and 3×16, respectively. The details are illustrated in Table 3.1.

2) ReDirTrans-GAN: As for the ReDirTrans-GAN, the main difference comes from the

size of latent vectors in latent space F . The details are shown in Table 3.2.
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Encoder-Generator and Loss Functions.

1) ReDirTrans: ST-ED proposed the architecture of encoder-decoder pair given the

DenseNet [106] architecture, for 128×128 output. As for the decoder, the convolutional layers

were replaced by the transposed convolutional layers and the average-pooling layers. The detailed

encoder-decoder structure is illustrated in [17]. To ensure the generation quality, we utilized a

PatchGAN [107] discriminator with corresponding adversarial loss as proposed in ST-ED during

the training.

2) ReDirTrans-GAN: Since both e4e and StyleGAN were pretrained and fixed during

the training, the image discriminator mentioned above was no longer used. Instead, to maintain

the perceptual quality and editability of latent codes after redirection as the original latent codes

encoded by e4e, we kept utilizing the e4e proposed delta-regularization loss Ld−reg and the

adversarial loss Ladv by a latent discriminator [108]. Noted that we applied these two loss

functions to the modified latent vectors after redirection to maintain the editability of e4e encoded

latent vectors.

Gaze and Head Pose Estimation Network. During training, we need a pretrained gaze and

head pose estimation network ξhg(·) as the estimator to supervise the redirection process. During

the evaluation, we require another different external pretrained gaze and head pose estimation

network ξ′hg(·), which is unseen during training, to evaluate the consistency of the aimed attributes

between redirected and target samples. We followed the pipeline proposed by ST-ED, which

utilized a VGG-16-based ξhg(·) [109] and a ResNet50-based ξ′hg(·) [110].

1) ReDirTrans: We retrained and employed the VGG-16-based ξhg(·) and ResNet50-

based ξ′hg(·) as the gaze and head pose estimators, given the architectures and training parameters

illustrated in [17].

2) ReDirTrans-GAN: To fit the different sizes of input (256× 256) and output images

(1024× 1024) with the full face range when training and evaluating ReDirTrans-GAN, we

downsampled the output images to 256×256. The fully connected modules after the convolutional
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Table 3.3: Architecture of the VGG-16-based gaze direction and head orientation estimation network,
ξhg(·).

Nr. layers / blocks

0 VGG-16 Conv layers
1 AvgPool2d(size=4, stride=4)
2 FC(2048, 128, w/bias), LeakyReLU()
3 FC(128, 64, w/bias), LeakyReLU()
4 FC(64, 4, w/bias), 0.5π · tanh()

Table 3.4: Architecture of the ResNet50-based gaze direction and head orientation estimation network,
ξ′hg(·).

Nr. layers / blocks

0 ResNet-50 Conv layers, stride of MaxPool2d=1
1 FC(2048, 4, w/bias)

part of ξhg(·) and ξ′hg(·) were modified accordingly for different input sizes compared with the

ST-ED version. The detailed structures of ξhg(·) and ξ′hg(·) are shown in Table 3.3 and Table 3.4,

respectively.

3.4.3 Training Hyperparameters

1) ReDirTrans: We trained ReDirTrans and the encoder-decoder pair with the same

hyperparameters as ST-ED [17] by using over 1.4× 106 full-face images from GazeCapture

Training subset.

2) ReDirTrans-GAN: We randomly chose 10,000 images from the GazeCapture training

subset to train ReDirTrans-GAN since both the encoder and generator are fixed and pretrained.

The number of epochs is 2 with a batch size of 2. The initial learning rate is 10−4 and is decayed

by 0.8 every 3,000 iterations. The optimizer is Adam [78] with the default momentum value of

β1 = 0.9,β2 = 0.999.

The loss weights are λr = 8, λL = 8, λID = 5, λa = 1, λl = 5, λe = 2, λp = 10, λd−reg =

0.0002, λadv = 2, where λd−reg and λadv are the weights of delta-regularization loss Ld−reg and
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the adversarial loss Ladv, respectively.

3.4.4 Redirection Step

We applied rotation matrices built by the pitch and yaw to the estimated embeddings for

redirection purposes.


cosφi 0 sinφi

0 1 0

−sinφi 0 cosφi

 ·


1 0 0

0 cosθi −sinθi

0 sinθi cosθi

 , i ∈ {1,2} (3.12)

where φ represents yaw and θ represents pitch, and index i represents gaze directions and head

orientations, respectively.

3.4.5 Evaluation Criteria

We follow metrics utilized by ST-ED [17] to evaluate different redirectors’ performance.

Redirection Error. We measure the redirection accuracy in image space by a pre-trained ResNet-

50 based [110] head pose and gaze estimator ξ′hg, which is unseen during the training. Given the

target image It and the generated one Ît redirected by conditions of It , we report the angular error

between ξ′hg(Ît) and ξ′hg(It) as the redirection errors.

Disentanglement Error. We quantify the disentanglement error by the condition’s fluctua-

tion range of one attribute when we redirect the other one. The redirection angle ε follows

U(−0.1π,0.1π). For example, when we redirect the head pose of the generated image Ît by ε and

generate a new one Î′t , we calculate the angular error of the estimated gaze directions between

ξ′hg(Ît) and ξ′hg(I
′
t ).

LPIPS. LPIPS is able to measure the distortion [102] and image similarity in gaze directions [18]

between images, which is applied to evaluate the redirection performance.
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Table 3.5: Within-dataset quantitative comparison (GazeCapture test subset) between different methods
for redirecting head orientations and gaze directions. (Lower is better). Head (Gaze) Redir denotes the
redirection accuracy in degree between the redirected image and the target image given head orientations
(gaze directions). The Head (Gaze) Effect denotes the effects in degree on one attribute when we redirect
the other. † denotes copied results from [17]. Other methods are retrained given previous papers.

Gaze
Redir

Head
Redir

Gaze
Effect

Head
Effect LPIPS

StarGAN † [111] 4.602 3.989 0.755 3.067 0.257
He et al. † [18] 4.617 1.392 0.560 3.925 0.223
VecGAN [101] 2.282 0.824 0.401 2.205 0.197

ST-ED [17] 2.385 0.800 0.384 2.187 0.208

ReDirTrans 2.163 0.753 0.429 2.155 0.197

Table 3.6: Cross-dataset quantitative comparison (MPIIFaceGaze) between different methods for redirect-
ing head orientations and gaze directions. (Lower is better). Notations are the same as them in the Table
3.5. † denotes copied results from [17]. Other methods are retrained given previous papers.

Gaze
Redir

Head
Redir

Gaze
Effect

Head
Effect LPIPS

StarGAN † [111] 4.488 3.031 0.786 2.783 0.260
He et al. † [18] 5.092 1.372 0.684 3.411 0.241
VecGAN [101] 2.670 1.242 0.391 1.941 0.207

ST-ED [17] 2.380 1.085 0.371 1.782 0.212

ReDirTrans 2.380 0.985 0.391 1.782 0.202

3.4.6 Redirectors in Learnable Latent Space

We compared quantitative performance of different redirectors, which were trained along

with the trainable encoder-decoder pair designed by ST-ED on 128×128 images with restricted

face ranges, given the criteria proposed in Sec. 3.4.5. Table 3.5 and Table 3.6 present within-

dataset and cross-dataset performance, respectively. From these tables, we observe that our

proposed ReDirTrans achieved more accurate redirection and better LPIPS compared with other

state-of-the-art methods by considering the extra embedding space Z for redirecting embeddings

of aimed attributes only and maintaining other attributes including the appearance-related in-

formation in the original latent space F . ST-ED [17] projected input latent vectors into nine
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(a) Input (b) ST-ED (c) ReDirTrans (d) Target

Figure 3.3: Qualitative comparison of ReDirTrans and ST-ED in GazeCapture. ReDirTrans preserves
more facial attributes, such as lip thickness and sharpness of the beard.

embeddings including the non-varying embedding z0. This appearance-related high dimensional

embedding z0 requires more parameters than ReDirTrans during projection. After redirecting the

embeddings of aimed attributes, ST-ED deprojected a stack of z0, redirected embeddings, and rest

unvaried embeddings of other attributes back to the feature space for decoding. This projection-

deprojection process of non-varying embedding z0 results in loss of appearance and worse LPIPS,

as depicted in Fig. 3.3. VecGAN [101] was proposed to edit the attributes only within the feature

space by addition and subtraction operations. Since there is no projection-deprojection process,

given the original latent code, LPIPS performance is better than ST-ED. However, as no extra

embedding space was built for the aimed attributes editing, both redirection accuracy and the

disentanglement process were affected.

3.4.7 Redirectors in Predefined Latent Space

Except for using the trainable encoder-decoder pair of ST-ED, we also implemented

our proposed ReDirTrans within a predefined feature space W+ to achieve redirection task

in full face images with desired resolution. We utilized e4e [30] as the pre-trained encoder,

which can transform input images into latent vectors in W+, and we chose StyleGAN2 [29]
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Table 3.7: Learning-based gaze estimation errors (in degrees) in GazeCapture and MPIIFaceGaze with
or without redirected data augmentation. Q% represents percent of labeled data in 10,000 images for
training ReDirTrans. ‘Raw’ or ‘Aug’ mean training the gaze estimator with real data only or with real and
redirected data.

Q% GazeCapture MPIIFaceGaze

Raw ↓ Aug ↓ Raw ↓ Aug ↓

25 5.875 5.238 8.607 7.096
50 4.741 4.506 6.787 6.113
75 4.308 4.200 6.165 5.767

as the pre-trained generator to build ReDirTrans-GAN. Fig. 3.4 shows qualitative comparison

between ST-ED and ReDirTrans-GAN in the GazeCapture test subset with providing target

images from the same subject. ReDirTrans-GAN successfully redirected gaze directions and

head orientations to the status provided by target images while maintaining the same appearance

patterns with 1024×1024 full face images. Due to the design of ReDirTrans, which maintains

unrelated attributes and appearance information in the initial latent space instead of going

through the projection-deprojection process, ReDirTrans-GAN keeps more facial attributes such

as expressions, mustaches, bangs compared with ST-ED. Fig. 3.5 presents qualitative results with

assigned conditions (pitch and yaw of gaze directions and head orientations) in CelebA-HQ [104].

ReDirTrans-GAN can achieve out-of-domain redirection tasks in predefined feature space while

maintaining other facial attributes.

3.4.8 Data Augmentation

To solve data scarcity of the downstream task: learning-based gaze estimation, we utilized

redirected samples with assigned gaze directions and head orientations to augment training data.

We randomly chose 10,000 images from the GazeCapture training subset to retrain ReDirTrans-

GAN with using only Q% ground-truth labels of them. The HeadGazeNet ξhg(·) was also

retrained given the same Q% labeled data and Q ∈ {25,50,75}. Then we utilized ReDirTrans-
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GAN to generate redirected samples given provided conditions over Q% labeled real data and

combined the real and redirected data as an augmented dataset with size 2×10,000×Q% for

training a gaze estimator. Table 3.7 presented within-dataset and cross-dataset performance and

demonstrated consistent improvements for the downstream task given redirected samples as data

augmentation.

3.4.9 Challenge in Predefined Feature Space

One challenge for redirection tasks in predefined feature space comes from inconsistency

between input and inverted images, mentioned in Sec. 3.3.3. We can observe that the existing

gaze differences between input and inverted images in Fig. 3.4. In some cases, the gaze directions

are changed after GAN inversion, which means that the encoded latent codes do not necessarily

keep the original gaze directions. Thus, instead of using provided gaze directions of input

images during the training, we utilized estimated gaze directions from inverted results to correctly

normalize the gaze and head pose to the canonical status. This process ensures correctness when

further new directions are added, making the training process more consistent.

3.4.10 Gaze Correction

ReDirTrans can correct gaze directions of inverted results by viewing input images as the

target ones. e4e guarantees high editability, which is at the cost of inversion performance [30].

Fig. 3.6 shows several samples which failed to maintain input images’ gaze directions even by

the ReStyle encoder [31], which iteratively updates the latent codes given the differences between

the input and inverted results.

Table 3.8 and Table 3.9 further present within- and cross-dataset evaluation performance

for gaze correction tasks. e4e inversion results can maintain gaze directions and head orientations

better in CelebA-HQ than GazeCapture since samples in CelebA-HQ have much less varied
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Input e4e Inversion ReStyle-e4e ReDirTrans

Figure 3.6: Gaze correction results of CelebA-HQ by viewing the same image as both the input and target.

gaze directions and head orientations. However, after we included ReDirTrans in the inversion

pipeline as ReDirTrans-GAN, we can successfully maintain gaze directions and head orientations

without affecting identity information (ID), which was measured by a pretrained ArcFace model

[103]. Fig. 3.7 shows more examples. From both qualitative and quantitative evaluation, we

can successfully correct the wrong gaze directions based on inverted results from e4e with

ReDirTrans-GAN.

3.4.11 Redirection Accuracy of ReDirTrans-GAN

Table 3.10 presents the redirection accuracy of ReDirTrans-GAN in the GazeCapture test

subset. We can observe that ReDirTrans-GAN cannot achieve as accurate redirection performance

as ReDirTrans, which worked with the trainable encoder-decoder pair. There exists a trade-off

between redirection accuracy and the following considerations:
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Table 3.8: Within-dataset gaze correction performance given the input latent vectors encoded by e4e in the
GazeCapture test subset. As for LPIPS and ID similarity, we compared the redirected image with the real
target image (It) and its inverted image (Ît), respectively. ‘ReDir’ denotes ReDirTrans-GAN

Gaze Redir ↓ Head Redir ↓ LPIPS (It) ↓ ID (It) ↓ LPIPS (Ît) ↓ ID (Ît) ↓

e4e 11.302 4.13 0.334 0.377 − −
ReDir 2.505 1.020 0.353 0.388 0.117 0.128

Table 3.9: Corss-dataset gaze correction performance given the input latent vectors encoded by e4e in
CelebA-HQ. As for LPIPS and ID similarity, we compared the redirected image with the real target image
(It) and its inverted image (Ît), respectively. ‘ReDir’ denotes ReDirTrans-GAN.

Gaze Redir ↓ Head Redir ↓ LPIPS (It) ↓ ID (It) ↓ LPIPS (Ît) ↓ ID (Ît) ↓

e4e 4.448 2.586 0.211 0.286 − −
ReDir 3.157 2.257 0.228 0.314 0.087 0.099

• We utilized fixed encoder and generator parameters during the redirector training to ensure

no modification to the predefined latent space;

• e4e encoded latent vectors in W+ have limitations to understanding gaze in Section 3.4.10.

e4e was trained with the FFHQ dataset, which does not include samples with as varied gaze

directions and head orientations as the samples in GazeCapture. Given some cases with

large gaze directions or head orientations, e4e cannot invert them very well;

• We kept the redirected latent codes within the ‘high editability space’ proposed by e4e

to allow for further editing with other face editing techniques, sacrificing some quality

(redirection accuracy);

• Extended face covering ranges and down-sampling of high-resolution generated images

could cause the performance drop.

• The deprojector learned that the redirected latent vectors after addition and subtraction

operations would not deviate away from the original input latent vectors. Thus ReDirTrans-

GAN cannot redirect some extreme cases as well as ReDirTrans did, especially for head

orientations.
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Table 3.10: Within-dataset gaze correction performance given the input latent vectors encoded by e4e in
the GazeCapture test subset. As for LPIPS and ID similarity, we compared the redirected image with the
real target image (It) and its inverted image (Ît), respectively. ‘ReDir’ denotes ReDirTrans-GAN.

Gaze Redir ↓ Head Redir ↓ LPIPS (It) ↓ ID (It) ↓ LPIPS (Ît) ↓ ID (Ît) ↓

ReDir 2.648 1.863 0.448 0.212 0.223 0.130

• Predefined face alignments (four eyes corners and two mouth corners) restricts both the

encoder and generator’s ability for extreme head pose synthesis.

In summary, we made a deliberate choice to use a fixed encoder-generator pair, preserve edited

latent codes in W+, and edit within the ‘high editability space’ to maintain compatibility with

continuing facial attribute editing by other methods. ReDirTrans-GAN provides a solution to

edit attributes in predefined feature spaces that have limited abilities to depict those attributes.

It also addresses the face editing task of redirecting or correcting gaze from the latent code

perspective. Fig. 3.8 and Fig. 3.9 show redirected samples with modifying gaze directions and

head orientations separately.

3.4.12 Layer-wise Weights

Given the layer-wise representation of latent vectors in W+ space, we proposed layer-wise

weights loss to measure the contribution of each layer for the corresponding attribute redirection.

We compared the redirected samples with and without considering the layer-wise weights loss,

shown in Fig. 3.10. We observed that gaze directions and head orientations become entangled

without this loss and the network tends to learn a specific combination of gaze directions and

head orientations. However, when we utilized this loss with the estimated layer-wise weights to

modify each layer’s output residuals further. In that case, gaze directions and head orientations

can be disentangled and redirected independently.
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3.5 Conclusions

We introduce ReDirTrans, a novel architecture working in either learnable or predefined

latent space for high-accuracy redirection of gaze directions and head orientations. ReDirTrans

projects input latent vectors into aimed-attribute pseudo labels and embeddings for redirection

in an interpretable manner. Both the original and redirected embeddings of aimed attributes are

deprojected to the initial latent space for modifying the input latent vectors by subtraction and

addition. This pipeline ensures no compression loss to other facial attributes, including appearance

information, which essentially reduces effects on the distribution of input latent vectors in initial

latent space. Thus we successfully implemented ReDirTrans-GAN in the predefined feature space

working with fixed StyleGAN to achieve redirection in high-resolution full-face images, either

by assigned values or estimated conditions from target images while maintaining other facial

attributes. The redirected samples with assigned conditions can be utilized as data augmentation

for further improving learning-based gaze estimation performance. In future work, instead of a

pure 2D solution, 3D data can be included for further improvements.

Chapter 3, in full, is a reprint of the material as it appears in the publication of “ReDirTrans:

Latent-to-Latent Translation for Gaze and Head Redirection”, Shiwei Jin, Zhen Wang, Lei Wang,

Ning Bi, and Truong Nguyen, In Proceedings of IEEE Conference on Computer Vision and

Pattern Recognition (CVPR), 2023. The dissertation author was the primary investigator and

author of this paper.
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Input e4e Inversion Redirection Input e4e Inversion Redirection

Figure 3.7: Gaze correction samples in CelebA-HQ. We set the same image as input and target to redirect
the wrong gaze directions and head orientations given e4e inversion results.
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Figure 3.8: Gaze redirection results. The head orientations are all set as (0◦,0◦). ‘Pitch’ (P) means that
we only redirect the pitch component of gaze directions and set yaw as 0◦. ‘Yaw’ (Y) means that we only
redirect the yaw component of gaze directions and set pitch as 0◦. The redirected angles are listed at the
bottom of the figure.
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Figure 3.9: Head Redirection Results. The gaze directions are all set as (0◦,0◦). ‘Pitch’ (P) means that we
only redirect the pitch component of head orientations and set yaw as 0◦. ‘Yaw’ (Y) means that we only
redirect the yaw component of head orientations and set pitch as 0◦. The redirected angles are listed at the
bottom of the figure.
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Figure 3.10: Comparison of redirected samples with or without using layer-wise weights loss in
ReDirTrans-GAN. The gaze directions are all set as (0◦,0◦). We only redirect the head orientations
given the provided pitch and yaw values below the figure. ‘W/-w’ denotes the redirected samples with the
layer-wise weights loss. ‘W/O-w’ denotes the redirected samples without the layer-wise weights loss. ‘P’
denotes Pitch and ‘Y’ denotes Yaw.
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Chapter 4

AUEditNet: Dual-Branch Facial Action

Unit Intensity Manipulation with Implicit

Disentanglement

4.1 Introduction

Facial action units (AUs), serving as anatomical indicators of facial muscle movements,

have been effectively utilized as conditions for fine-grained facial expression editing in images

[24, 26]. The manipulation of AU intensities offers advantages such as objective quantification

on a six-integer-level ordinal scale defined by the Facial Action Coding System (FACS) [19], the

ability to generate over 7000 combinations in observed facial expressions with a small number of

AUs (30) [112], and the potentials for continuous intensity manipulation, instead of the category-

based expression editing [113]. However, public datasets containing intensity annotations for

over 10 AUs are constrained by limited subject counts, and frame-level AU intensity annotation

requires expert involvement and extensive works. As a result, current AU intensity manipulation

methods [24, 26, 27] often resort to the pretrained AU intensity estimator [20] to obtain predicted
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annotations for datasets with larger subject pools, sidestepping the reliance on expert-labeled

datasets with a restricted number of subjects.

On the other hand, the semantic richness in latent space and high-quality generation

capability of StyleGAN [29] have facilitated the development of facial attribute editing methods

[35, 33, 101, 114, 115] that enable targeted modifications without affecting other attributes and

identity. However, searching unified editing directions in the latent space for attribute editing

typically requires substantial data from numerous subjects to disentangle the target attributes

from others and identity. Limited number of subjects may lead to overfitting issues and poor

generalization to new faces.

Considering these, it is challenging to search disentangled editing directions for manip-

ulating intensities of multiple AUs based on the data from limited subjects. To address this,

we propose a method to manipulate intensities of 12 AUs within the W+ latent space [94] of

StyleGAN [29] for high-resolution face image synthesis using only 18 subjects’ data. Specifically,

we introduce a novel pipeline designed to enforce disentanglement within the network, even

with a dataset containing a limited number of subjects compared to the number of target facial

attributes we aim to edit. This approach offers a potential solution to achieve desired facial

attribute editing despite the dataset’s limited subject count. To summarize, our contributions are

as follows:

• Achieve accurate AU intensity manipulation in high-resolution synthesized face images

conditioned by AU intensity values or target images without requiring network retraining

or extra AU estimators.

• Introduce an architecture designed to disentangle target attributes from others and identity,

even when working with data containing very few subjects compared to the number of

target facial attributes we aim to edit.

• Propose the encoding of labels to match the level-wise disentangled structure of latent

vectors in W+ to avoid entangled labels as conditions for editing.
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• Demonstrate the ability to manipulate float or negative AU intensities while generating

consistent results, despite the training set labels encompassing six levels.

4.2 Related Work

4.2.1 AU Intensity Manipulation

GANimation [24] is an early work that utilizes AU intensities as conditions for facial

expression manipulation. However, it suffers from attention mechanism issues that could result

in overlap artifacts in regions where facial deformations occur [25]. Ling et al. [26] propose

using the relative AU intensities between the source and target images as conditions, avoiding

the direct addition of new attributes onto the existing expression [27]. Alternatively, ICface

[27] introduces a two-stage editing pipeline. The initial stage transforms the input image into

a neutral one with all AU intensities set to zero, and the second stage maps this neutral status

to the final output, depicting the desired driving attributes with two independent generators.

However, the architecture of ICface is redundant and resource-intensive. FACEGAN [116]

utilizes AU representations to construct facial landmarks for expression transfer, reducing the

potential of identity leakage from the target image. These methods place greater emphasis on

facial expressions compared to AUs, both in terms of their editing goals and evaluation criteria.

4.2.2 Image Editing in Latent Space

The latent space working with StyleGAN2 [29] is well-known of its meaningful and

highly disentangled properties. Several unsupervised methods [35, 117, 118, 36] search editing

directions in the latent space without the need for attributes labels. For instance, GANSpace

[35] employs principal component analysis to identify semantic editing directions in the latent

space. In contrast, supervised methods [33, 101, 119, 114] typically rely on pretrained attribute
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estimators or attribute labels. InterFaceGAN [33], for example, utilizes a binary support vector

machine [120] to estimate hyperplanes for the corresponding attribute editing. Furthermore, some

methods [41, 121, 115] use the CLIP loss [40] to enable text-driven image manipulation. These

methods usually handle identity information effortlessly since commonly used datasets contain

a much larger number of subjects compared to the attributes involved in the editing process.

However, in certain cases with a limited number of subjects included, the identity issue becomes

significant. Therefore, in our work, we introduce a novel architecture designed to implicitly

disentangle identity information from multiple attributes, even when dealing with a restricted

number of subjects.

4.3 Proposed Method

4.3.1 Problem Setting

Our objective is to develop an intermediate module within the pretrained GAN inversion

pipeline that enables the modification of specific facial attributes in input face images based on

target conditions, while preserving the individual’s identity and leaving other attributes unaffected.

A crucial aspect of achieving this lies in effectively disentangling the target facial attributes from

others and from identity. Prior works [35, 33] focused on identifying global editing directions

in latent space for desired facial attributes by analyzing data from thousands of subjects. The

data includes a significantly larger number of subjects than the number of facial attributes aiming

to edit. Consequently, it is common for different subjects in the dataset to share the same

facial attributes. This characteristic naturally facilitates the disentanglement of identity-related

influences from the identified global editing directions for the corresponding attribute editing.

However, while data availability from numerous subjects is abundant, obtaining fine-

grained labels poses challenges. The significant tradeoff between data collection and annotation

efforts, particularly when expert annotation is necessary, can hinder the inclusion of detailed labels.
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In specific face image editing tasks, such as AU intensity manipulation, multi-level intensity labels

offer advantages over binary labels (activated or not). Yet, datasets with intensity labels covers

more AUs often comprise fewer subjects. The limited subject pool in facial attribute editing

may blend identity features with the target attributes, complicating disentanglement processes.

To address this, we propose a novel framework named AUEditNet. This architecture enables

seamless intensity adjustments across 12 AUs in face images, even when trained on a restricted

dataset containing only 18 subjects.

4.3.2 Pipeline Overview

Consistent with previous works [101, 119, 115], we use a GAN inversion pair that consists

of an encoder E and a generator G to achieve the transformation between the image space and

the latent space. All editing occurs in the latent space. During training, we use a pair of images

Isrc, Itar from one subject, while an additional face image Irnd is randomly chosen from another

subject’s data. The processes are visually depicted in Fig. 4.1 with detailed descriptions.

Feature Space for Target AUs. Initially, we encode the input source image Isrc into the

latent vectors Wsrc = E(Isrc). To achieve explicit control over facial attributes using conditions

associated with physical interpretation, we perform additional encoding of the latent vector W j
src,

one level from the multi-level vectors Wsrc, through a trainable encoder Φ
j
enc. Here, j corresponds

to the level index, taking into account the disentangled level-wise structure of Wsrc, as outlined in

Sec. 4.3.3. For the purpose of this subsection, we can disregard this index. The outcome of this

encoding process is as follows:

Φ
j
enc(W

j
src) =

{
ĉi, j

src, â
i, j
src,z

j
src
}
, i ∈ [1,N], (4.1)

where N represents the number of facial attributes included in the editing task. In this Eq.

4.1, ĉi, j
src denotes whether the i-th facial attribute exists or not (AU is activated or not); âi, j

src is
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the corresponding estimated detailed labels (AU intensities); z j
src is the embedding which acts

as a medium for delivering information pertaining to the target facial attributes in this newly

encoded space. ĉi, j
src would select an editing direction from a globally trainable matrix T if the

i-th facial attribute exists. T contains N editing directions, each possessing the same dimension

as the embeddings. When a specific editing direction T(ĉi, j
src) is chosen, we scale it with the

estimated labels âi, j
src to serve as an intensity control. This yields a normalized embedding

z j
N = z j

src −∑
N
i=1 âi, j

src ·T(ĉi, j
src). Ideally, z j

N exclusively represents a canonical status of the target

facial attribute, free from any person-specific information. While it seems feasible to continue

incorporating new target conditions into this normalized embedding for subsequent generation

with edited attributes [17, 119], this approach has limitations.

• It cannot ensure the complete exclusion of other attributes or identity features from the

normalized embedding.

• Achieving optimal disentanglement of identity from target attributes requires training data

that ideally encompasses as many subjects as possible to attain the desired normalized

embedding.

• A loss function is necessary to enforce normalized embeddings identical within a batch,

which heavily relies on the batch size and can be resource-intensive.

Given these limitations, instead of directly adding target conditions to the source embedding,

our approach adopts a dual-branch structure to physically prevent irrelevant attribute or identity

features (indicated by blue bold arrows) from infiltrating the feature space of target facial attributes

(highlighted in yellow), as illustrated in Fig. 4.1.

We introduce Irnd through the same processing steps with the shared-weights modules and

build a normalized embedding instead of using the source one to compel the network to retain

only the target-attribute related information within this encoded space during training. Finally, we

introduce new conditions (the existence of the i-th attribute ci, j
tar and the corresponding detailed
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labels ai, j
tar). This yields the edited embedding ẑ j

tar = z j
rnd −∑

N
i=1 âi, j

rnd ·T(ĉ
i, j
rnd)+∑

N
i=1 ai, j

tar ·T(c
i, j
tar).

During testing, we directly use source normalized embedding for efficiency considerations.

Source Latent Vectors Editing. For all other facial attributes and identity information, our goal

is to preserve them within the original latent space [119]. We input the source embedding z j
src and

the edited target embedding ẑ j
tar into the decoder Φ

j
dec to obtain the residuals ∆W j

src and ∆Ŵ j
tar

respectively, which are used for editing W j
src. The purpose of ∆W j

src is to capture the source status

of the target facial attributes in the input image, while ∆Ŵ j
tar stores the new status. Rather than

solely assessing the result with the new status, we propose to supervise both outcomes through

the following expressions: 
Ŵ j

N =W j
src −∆W j

src,

Ŵ j
tar = Ŵ j

N +∆Ŵ j
tar,

(4.2)

where Ŵ j
N represents the intermediate editing resulting from the removal of the source status of

the aimed facial attributes, and Ŵ j
tar is the outcome achieved by incorporating the target conditions

based on Ŵ j
N . After replacing the latent vector at the index j in Wsrc with Ŵ j

N (or Ŵ j
tar), we obtain

the final edited latent vectors ŴN (or Ŵtar) for image generation. ÎN
tar = G(ŴN) represents a

synthesized face image with zero intensities (deactivation) for all AUs, while Îtar = G(Ŵtar) is

generated based on the target intensities.

4.3.3 Multi-Level Architecture

The latent space used for editing is the W+ space [94], compatible with StyleGAN [29].

Latent vectors in W+ exhibit a multi-level structure, allowing them to control different semantic

levels of images [122]. The level is indexed by j and j ∈ [1,M], where M ≤ 18 due to the

dimension of W+. Rather than reintegrating disentangled level-wise features in W+ using a

single editing module, we opt for multiple independent editing modules {P j(·) | j ∈ [1,M]},

each responsible for editing a specific level of the latent vectors, shown in Fig. 4.2. Here, M
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Figure 4.2: Multi-level architecture of AUEditNet. We only focus on editing the first 11 levels of
latent vectors in W+. Each level has one corresponding editing module P j, whose detailed structure is
described in Fig. 4.1. Given a sequence of target labels for 12 AUs, we first use Ψenc to encode them into
embeddings and feed these embeddings into each P j for editing purposes. Meanwhile, each P j estimates
the label embeddings from the source latent vectors. Subsequently, we use Ψdec to decode these estimated
embeddings back to the label space and compare them with the actual source labels for supervision. For
simplicity, we only include one target attribute with the index i. In the real implementation, the input target
labels should include labels for all 12 AUs. We only include the source branch in this figure for better
description. The pipeline is the same and the weights are shared in the target branch.

denotes the number of levels we aim to edit, set to 11 in our task. The rest of latent vectors

maintain invariant during editing.

4.3.4 Encoding and Decoding of Labels

Various works explored incorporating input conditions into multi-level latent vectors

within the W+ space for editing purposes. StyleFlow [34] empirically found optimal level index

ranges linked to specific facial attributes, like expression (4−5), yaw (0−3), and gender (0−7).

However, their focus was primarily on smiling expressions, which didn’t satisfy our requirements
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for editing multiple AUs. Moreover, searching such optimal index ranges demands substantial

datasets. ReDirTrans [119] proposed to apply the same conditions universally across levels

and use error-based weights to determine each level’s contribution to the target facial attribute.

However, they assumed that their aimed attribute (gaze directions) could be estimated from a

single level of the latent vectors in W+, which might not suit other attribute manipulations.

Given these limitations, instead of focusing on which level (or levels) controls the target

attribute, we propose encoding labels to align with the multi-level structure. This approach avoids

mixing multiple facial attribute labels when inputted into individual levels. Specifically, we

propose to first encode the target labels of multiple facial attributes ({(ci
tar,a

i
tar) | 1 ∈ [1,N]})

into multi-level embeddings for fitting the multi-level structure. Then, we feed the j-th level

embedding ({(ĉi, j
tar, â

i, j
tar) | 1 ∈ [1,N]}) into the corresponding editing module P j to perform

editing. Given the level-wise estimated label embeddings from the source image, we decode them

back to the original label space to get the estimated source labels {(ĉi
src, â

i
src) | 1 ∈ [1,N]}. The

entire process can be summarized as follows:


Ψenc(ci

tar,a
i
tar) = ci, j

tar,a
i, j
tar,

Ψdec(ĉi, j
src, â

i, j
src) = ĉi

src, â
i
src,

(4.3)

where i ∈ [1,N], j ∈ [1,M], and the subscripts ‘src’ and ‘tar’can be interchanged if we switch the

roles of the source and target images during training. The proposed encoding-decoding pipeline

for labels doesn’t restrict the estimation of aimed attributes to a single level of latent vectors. Fig.

4.2 presents the overall multi-level architecture of AUEditNet. The encoder-decoder pair, ψenc

and ψdec are trained based on the Label Loss introduced in Sec. 4.3.6.
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Figure 4.3: Structure of the AU intensity estimator. This Siamese network takes a pair of images from the
same subject as inputs and estimates the difference of AU intensities between these two images (the target
and anchor images). We use convolutional neural network (CNN) to extract features. After concatenating
two features, we use fully-connected network (FCN) to regress the final output.

Figure 4.4: Comparison of eyebrow positions and shapes on the DISFA dataset. All of these four images
have deactivated (zero-intensity) AU 1 (Inner Brow Raiser), AU 2 (Outer Brow Raiser) and AU 4 (Brow
Lowerer). We can observe that the different eyebrow positions and shapes could affect the performance
given a unified AU intensity estimator.

4.3.5 AU Intensity Estimator

In our work, pretrained AU intensity estimators are required at two stages: when utilizing

the Pretrained Function Loss in Sec. 4.3.6 during training and when evaluating manipulation

performance quantitatively during inference.

Estimator Structure. We utilize a Siamese network for AU intensity estimation, shown

in Fig. 4.3. The input is a pair of images from the same subject. One is viewed as the target image,

and the other one is viewed as the anchor image. The output is the difference of AU intensities

between the target image and the anchor image. This design could help to reduce personal facial

attributes’ influences, such as eyebrow positions and shapes affecting the eyebrow-related AU
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movements, illustrated in Fig. 4.4. If all AU intensities in the anchor image are at zero, the output

represents the absolute intensities of AUs in the target image.

Estimator in Training. During training, the pretrained convolutional part of VGG-16

[123] serves as the backbone in the AU intensity estimator, trained on the DISFA training subset.

It functions as Fpre to detect AU intensities in synthesized images during AUEditNet’s training.

The anchor image is randomly chosen from the same subject’s data with all AUs deactivated (zero

intensity).

Estimator in Inference. During testing, we use another external AU intensity estimator

to quantify the manipulation performance, which is unseen during training. We use the pretrained

convolutional part of ResNet-50 [110] as the backbone to build the AU intensity estimator Hest ,

trained on the DISFA training subset.

4.3.6 Objectives

During training, AUEditNet requires source and target images from the same subject.

And the random image can be randomly picked from other subjects. We train AUEditNet by

minimizing the following loss:

L = λRLR +λPLP +λFLF +λIDLID +λLLL. (4.4)

Pixel-wise and Perceptual Losses. We minimize both the pixel-wise loss LR and the perceptual

loss LP [124] between the edited image Îtar, which is generated based on the provided target

conditions, and the actual target image Itar.

LR = ∥Îtar − Itar∥2,

LP = ∥Fpcept(Îtar)−Fpcept(Itar)∥2,

(4.5)

where Fpcept(·) denotes the perceptual feature extractor.
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Pretrained Function Loss. Following the prior works [17, 119], the pretrained function loss

LF focuses on task-relevant inconsistencies between Îtar and Itar. The inconsistencies include

both intermediate activation feature maps { fk,k ∈ [1,K]} and estimation results derived from a

network Fpre(·), which is pretrained on the specific task (e.g. AU intensity estimation).

LF =
1
K

K

∑
k=1

∥ fk(Îtar)− fk(Itar)∥2

+
1
N
∥Fpre(Îtar)−Fpre(Itar)∥2,

(4.6)

where K is the number of chosen layers from Fpre.

Identity Loss. We restrict the ID similarity between the real image Itar and two generated

images Îtar; ÎN
tar based on the pretrained ArcFace network [103], denoted as Fid .

LID =
Î∈{Îtar,ÎN

tar}

∑ 1−⟨Fid(Î),Fid(Itar)⟩ (4.7)

Label Loss. We propose the label loss to supervise the transformation process in the ‘latent

space’ for labels through Ψenc and Ψdec as mentioned in Sec. 4.3.3. Let’s assume we use the

source image’s labels (ci
src and ai

src) as the target conditions for the i-th facial attribute. In this

scenario, the generated image should be identical to the source image. This implies that the

estimated source embedding z j
src should match the edited embedding ẑ j

tar at each level. In other

words, the removal of the source status and the addition of the target status should be entirely

consistent. As a result, the level-wise conditions (ci, j
src,a

i, j
src) in the label’s latent space, encoded

from the source image’s labels (ci
src,a

i
src), should align with the estimated conditions (ĉi, j

src, â
i, j
src).

This corresponds to the second part of Eq. 4.8, which supervises the learning of the encoder Ψenc.

To further ensure that the level-wise estimation retains the information about the labels

of the source image, we utilize the label decoder Ψdec to guarantee that the estimated results

(ĉi
src, â

i
src) decoded from the level-wise conditions (ĉi, j

src, â
i, j
src) are consistent with the source image’s
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labels. Thus, we build the loss as follows:

LL =
ξ∈{c,a}

∑
1
N

N

∑
i=1

(
∥ξ̂

i
src −ξ

i
src∥2 +

1
M

M

∑
j=1

∥ξ̂
i, j
src −ξ

i, j
src∥2

)
. (4.8)

In summary, the first three terms in Eq. 4.4 ensure the generated image’s similarity to the

target image. The fourth term enforces identity consistency, and the final term supervises the

learning of level-wise pseudo-labels for avoiding entangled labels as conditions and improving

the attribute editing performance. The hyperparameters λR,λP,λF ,λID,λL enable a balanced

learning from these various losses.

4.4 Experiments

4.4.1 Implementation Details

We employed e4e [30] and StyleGAN2 [29] as the GAN inversion pair. We designed a

Siamese network for the external AU intensity estimation for the pretrained function loss in Eq.

4.6. This network takes a pair of face images from the same subject as the input and estimates

the intensity difference of AUs between these two images. This design reduces the impact of

subject-specific facial attributes. During training, we used the convolutional part of VGG-16

[123] as the backbone to build the AU intensity estimation network Fpre. During test, we used a

separate estimator Hest , which has the same architecture with ResNet-50 [110] as the backbone.

Importantly, this estimator Hest was never exposed to the training phase but was trained on the

same training dataset.

We trained AUEditNet using the DISFA training subset [125, 126]. DISFA comprises

of 27 subjects and provides multi-level integral intensities for 12 AUs, offering annotations for

the largest number of AUs among publicly available datasets for AU intensity estimation. The

DISFA dataset [126, 125] is the only public dataset that contains intensity labels for 12 action
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Figure 4.5: Distribution of AU intensities in DISFA. (a) Including samples with at least one non-zero AU
intensity. (b) Whole DISFA dataset. As shown in (a), the distribution remains highly imbalanced after
filtering out samples with zero intensities for all AUs.

units (AUs). It serves as the benchmark for AU intensity estimation tasks [127, 128]. Current AU

intensity manipulation methods [24, 26, 27] often rely on large public datasets with predicted AU

intensities as ground truth. This preference arises due to DISFA’s limitations: it comprises only 27

subjects, notably fewer than the extensive subject pools of 337, 98, and over 1000 subjects used

in these methods [24, 26, 27], respectively. Additionally, the intensity distribution within DISFA

is highly imbalanced, as depicted in Fig. 4.5. Nevertheless, to the best of our knowledge, we are

the first work to leverage such imbalanced datasets with limited subject counts for achieving AU

intensity manipulation.

To assess AUEditNet, we used the DISFA test subset to evaluate its accuracy in manipu-

lating AU intensities while preserving other attributes. We used 18 subjects for training and 9

subjects for testing, following the data split used in [129, 130]. Furthermore, we expanded our

evaluation to encompass facial expressions, beyond AUs alone, by using the BU-4DFE dataset

[131]. Our evaluation involved tasks related to expression transfer and data augmentation for

AU intensity estimation. For further assessment of out-of-domain editing performance, we incor-

porated CelebA-HQ [104] and FFHQ [93], which both are the benchmarks for the high-quality
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human face image datasets.

4.5 Training Details

To expedite training and mitigate the influence of numerous samples with zero intensities

of all AUs, shown in Fig. 4.5, we always use one sample with at least one non-zero AU intensity

as the source image. The target and random images are chosen randomly from the rest data

without any special requirements. We utilize the cycle pipeline [132] to input the generated target

image with source image conditions back to the network to achieve cycled image reconstruction.

We opt for a batch size of 2, utilizing Adam optimizer [78] with default momentum

values (β1 = 0.9,β2 = 0.999). The training process, consuming around 18,123 MiB on a single

NVIDIA RTX 3090, iterates for 30,000 iterations. The loss weights in Eq. 4.4 are set as

λR = 8,λP = 1,λF = 125,λID = 20,λL = 20.

4.5.1 Evaluation Criteria

We assess the performance of AUEditNet by examining the comparison between the gen-

erated image Îtar and the target image Itar from four perspectives: the accuracy of intensity editing

in AUs, identity preservation, image similarity, and smile expression manipulation (illustrated in

Sec. 4.5.3).

Accuracy of AU Intensity Manipulation. We quantify the AU intensity manipulation

performance in edited images by using the external pretrained ResNet-50 based estimator Hest ,

which is unseen during training. We report the Intra-Class Correlation (specifically ICC(3,1)

[133]) and mean squared error (MSE), both calculated for 12 AUs, between the estimated values

Hest(Îtar) or Hest(ÎN
tar) and their intended target values.

Identity Preservation. A well-trained image editor should consistently maintain the

identity given various provided conditions. To assess the similarity of identity, we measure
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the distance of embeddings between Îtar and Itar to assess the similarity of identity, where the

embedding is extracted by a pretrained face recognition model [134].

Image Similarity. We employ two metrics: pixel-wise mean squared error and the

Learned Perceptual Image Patch Similarity (LPIPS) [102] to measure the image similarity

between Îtar and Itar.

4.5.2 Qualitative Evaluation

Within-Dataset Evaluation Fig. 4.6 illustrates a qualitative comparison of AU intensity

manipulation based on provided target conditions. Both ReDirTrans [119] and our proposed

AUEditNet employ a two-step editing process to prevent potential attribute status mixing. After

the source status removal, the generated images should exhibit all AU intensities set to zero,

serving as benchmarks when all AUs are deactivated. ReDirTrans and AUEditNet demonstrate

the ability to learn the desired AU movements, under both cases when deactivating all AUs or

assigning new target intensities. However, ReDirTrans fails to preserve identity information in

intermediate and final generated images. Additionally, ReDirTrans attempts to address color

discrepancy between real and inverted images during AU editing, resulting in undesired color

distortion in images. In contrast, AUEditNet focuses only on editing the aimed AUs’ intensities,

devoid of unrelated information, which is achieved through the dual-branch architecture. On the

other hand, DeltaEdit [115] excels in maintaining identity information and other facial attributes.

However, it is limited to learning noticeable AU movements and may ignore subtle motions such

as eyebrow, cheek, and lip corner movements, potentially causing significant changes in the entire

facial expression. AUEditNet successfully achieves accurate AU intensity editing under this

two-phase editing process while maintaining identity.

Cross-Dataset Evaluation Fig. 4.7 presents the cross-dataset results involving single AU

editing with multiple intensity levels on the CelebA-HQ dataset [104]. AUEditNet exhibits

83



So
ur

ce
e4

e
In

ve
rs

io
n

A
U

E
di

tN
et

(−
)

A
U

E
di

tN
et

(+
)

R
eD

ir
Tr

an
s

(−
)

R
eD

ir
Tr

an
s

(+
)

D
el

ta
E

di
t

(+
∆

)
Ta

rg
et

Fi
gu

re
4.

6:
C

om
pa

ris
on

of
A

U
in

te
ns

ity
m

an
ip

ul
at

io
n

us
in

g
ta

rg
et

A
U

in
te

ns
iti

es
in

D
IS

FA
.A

U
Ed

itN
et

,R
eD

irT
ra

ns
ge

ne
ra

te
ed

iti
ng

re
su

lts
th

at
in

vo
lv

e
th

e
re

m
ov

al
(−

)o
fs

ou
rc

e
at

tr
ib

ut
es

an
d

th
e

ad
di

tio
n

(+
)o

ft
ar

ge
ta

ttr
ib

ut
es

.D
el

ta
E

di
tu

se
s

in
te

ns
ity

di
ff

er
en

ce
s

be
tw

ee
n

so
ur

ce
an

d
ta

rg
et

im
ag

es
fo

ra
ttr

ib
ut

e
ad

di
tio

n
(+

∆
).

T
he

re
m

ov
al

(−
)p

ro
ce

ss
yi

el
ds

’n
eu

tr
al

-l
ik

e’
fa

ce
im

ag
es

w
ith

al
lA

U
in

te
ns

iti
es

se
tt

o
ze

ro
.

84



A
U

25
A

U
15

A
U

5
A

U
4

A
U

2

Inversion atar = 0 atar = 2 atar = 4 atar =−2

Figure 4.7: Cross-dataset evaluation of single AU intensity manipulation in CelebA-HQ. The descriptions
of AUs (from top to bottom) are Outer Brow Raiser, Brow Lowerer, Upper Lid Raiser, Lip Corner
Depressor, and Lips Part. atar represents the target intensity.

the capability to achieve consecutive AU intensity manipulation. Notably, even in the absence

of negative intensities during training, AUEditNet produces reasonable editing outcomes. For

instance, applying negative intensity to AU 5 (Upper Lid Raiser) results in a generated image

with partial eye closure. Regarding AU 25 (lips part), where intensity indicates mouth openness,

providing negative intensity still maintains the closed configuration, aligning with the case of

zero intensity instead of creating unrealistic results.
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4.5.3 Quantitative Evaluation

Accuracy of AU Intensity Editing. Table 4.1 presents measurements of ICC and MSE

for comparing the estimated AU intensities against ground truth. We categorize the methods under

each evaluation metric based on their research directions, whether they focus on the estimation

or editing of AU intensities in images. Among the editing methods, our proposed AUEditNet

surpasses state-of-the-art facial attribute editing methods, especially in terms of the average

performance across all 12 AUs. When it comes to the performance of deactivating all AUs,

AUEditNet achieves a substantial 38.92% improvement in MSE compared to ReDirTrans [119].

This illustrates the complete and accurate attribute removal process, which, in turn, contributes to

enhanced final performance since attribute removal and addition are entirely reversible processes

with shared trainable parameters.

Furthermore, we expand our comparison to include both editing and estimation methods

because the editing performance is also assessed using the same AU intensity estimation process.

Moreover, the external estimator Hest is trained on the same data as AU intensity estimation

methods. We still observe that the estimation performance, when evaluated with our edited

face images, surpasses that of state-of-the-art AU intensity estimation methods on the DISFA

test subset [125, 126]. This finding further solidifies the high level of consistency between the

provided target intensities and the edited images generated by AUEditNet.

Identity Preservation and Image Similarity. Table 4.2 summarizes the performance of

identity preservation and image similarity given image editing results. In addition to comparing

the edited images with the real target images, we also conduct a comprehensive comparison using

GAN-inverted images as the target. All three editing methods focus on the latent code editing,

without adjusting the image encoder and generator. From the identity perspective, DeltaEdit [115]

achieves the best performance, nearly matching the GAN inversion performance. However, this

is at the cost of AU intensity manipulation accuracy, resulting in a decline of 71.50% in ICC and

98.23% in MSE compared to AUEditNet. Comparing our AUEditNet with ReDirTrans [119],

86



Ta
bl

e
4.

1:
C

om
pa

ri
so

n
to

th
e

st
at

e-
of

-t
he

-a
rt

ac
tio

n
un

it
(A

U
)i

nt
en

si
ty

es
tim

at
io

n
an

d
ed

iti
ng

m
et

ho
ds

in
D

IS
FA

[1
25

].
T

he
‘M

et
ho

d’
co

lu
m

n
un

de
re

ac
h

m
et

ric
is

ca
te

go
riz

ed
in

to
tw

o
pa

rts
:1

.U
pp

er
pa

rt:
A

U
in

te
ns

ity
es

tim
at

io
n

m
et

ho
ds

;2
.L

ow
er

pa
rt:

A
U

in
te

ns
ity

ed
iti

ng
m

et
ho

ds
.I

n
th

e
es

tim
at

io
n

ta
sk

,w
e

ev
al

ua
te

th
e

pe
rf

or
m

an
ce

by
co

m
pa

ri
ng

th
e

es
tim

at
ed

in
te

ns
iti

es
of

th
e

in
pu

ti
m

ag
e

to
th

e
gr

ou
nd

tr
ut

h.
Fo

rt
he

ed
iti

ng
ta

sk
,t

he
pr

oc
ed

ur
e

be
gi

ns
w

ith
th

e
ed

iti
ng

of
th

e
in

pu
ti

m
ag

e
ba

se
d

on
th

e
ta

rg
et

co
nd

iti
on

s.
T

he
n

w
e

ac
qu

ir
e

th
e

es
tim

at
ed

A
U

in
te

ns
iti

es
fr

om
th

e
ed

ite
d

im
ag

e
vi

a
th

e
ex

te
rn

al
pr

et
ra

in
ed

es
tim

at
or

H
es

t.
Fi

na
lly

,w
e

co
m

pa
re

th
es

e
es

tim
at

ed
in

te
ns

iti
es

w
ith

th
e

pr
ov

id
ed

ta
rg

et
co

nd
iti

on
s.

‘(
N

)’
de

no
te

s
th

e
re

su
lts

ob
ta

in
ed

af
te

rt
he

so
ur

ce
at

tr
ib

ut
e

re
m

ov
al

,w
he

re
al

lA
U

in
te

ns
iti

es
ar

e
se

tt
o

ze
ro

.B
ec

au
se

th
e

de
si

re
d

ou
tp

ut
un

de
r

th
is

ca
se

sh
ou

ld
ex

hi
bi

tn
o

A
U

m
ov

em
en

ts
,r

es
ul

tin
g

in
a

si
ng

le
,u

ni
fo

rm
ou

tc
om

e,
th

es
e

re
su

lts
ar

e
on

ly
co

m
pa

re
d

w
ith

in
th

is
gr

ou
p.

T
he

be
st

pe
rf

or
m

an
ce

is
in

di
ca

te
d

w
ith

in
br

ac
ke

ts
an

d
in

bo
ld

,w
hi

le
th

e
se

co
nd

be
st

is
hi

gh
lig

ht
ed

on
ly

in
bo

ld
.

M
et

ho
d

A
U

1
A

U
2

A
U

4
A

U
5

A
U

6
A

U
9

A
U

12
A

U
15

A
U

17
A

U
20

A
U

25
A

U
26

A
vg

ICC(3,1)(↑)

2D
C

[1
35

]
.7

0
.5

5
.6

9
.0

5
.5

9
.5

7
.8

8
.3

2
.1

0
.0

8
.9

0
.5

0
.5

0
H

R
[1

27
]

.5
6

.5
2

.7
5

.4
2

.5
1

.5
5

.8
2

[.5
5]

.3
7

.2
1

.9
3

.6
2

.5
7

A
ps

[1
36

]
.3

5
.1

9
.7

8
[.7

3]
.5

2
[.6

5]
.8

1
.4

9
.6

1
.2

8
.9

2
[.6

7]
.5

8

D
el

ta
E

di
t[

11
5]

.0
91

.0
58

.1
14

.0
34

.3
83

.0
65

.6
94

.0
08

.0
04

.0
41

.5
81

.1
66

.1
79

R
eD

ir
Tr

an
s

[1
19

]
[.8

56
]

[.6
31

]
.8

51
.4

36
[.6

34
]

.2
78

.8
62

.3
64

.6
02

.4
81

.9
27

.4
80

.6
17

A
U

E
di

tN
et

.8
48

.5
59

[.8
74

]
.6

00
.5

77
.2

30
[.8

90
]

.2
76

[.6
69

]
[.5

11
]

[.9
50

]
.5

48
[.6

28
]

MSE(↓)

2D
C

[1
35

]
.3

2
.3

9
.5

3
.2

6
[.4

3]
.3

0
.2

5
.2

7
.6

1
.1

8
.3

7
.5

5
.3

7
H

R
[1

27
]

.4
1

[.3
7]

.7
0

.0
8

.4
4

.3
0

.2
9

.1
4

.2
6

[.1
6]

.2
4

.3
9

.3
2

A
ps

[1
36

]
.6

8
.5

9
.4

0
.0

3
.4

9
[.1

5]
.2

6
.1

3
.2

2
.2

0
.3

5
[.1

7]
.3

0

D
el

ta
E

di
t[

11
5]

.6
05

.6
86

1.
31

1
.0

31
.5

13
.4

85
.5

70
.0

80
.4

24
.4

54
1.

15
7

.4
20

.5
61

R
eD

ir
Tr

an
s

[1
19

]
[.1

81
]

.3
97

.3
41

.0
34

.4
53

.5
52

.2
86

[.0
70

]
.2

25
.3

33
.2

47
.3

67
.2

90
A

U
E

di
tN

et
.1

91
.4

45
[.3

09
]

[.0
29

]
.4

92
.5

79
[.2

28
]

.0
80

[.1
88

]
.3

22
[.1

69
]

.3
67

[.2
83

]

R
eD

ir
Tr

an
s

(N
)

[.0
45

]
.1

17
[.0

25
]

[.0
19

]
[.0

24
]

.0
09

.3
00

.0
32

.1
77

[.0
32

]
.8

03
.4

27
.1

67
A

U
E

di
tN

et
(N

)
.0

69
[.1

01
]

.0
98

.0
24

.0
36

[.0
06

]
[.2

27
]

[.0
04

]
[.0

14
]

.0
63

[.3
51

]
[.2

28
]

[.1
02

]

87



Table 4.2: Comparison of identity preservation and image similarity in facial attribute editing methods.
‘GAN Inversion’ as a baseline illustrates that the accuracy of action unit intensity editing cannot be reflected
in the performance of the Image Similarity criteria. The best performance is indicated within brackets and
in bold, while the second best is highlighted only in bold.

Method
Target
Image

Identity
Preservation

Image
Similarity

Distance (↓) L2 (↓) LPIPS (↓)

GAN
Inversion [30]

Real .368 .025 .173
Inverted .278 .011 .065

DeltaEdit [115]
Real [.396] [.022] [.165]

Inverted [.309] [.011] [.074]

ReDirTrans [119]
Real .505 .024 .175

Inverted .479 .018 .153

AUEditNet
Real .468 .026 .174

Inverted .435 .016 .126

we observe the identity preservation improvements of 7.33% and 9.19% considering real and

inverted images, respectively. These results further validate the effectiveness of our method’s

ability to achieve disentanglement and preserve identity during intensity manipulation.

Regarding image similarity, DeltaEdit [115] continues to outperform the other two editing

methods. However, when using the GAN inversion as the baseline to compare the inverted source

image with the real or inverted target images separately, we find that the image similarity criteria

still maintain good performance, even when dealing with different AU intensities between source

and target images. In other words, the difference in AU intensities is not reflected over the image

similarity. When compared to ReDirTrans [119], AUEditNet achieves comparable performance

with the real target image and achieves better performance with the inverted one. These results

further demonstrate AUEditNet’s disentanglement ability when achieving AU intensity editing.

Smile Manipulation. We evaluate smile attribute manipulation using metrics proposed in

[114] on the FFHQ dataset [93]. Specifically, we modify the intensities of AU 6 (Cheek Raiser)

and AU 12 (Lip Corner Puller) across eight levels simultaneously to enable smile intensity editing
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Table 4.3: Comparison of smile intensity manipulation performance on the FFHQ test dataset. AUEditNet
achieves the best performance given identity preservation (Ed) and manipulation efficiency (ρ).

Method
Smile Attribute

Ed (↓) ρ (↑)

Talk-to-Edit [137] 0.212 40.9
StyleFlow [34] 0.099 88.9

Do et al. [114] (W/ StyleGAN2) 0.103 96.9
AUEditNet 0.099 121.3

[138]. Table 4.3 provides comparisons based on identity preservation (Ed) and manipulation

efficiency (ρ). The result indicates that AUEditNet better preserves identity when an attribute

undergoes the same quantity of change than others.

4.5.4 Expression Transfer

Setting individual AU values is a cumbersome process and requires expertise for achieving

desired expression synthesis [139]. In contrast, our proposed AUEditNet demonstrates the

capability to directly transfer facial expressions from target images without the need for retraining

the network. The process involves inputting the target image with the desired expression into

the target branch in Fig. 4.1. Instead of employing removal and addition processes, we directly

feed the estimated embeddings of the target image into the decoder Φ
j
dec, similar to the procedure

in the source branch, to acquire editing residuals with target facial expressions. Fig. 4.8 shows

expression transfer results on the BU-4DFE dataset [131]. The edited images demonstrate the

contributions of AU intensity manipulation to the facial expression reenactment.

4.6 Smile Attribute Manipulation

To further validate AUEditNet’s effectiveness, we assess the facial expression editing per-

formance by manipulating intensities over some AUs. We modify the intensities of AU 6 (Cheek
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Figure 4.8: AU intensity manipulation conditioned on target images to achieve facial expression transfer
on the BU-4DFE dataset. The fine-grained facial expressions, such as AU 17 (Chin Raiser) in ‘Sadness’
and AU 25 (Lips Part) in ‘Disgust’, are transferred accurately.

Raiser) and AU 12 (Lip Corner Puller) across eight levels (shown in Fig. 4.9) simultaneously

to enable smile intensity editing [138]. Following the evaluation proposed in [114], we utilize a

pretrained face recognition model [134] for identity preservation assessment and utilize Face++

[140] to evaluate the smile attribute intensity values in generated images.
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asmile = 0/8 asmile = 1/8 asmile = 2/8 asmile = 3/8 asmile = 4/8 asmile = 5/8 asmile = 6/8 asmile = 7/8

Figure 4.9: Smile attribute manipulation achieved by the AU intensity manipulation. asmile denotes the
target smile intensity, ranged [0,1]

4.6.1 Synthetic Data Augmentation

We employ supervised AU intensity estimation as a downstream task to assess the con-

sistency between the generated images and real images. Initially, we randomly pick a certain

number of real samples with labels from the dataset. Then, we use these real images to generate

an equal number of synthetic images, assigning them the provided target conditions as pseudo

labels. Combining these two groups forms the training set for an AU intensity estimator. We

compare the evaluation performance of this estimator trained with both real and synthetic data

against one trained solely on real data. The results, depicted in Fig. 4.10, consistently demonstrate

improvements with including synthetic data during training.
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2 4 6 8 10 12 14 16 18
# of Training Samples of the Augmented Dataset (k)

0.30

0.35

0.40

0.45

0.50

Raw ICC
Raw MSE
Aug ICC
Aug MSE
Fully Supervised ICC
Fully Supervised MSE

Figure 4.10: Synthetic data augmentation via AUEditNet for the AU intensity estimation task. ‘Raw’
denotes training with real data only. ‘Aug’ denotes training with both real and synthetic data. ‘Fully
Supervised’ denotes the baseline with using all training samples of the DISFA training dataset.

4.6.2 Ablation Study

Table 4.4 shows the results of ablation studies for AUEditNet. In module design, the

integration of dual branch (+ Dual.) leads to improvements in both AU manipulation accuracy

(MSE, ICC) and ID preservation (ID). Notably, in the ‘Removal’ case for neutral face generation,

MSE and ID get 33.5% and 26.8% improvements, respectively. The evaluation in this removal-

only process is valuable for assessing whether unrelated information is introduced into the target

AU space during editing, which is often invisible when ‘Removal and Addition’ processes are

implemented. Level-wise label mapping can further improve manipulation accuracy. Regarding

training loss, a well-trained AU intensity estimator (LF ) plays a more crucial role than a paired

target image (LR & LP). This observation aligns with the fact that pixel-wise MSE and perceptual

loss may not effectively capture AU motions. The absence of ID loss leads to a performance drop

in ID. However, it also loosens constraints on latent code editing, resulting in more accurate AU

manipulation.

When evaluating the performance of AUEditNet, the target image for the AU intensity

estimator is the generated image with the provided target conditions. The anchor image can be
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Table 4.4: Ablation Study for AUEditNet.

Model
Target

(Removal & Addition)
Neutral

(Removal)

MSE ↓ ICC ↑ ID ↓ MSE ↓ ID ↓

Training
w/o LR & LP 0.388 0.584 0.502 0.253 0.440

w/o LF 0.507 0.356 0.480 0.467 0.454
w/o LID 0.288 0.619 0.533 0.115 0.515

Design

Sngl. 0.317 0.598 0.545 0.621 0.724
+ Encoder, Decoder 0.290 0.617 0.505 0.167 0.600

+ Dual. 0.288 0.617 0.471 0.111 0.439
+ Label Mapping 0.283 0.628 0.468 0.102 0.426

Table 4.5: Comparison of AU intensity manipulation performance when using different types of anchor
images. ‘(Syn)’ means using synthetic face images with deactivating all AUs as the anchor image. ‘(Real)’
means using real images with zero intensities of all AUs from the test subject as the anchor image. The
results under the ‘Real’ case are copied from Table 4.1.

Type AU1 AU2 AU4 AU5 AU6 AU9 AU12 AU15 AU17 AU20 AU25 AU26 Avg

IC
C Real .848 .559 .874 .600 .577 .230 .890 .276 .669 .511 .950 .548 .628

Syn .853 .551 .885 .600 .586 .235 .888 .283 .685 .514 .948 .533 .631

M
SE Real .191 .445 .309 .029 .492 .579 .228 .080 .188 .322 .169 .367 .283

Syn .186 .452 .291 .030 .483 .574 .230 .080 .181 .321 .171 .377 .281

either a real image with zero intensities of all AUs from the test subject or the generated one

with deactivating all AUs. To fully evaluate the quality of the generated images, we further

implemented the comparison using real or generated images with deactivated AUs as the anchor

images, as shown in Table 4.5. When using synthetic images as the anchor images, the final

performance is further improved even if the external AU intensity estimator Hest is only trained

with the real images in the training subset. Additionally, it proves AUEditNet’s effectiveness in

AU intensity manipulation when deactivating all AUs.
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4.7 Conclusion

In this work, we achieved accurate AU intensity manipulation in high-resolution synthetic

face images. Our method allows conditioning manipulation on intensity values or target images

without retraining the network or requiring extra estimators. This pipeline presents a promising

solution for editing facial attributes despite the dataset’s limited subject count. We validated our

method both qualitatively and quantitatively through extensive experiments. The performance

boost with synthetic augmented data confirms the quality of generated samples paired with

target conditions as pseudo labels, mitigating the challenge of data scarcity. In the future, we

aim to explore weakly-supervised or self-supervised methods to further advance AU intensity

manipulation.

Chapter 4, in full, is a reprint of the material as it appears in the publication of “AUEditNet:

Dual-Branch Facial Action Unit Intensity Manipulation with Implicit Disentanglement,”, Shiwei

Jin, Zhen Wang, Lei Wang, Peng Liu, Ning Bi, and Truong Nguyen, In Proceedings of IEEE

Conference on Computer Vision and Pattern Recognition (CVPR), 2024. The dissertation author

was the primary investigator and author of this paper.
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Chapter 5

Conclusion and Future Work

5.1 Conclusion

Facial attributes encompass a diverse range of features on a person’s face, playing crucial

roles in fields like surveillance, healthcare, and entertainment. As the development of deep

neural networks, there has been a growing interest in learning-based facial attribute analysis.

This learning-based analysis can be broadly classified into two main tasks: facial attribute

estimation and manipulation. Facial attribute estimation predicts attributes from images, while

manipulation focuses on editing the aimed attributes in images without affecting others. These

tasks are interrelated and mutually beneficial. Facial attribute manipulation has the potential to

enhance estimation accuracy by distilling features that are related to the aimed attributes and

using synthetic samples to augment raw datasets Conversely, a well-trained attribute estimator

can serve as a benchmark to guide the training of the manipulator, ensuring that the targeted

attributes are edited accurately at the image level. Moreover, with the advancement of generators

and their ability to produce increasingly realistic images, facial attribute manipulation can extend

its capabilities beyond data augmentation, such as video conferencing, character animation, avatar

manipulation, and immersive experiences in virtual and augmented reality environments.
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This dissertation focuses on three facial attributes: gaze directions, head orientations, and

facial action units. We proposed several learning-based algorithms to estimate and manipulate

these facial attributes given input images:

• In Chapter 2, we introduced a unified eye-image-based gaze estimation algorithm, integrat-

ing Kappa Angle regression to achieve person-dependent calibration during both training

and evaluation phases. Our approach leverages synthetic eye images and accounts for

ocular counter-rolling (OCR) response to predict the Kappa Angle. The proposed method

achieves comparable estimation accuracy with significantly lower standard deviation and

requires fewer network parameters compared to existing approaches on benchmark datasets.

This indicates the effectiveness of our proposed gaze estimation pipeline with bringing in

OCR-aware Kappa Angle compensation. This work [141] was accepted and presented at

the GAZE Workshop during CVPR 2023 and was honored with the Best Poster Award.

• In Chapter 3, we introduced an innovative gaze direction and head orientation editing algo-

rithm. This framework operates in a latent-to-latent manner, projecting latent codes into an

embedding space for an interpretable redirection process on aimed attributes, while preserv-

ing others in the initial latent space without information loss from projection-deprojection

procedures. This portable framework seamlessly integrates into a pretrained GAN inver-

sion pipeline, enabling precise redirection of gaze directions and head orientations on

high-resolution full-face images, without the need for any parameter tuning of the encoder-

generator pairs. This work [119] was accepted by CVPR 2023 and was showcased during

the poster session.

• In Chapter 4, we introduced a method for accurately manipulating Action Unit (AU)

intensities in high-resolution synthesized face images, conditioned by either AU intensity

values or target images. Our approach presented an architecture specifically designed to

disentangle target attributes from other facial features and identity information. Notably,
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this disentanglement was achieved even with limited data containing very few subjects

compared to the number of target facial attributes we aimed to edit. The effectiveness of our

method was demonstrated by its ability to manipulate both float and negative AU intensities

while consistently generating realistic results, despite the training set labels encompassing

six levels. Moreover, synthesized face images with assigned conditions, working as the

pair to augment the dataset and contributing to enhancing the overall performance of AU

intensity estimation. This work [142] was accepted by CVPR 2024 and was showcased

during the poster session.

Chapter 2, in full, is a reprint of the material as it appears in the publication of “Kappa

Angle Regression with Ocular Counter-Rolling Awareness for Gaze Estimation”, Shiwei Jin, Ji

Dai, and Truong Nguyen, In Proceedings of IEEE Conference on Computer Vision and Pattern

Recognition Workshops (CVPRW), 2023. The dissertation author was the primary investigator

and author of this paper.

Chapter 3, in full, is a reprint of the material as it appears in the publication of “ReDirTrans:

Latent-to-Latent Translation for Gaze and Head Redirection”, Shiwei Jin, Zhen Wang, Lei Wang,

Ning Bi, and Truong Nguyen, In Proceedings of IEEE Conference on Computer Vision and

Pattern Recognition (CVPR), 2023. The dissertation author was the primary investigator and

author of this paper.

Chapter 4, in full, is a reprint of the material as it appears in the publication of “AUEditNet:

Dual-Branch Facial Action Unit Intensity Manipulation with Implicit Disentanglement,”, Shiwei

Jin, Zhen Wang, Lei Wang, Peng Liu, Ning Bi, and Truong Nguyen, In Proceedings of IEEE

Conference on Computer Vision and Pattern Recognition (CVPR), 2024. The dissertation author

was the primary investigator and author of this paper.
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5.2 Future Work

In future work, there are several aspects in which the proposed research could be further

extended and developed.

Self-Supervised Gaze and Head Redirection State-of-the-art redirection methods [16, 17]

achieved high-accuracy gaze and head redirection with the need of off-the-shelf estimators, such

as gaze and head estimators. These pretrained attribute estimators were utilized to ensure the

specific attribute editing in the generated results. However, a robust pretrained estimator still

requires a large amount of data with attribute-related annotations. Moreover, the editing accuracy

is affected or even decided by these pretrained estimators. A few work investigated and proposed

self-supervised redirection methods. Yu et al. [15] proposed estimating warping maps given

the angle difference of gaze directions between source and target eye images. Qin et al. [100]

proposed redirecting the head orientations based on the reconstructed 3D face model. In our future

work, we plan to incorporate the warping-map idea into the redirection task. Given the source

image and the target gaze direction (or head orientation), we can estimate the corresponding

warping map as the pseudo ground truth. Then we estimate the warping map between the source

and redirected images and compare it with the aforementioned pseudo ground truth to alleviate

the dependence on the pretrained estimators.

3D Facial Gaussian Avatar Animation Both ReDirTrans-GAN [119] and AUEditNet [142]

are 2D-based methods designed for facial attribute manipulation. However, pure 2D solutions

struggle with extreme cases. For instance, when faced with large pitch (greater than 40◦) and yaw

(greater than 40◦) values as new head orientations, ReDirTrans-GAN [119] tends to introduce

undesired changes, such as altering face shapes, in the generated images. A similar phenomenon

happens in facial expression editing tasks [37]. To tackle this challenge, we aim to integrate 3D

information to maintain the structural rigidity of the face. Specifically, GaussianAvatars [143]
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introduced a method of representing 3D facial avatars using 3D Gaussian splats attached to a

parametric face model (FLAME). This approach allows for complete control and animation of

facial avatars, including adjustments to pose, expression, and viewpoint. In our future work, we

intend to incorporate the Gaussian splatting process into our facial attribute editing pipeline.
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