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ABSTRACT OF THE DISSERTATION

Pulsar-Based Navigation and Timing: Analysis and Estimation

by

Po-Ting Chen

Doctor of Philosophy in Aerospace Engineering

University of California, Los Angeles, 2018

Professor Jason L. Speyer, Chair

Millisecond pulsars are extremely stable and rapidly rotating neutron stars that emit elec-

tromagnetic radiation along their magnetic axes. Due to the misalignment between the

rotational and the magnetic axes, the observed pulsar signals are analogous to the light

beams of distant lighthouses. The predictable pulsing behavior is the fundamental mecha-

nism that allows researchers to use pulsars as tools for science and engineering. This research

focused on the analysis, simulation, estimation, and verification associated with pulsar-based

navigation and clock calibration.

The autonomous pulsar-based navigation problem is formulated in terms of a nonlinear

filtering problem where a single filter is used to estimate the spacecraft position and velocity.

The positioning accuracy of a spacecraft traveling at known constant velocity was analyzed

to build insights into the general navigation problem. An analytical comparison between

the measurement noises of X-ray based and radio based pulsar timing/navigation system is

discussed. A variation of the Extended Kalman Filter was developed and implemented to

track simulated X-ray pulsar measurements collected by an orbiting spacecraft. This filter

uses a multirate structure to more efficiently process pulsar measurements. The ephemeris

of the DAWN spacecraft was used to investigate the performance of pulsar-based navigation

in a more realistic mission scenario.

In order to show the feasibility of pulsar-based navigation, several existing pulsar tim-

ing software packages and publicly available radio millisecond pulsar data were used to

ii



experimentally verify the concept. An Unscented Kalman Filter was used to process the

time-of-arrival measurements from 5 isolated millisecond pulsars in order to estimate the

position of the radio telescope in Earth fixed coordinate system.

This research also investigated the theoretical frequency stability of pulsar-aided atomic

clocks from power spectral densities. Hadamard variance was used to analyze the unfiltered

and the filtered clock systems. The result of the analysis shows that pulsars have the potential

of enhancing the long-term frequency stability of stand-alone compact atomic clocks.

The last chapter of this dissertation discusses relative positioning using differential phase

measurement. The proposed method can be used to eliminate common mode errors embed-

ded in the pulsar measurements when the two observed signal frequencies are known.

iii



The dissertation of Po-Ting Chen is approved.

Lieven Vandenberghe

James S. Gibson

Tetsuya Iwasaki

Jason L. Speyer, Committee Chair

University of California, Los Angeles

2018

iv



To my family,

Thank you for your unconditional love, encouragement, and support.

v



TABLE OF CONTENTS

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1 Significance of the Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Radiometric Tracking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.3 Pulsar Timing Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.4 Pulsar Signal Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.5 Pulsar-Based Navigation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2 Autonomous Navigation Using X-Ray Pulsars and Multirate Processing 14

2.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.2 Spacecraft Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.3 Pulsar Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.3.1 Signal and Timing Model . . . . . . . . . . . . . . . . . . . . . . . . 15

2.3.2 Measurement Noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.3.3 Timing Noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.4 Navigation System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.5 Observability and Covariance Analysis . . . . . . . . . . . . . . . . . . . . . 21

2.5.1 Linearized Observability . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.5.2 Positioning Accuracy . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.5.3 Relationship with the Cramér-Rao Lower Bound . . . . . . . . . . . . 27

2.6 Estimation Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

2.6.1 Epoch Folding of Aperiodic Signal . . . . . . . . . . . . . . . . . . . . 29

2.6.2 Extended Kalman Filter with Multirate Processing . . . . . . . . . . 31

2.6.3 Quadrature Formulation . . . . . . . . . . . . . . . . . . . . . . . . . 36

vi



2.7 Numerical Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

2.7.1 Orbiter Mission . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

2.7.2 Deep Space Mission . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

2.8 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

3 Pulsar-Based Spacecraft Navigation: A Case Study . . . . . . . . . . . . . 47

3.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

3.2 Design Reference Mission . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

3.2.1 Spacecraft Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.3 Pulsar Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

3.4 Navigation System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

3.5 Covariance Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

3.5.1 X-ray Based vs. Radio Based Pulsar Timing System . . . . . . . . . 56

3.5.2 Navigation Accuracy for Pseudo-Periodic Thrusting Schedule . . . . . 58

3.6 Numerical Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

3.6.1 Estimation Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . 65

3.6.2 Simulation Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . 66

3.6.3 Simulation Result . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

3.7 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

4 Experimental Verification of Pulsar Positioning System . . . . . . . . . . 72

4.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

4.2 Pulsar Timing Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.3 Pulsar Positioning System . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

4.4 Observability Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

4.5 Estimation Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

vii



4.5.1 Unscented Transformation . . . . . . . . . . . . . . . . . . . . . . . . 81

4.5.2 Unscented Kalman Filter . . . . . . . . . . . . . . . . . . . . . . . . . 83

4.6 Numerical Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

4.7 Experimental Verification . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

4.7.1 Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

4.7.2 Model Calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

4.7.3 Expected Accuracy . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

4.7.4 Actual Accuracy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

4.8 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

5 Frequency Stability Analysis of Pulsar-Aided Atomic Clocks . . . . . . . 99

5.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

5.2 Clock Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

5.3 Pulsar Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

5.3.1 Signal Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

5.3.2 Noise Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

5.4 Filtered Clock System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

5.5 Frequency Stability Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

5.5.1 Allan and Hadamard Variance . . . . . . . . . . . . . . . . . . . . . . 109

5.6 Frequency Stability Analysis Result . . . . . . . . . . . . . . . . . . . . . . . 116

5.6.1 Atomic Clocks and Pulsar Signals . . . . . . . . . . . . . . . . . . . . 116

5.6.2 Pulsar-Aided Atomic Clocks . . . . . . . . . . . . . . . . . . . . . . . 120

5.7 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

6 Relative Pulsar Positioning and Common Mode Rejection . . . . . . . . . 127

6.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

viii



6.2 Observer Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

6.3 Pulsar Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129

6.4 Relative Positioning System . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

6.5 Estimation Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

6.5.1 Differential Phase Mechanism . . . . . . . . . . . . . . . . . . . . . . 132

6.5.2 Covariance Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 140

6.5.3 Differential Phase of Epoch Folded Profiles . . . . . . . . . . . . . . . 144

6.6 Numerical Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150

6.6.1 Simulation Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150

6.6.2 Simulation Result . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154

6.7 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156

7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158

A Radiometer Equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161

B Charef Approximation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166

ix



LIST OF FIGURES

1.1 DSS-14 70m reflector on an Alt/Az mount at Goldstone Complex [1] . . . . . . 3

1.2 Lighthouse model [2]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.3 The spacecraft is in orbit around the sun. . . . . . . . . . . . . . . . . . . . . . 7

1.4 Power spectral densities of phase residual [3] . . . . . . . . . . . . . . . . . . . . 8

1.5 Pulse profile of Crab pulsar [4] . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

1.6 Filter block diagram. ψ̂ and f̂d are estimated phase and Doppler shifts. . . . . . 12

2.1 The spacecraft is in orbit around the Sun. n is the unit vector pointing towards

the pulsar . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.2 Three pulsars are observed in the time interval from 0 to Tobs . . . . . . . . . . 22

2.3 The dashed and the solid lines are σrsc,rss and êrsc,rss of the orbiter mission. . . 40
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CHAPTER 1

Introduction

1.1 Significance of the Problem

As of April 2018, there are 28 active space exploration probes in the solar system[12].

Many of them are dependent on the navigation service provided by NASA’s Deep Space

Network (DSN) [13]. In addition to tracking space probes, the DSN also serves as a com-

munication link between the probes and Earth. Commands from mission control are sent to

the spacecraft using the radio uplink while scientific data collected by the probes are send

back to Earth regularly via the downlink. Since the number of space probes is expected

to increase in the future, the demand for accurate deep space tracking and communication

remains high [14].

Current deep space navigation system relies on Earth based tracking stations. Radio

signals are used to obtain range, range rate and angular position of the spacecraft to de-

termine the position and velocity in inertial space. While this system is proven and has

successfully directed multiple spacecraft to their missions in the Solar System, there are

some fundamental limitations of Earth based navigation system. The first is the unavoid-

able communication delays, which is 8.33 min per AU1. At the edge of the solar system

this delay is about 13 hours. Because of this delay, it is difficult to perform any real-time

decision. For the current system, course corrections are made in a predictive manner. Fur-

thermore, the tracking accuracy decreases as the distance from Earth increases. Therefore,

it is difficult to fine-tune a spacecraft’s trajectory using Earth based tracking station once it

reaches the outer planets.

11 AU = 149× 106 km
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Pulsar based navigation is a potential solution to resolve the above limitations. It miti-

gates the impact of communication delay by introducing local autonomy into the spacecraft.

Pulsar based onboard navigation system allows the spacecraft to make navigation decisions

in real time. Therefore, the communication delay is removed in this sense. A pulsar based

navigation system for our solar system is analogous to the GPS aided inertial navigation on

Earth. This autonomous system observes naturally occurring signals. Thus, there is no need

to construct and maintain expensive infrastructure such as the GPS constellations. Fur-

thermore, unlike Earth based navigation system, the accuracy of a pulsar based navigation

system is independent of the spacecraft’s location in the solar system. This means that the

accuracy of the navigation solution in low Earth orbit is the same as that in the outer edge of

the solar system. This desirable quality is beyond the capability of Earth based navigation

system.

1.2 Radiometric Tracking

The current deep space navigation capability is provided by NASA’s Deep Space Network

(DSN). This network consists of three radiometric communication facilities located roughly

120◦ apart on Earth to maintain continuous observability of the sky. Each complex consists

of one 70m and several 34m steerable antennae. One of its primary missions is to determine

the position and velocity of deep space spacecraft in the Solar System [15]. The distance

information is obtained through the use of one-way, two-way or three-way ranging. A ranging

signal from one of the stations is sent to the spacecraft using the communication uplink in

one of three frequency bands (S, X, Ka). Once the signal is received and demodulated by

the spacecraft, it is re-modulated and sent back to the ground station using the downlink.

The transmitted and received signals are cross-correlated to obtain the time needed for the

signal to leave and return to the station. The range information can be inferred from the

estimated time. The turn around time associated with the onboard electronics is determined

from pre-launch test [16]. The velocity information is obtained by determining the Doppler

shift of the downlink signal. Combining the above two measurements, a precision fix of the
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Figure 1.1: DSS-14 70m reflector on an Alt/Az mount at Goldstone Complex [1]

spacecraft in three-dimensional space can be obtained. The 1σ error for ranging and Doppler

are ∼ 1m and ∼ 0.05mm/s [17]. Doppler and two-way ranging are the most used methods

for deep space navigation.

The most accurate navigation solution is obtained using a method called the Very Large

Baseline Interferometry (VLBI). This technique utilizes two stations to measurement down-

link wave front and calculates the angular direction of the spacecraft with respect to the

baseline2. After measuring the downlink wave front, the two antennae would immediately

slew directly to a near by quasar whose angular position in the sky is known to high pre-

cision. By comparing the measured quasar angular direction to the known angular value,

common errors between the two stations can be identified and removed to obtain extremely

accurate angular measurement of the spacecraft. This method is least used because it needs

two stations simultaneously. The 1σ error for angular position using VLBI is ∼ 2.5 nrad

[17]. Converting it to position error gives

149597870.7 km× tan(2.5× 10−9) ≈ 0.374 km/AU, (1.1)

where 1 AU = 149597870.7 km. Using Eq. (1.1), the positioning accuracy of a spacecraft

orbiting Mars, Jupiter, Saturn, and Pluto using VLBI are summarized in Table 1.1.

2Line connecting the two stations
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Figure 1.2: Lighthouse model [2].

Table 1.1: VLBI Position Accuracy

Unit Mars Jupiter Saturn Pluto Voyager 1

Average distance from Earth AU 0.5 4.2 8.5 40 133

Position accuracy km 0.19 1.57 3.18 14.96 49.74

1.3 Pulsar Timing Model

Pulsars are rapidly rotating and highly magnetized neutron stars [18]. When the pulsar

rotates about its geological axis, charged particles along the magnetic field lines are accel-

erated and projected out in the direction of the magnetic axis as electromagnetic radiation.

This beam of energy consists of components across the entire spectrum. Because of the

misalignment between its rotational and magnetic axes, the energy beam sweeps across the

sky as the pulsar rotates. The detection of the beam is only possible when the magnetic

axis is aligned with the line-of-sight of an observer. From the perspective of the observer, a

pulsar signal is analogous to the beacon of a distant lighthouse. See Fig. 1.2.
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Pulsar timing has been an active research area since the discovery of the first pulsar in

1967. The discovery of millisecond pulsar in 1982 further enhanced the timing precision

and allowed researchers to utilize pulsar timing in astrophysics, autonomous navigation, and

universal timescale [19]. The idea of a pulsar-based timescale was first discussed in a Science

Magazine article in 1987 [20]. The long-term stability of J1939+2134 at averaging time of

τ = 107 s rivaled that of the state-of-the-art atomic time standard at the time. As more

millisecond pulsars were discovered, researchers began to consider the use of an ensemble

of millisecond pulsars to establish a universal timescale that remains accessible indefinitely

[21, 22, 23, 24, 25].

In order to discuss the pulsar model, it is important to first define the reference frame

and timescale. The inertial reference frame for pulsar timing is the Barycentric Celestial

Reference System (BCRS), whose origin is at the Solar System Barycenter. The timescale

associated with BCRS is called the Barycentric Coordinate Time (TCB). The TCB timescale

is a theoretical time that one would measure from a clock in the absence of the gravitational

fields of the sun and the planets. The pulsar inertial frame is defined as the BCRS frame

translated to the center of mass of the pulsar. Because the pulsar inertial frame is a simple

translation, its timescale is also the TCB.

The pulsar rotational period of ranges from a few seconds to a few milliseconds. The

definition of a millisecond pulsar is a pulsar whose rotation period is between 1ms to 10ms.

Millisecond pulsars are especially suitable for navigation purpose because of low timing

noise. The long term stability of millisecond pulsars is comparable to terrestrial atomic

clocks [23] [22] [21]. Thus, their signals can be modeled as a periodic function with very

little fluctuations in the time evolution of the phase.

The following gives a brief summary of the pulsar timing model [26]. The functional form

of the phase evolution in the pulsar inertial frame is

φ(tpsr) = φ0 + φ̇ [tpsr − t0] +
1

2
φ̈ [tpsr − t0]2 + . . . . (1.2)

The parameters φ̇, φ̈,..., and t0 are assumed to be known from prior timing surveys. In order

to keep the timing model as accurate as possible, these parameters have to be updated from
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time to time. As a result, regular monitoring of pulsars is needed to support pulsar-based

positioning. The timing model of various pulsars can be found in current literature or in

the Australia Telescope National Facilities (ATNF) Pulsar Database [6]. The initial phase

offset, φ0, is a value that is currently not recorded as a part of the timing model and has to

be obtained through model calibration process.

The relationship between the emission time of the pulse, tpsre , and the arrival time of the

pulse at an observer, tobsa , is

tpsre = tobsa −∆(tobsa , r(tobsa )). (1.3)

The emission time tpsre is simply an instance on the TCB timescale, tpsr. On the other hand,

the pulse arrival time tobsa is an instance of a local observer timescale, tobs. For example,

if the observer in on Earth, then tobsa is an instance of the Terrestrial Time (TT), which is

algebraically related to Coordinated Universal Time (UTC).

The function, ∆t(·), accounts for spatial and temporal differences between the observer

inertial frame and the pulsar inertial frame. It can be decomposed into Solar System, inter-

stellar, and binary delays represented by ∆�, ∆IS, and ∆B respectively,

∆(tobsa , r(tobsa )) = ∆�(tobsa , r(tobsa )) + ∆IS(tobsa , r(tobsa )) + ∆B(tobsa ). (1.4)

The interstellar delay is due to dispersion effects of the interstellar medium and the binary

delay accounts for the orbital motion of the pulsar if it is in a binary system. The Solar

System delay can be further decomposed into

∆�(tobsa , r(tobsa )) = ∆A(tobsa , r(tobsa )) + ∆R�(r) + ∆p(r(tobsa ))

+ ∆E�(tobsa , r(tobsa )) + ∆S�(r(tobsa )),
(1.5)

where ∆A is the atmospheric delay, ∆R� is the Roemer delay; ∆p is the parallax delay; ∆E�

is the Einstein delay; and ∆S� is the Shapiro delay. Out of all these Solar System delays,

the dominant term is the Roemer delay,

∆R�(r(tobsa )) = −n
Tr(tobsa )

c
, (1.6)

6



SSB

Sun
Spacecraft

Pulsar
r�

rsc

r = r� + rsc
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Figure 1.3: The spacecraft is in orbit around the sun.

where n is the pulsar direction relative to BCRS and c is the speed of light. Since the pulsar

direction changes slowly with a timescale of a few years, in this research n is modeled as a

constant vector. The Roemer delay is the time delay due to position offset from the SSB.

Figure 1.3 shows the coordinate system and r⊕ is the position of Earth relative to SSB.

The atmospheric delay accounts of the effects of the troposphere on the pulsar signal. The

Einstein delay accounts for relativistic time dilation, which is the conversion from the local

timescale such as TT to TCB, i.e. ttcb = tobs(tt) −∆E�(tobs(tt), r(tobs(tt))). The Shapiro delay

accounts for the curved spacetime due to gravitational field. The parallax delay accounts for

non-planar wave front.

Assuming the local clock and the TCB clock are synchronized, then the phase equations

of the observer should be equal to the phase evolution at the pulsar inertial frame, i.e. they

detect the same signal,

φobs(t
obs) = φ(tpsr). (1.7)

The functional form of φobs(t
obs(t)) is unknown; however, φ(t) is known and is given by

Eq. (1.2). This relationship is important because it relates the pulsar phase at an arbitrary

location in the Solar System to the phase at the pulsar inertial frame. Substituting Eq. (1.3)

into Eq. (1.7) and Eq. (1.2) gives

φobs(t
obs) = φ0 + φ̇

[
tobs −∆(tobs, r(tobs))− t0

]
+

1

2
φ̈
[
tobs −∆(tobs, r(tobs))− t0

]2
+ . . .

(1.8)

This equation gives the ideal phase evolution of the pulsar signal at the observer in terms
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Figure 1.4: Power spectral densities of phase residual [3]

of the local observer time and its position relative to the SSB. The functional form of the

observed phase evaluation is simply a phase shifted version of the phase evolution in the

pulsar inertial frame.

While the periodicity of the pulsars is extremely predictable, there are still instabilities

and noises. In order to develop accurate navigation system based on phase tracking, these

noises have to be investigated and modeled. The timing noise of a pulsar signal is defined as

an identifiable feature in the timing residual after the pulsar measurement has been corrected

for all known orbital motions, glitches, braking and other effects [27]. The timing residual

is the difference between the measured photon Time of Arrival (TOA) and the predicted

TOA from a fitted timing model. If a timing model completely captures the characteristics

of a pulsar signal, then the phase residual is statistically zero and white. Conversely, if

the power spectral density of the residual is not white, then certain characteristics of the

pulsar has been neglected in the model. In the frequency spectrum, these phase residuals

show ”intrinsic” red noise in addition to the white observation noise [3]. Most pulsar phase

residuals have similar structures are shown in Figure 1.4 [3]. At low frequencies the power

spectral density is dominated by red noise, whose relationship with frequency is proportional

to 1/fa, where a > 0. The exponent of the timing noise can be even, odd, or fractional, e.g.

5.2 or 2.1. Approximation of this red noise effect can be obtained by feeding Gaussian white

noise into a shaping filter.
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1.4 Pulsar Signal Model

The model of the pulsar signal at the pulsar inertial frame is

λ(tpsr) = λb + λss(φ(tpsr)), (1.9)

where φ(tpsr) is given by Eq. (1.2). λb is the background noise intensity and λs is the signal

intensity. Eq. (1.9) is the underlying signal that enables pulsar navigation.

The waveform measurement at the observer is obtained by substituting Eq. (1.8) into

Eq. (1.7) and Eq. (1.9).

y(t) = λb + λss (φobs(t)) + v(t), (1.10)

where

φobs(t) = φ0 + φ̇ [t−∆(t, r(t))− t0] +
1

2
φ̈ [t−∆(t, r(t))− t0]2 + . . . (1.11)

and the parameters λb and λs represents the background and source intensities. The super-

script obs in Eq. (1.8) is dropped for simplicity. The term v(t) is added to model measurement

noise. The statistics of v(t) depends on the measurement process, which is dependent on the

observation spectrum. The periodic function s(·) is also known as the mean pulse profile,

which describes the shape of the pulsar signal. This function can be modeled using either

sum of Gaussian functions or Fourier series.

The mean profile is obtained experimentally by averaging raw pulsar signal measurements

using the pulsar period [27, 28]. This averaging technique is known as epoch folding. The

function s(·) is usually multi-modal, so this causes additional difficulties in tracking the phase

of the signal. While pulsars emit signals across the entire spectrum, this research focuses

on using radio and X-ray signals for spacecraft navigation. The signals observed by most

radio telescopes on Earth are in the range of 1 MHz − 10 GHz, while the X-ray signals

measured in space have energy range of 0.1− 12 keV . Equivalent frequency characterization

is 30 PHz − 3 EHz. Figure 1.5 shows the pulse profile of the Crab pulsar, which emits

electromagnetic energy from radio frequencies to X-ray frequencies.
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Figure 1.5: Pulse profile of Crab pulsar [4]
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1.5 Pulsar-Based Navigation

Seven years after the discovery of the first pulsar, Downs an engineer from Jet Propulsion

Laboratory published a paper on pulsar navigation in 1974, [29]. Since this first publication,

there have been many research related to pulsar based navigation. The state-of-the-art pulsar

navigation filter is based on the following concept and formulation. Consider two detectors,

one is placed at the SSB and the other is placed on a spacecraft orbiting Earth. The

measurement equation is formulated based on the idea that if the rate function of a pulsar

signal is known at the SSB, then any deviation from this signal can be used to estimate the

position and the velocity of the spacecraft. A single pulsar measurement provides information

about the spacecraft position and velocity in the direction of the pulsar. The phase shift is

related to the position while the Doppler frequency is related to the velocity.

The time shift, tx, is due to position offset as shown in Figure 1.3.

tx =
∆x

c
=
nTr

c
. (1.12)

∆x is the position offset between the spacecraft and the SSB in the direction of the pulsar.

Since photons travel at the speed of light, c, dividing ∆x by c gives the time offset tx.

Eq. (1.12) neglects time offset due to relativistic effects presented in [30]. Converting the

time offset to phase space using the observed frequency gives

ψ = txfo, (1.13)

where the observed frequency, fo, can be expressed as

fo = fs + fd.

The instantaneous pulsar frequency at the SSB is fs. The Doppler frequency, fd, is approx-

imated using the following first order formula, so relativistic effects are ignored as well.

fd =
nT ṙ

c
fs, (1.14)

where ṙ is the spacecraft velocity relative to the Earth. Since the inertial spacecraft velocity

is much smaller than the speed of light, the Doppler frequency is a small but measurable
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number. Figure 1.6 is the basic architecture of a pulsar based navigation system. It consists

of a signal estimator and a navigation filter. The main purpose of the signal estimator is

to obtain phase and Doppler frequency information from the raw measurements. These

two pieces of information are fed into the navigation filter to determine the position and

velocity of the observer. The measurement equations in the navigation filter are Eq. (1.13)

and Eq. (1.14). Typically, the navigation filter is an Extended Kalman Filter that combines

the phase and the frequency measurements with either an inertial measurement unit or

a dynamical model to obtain a posteriori estimate of the position and the velocity. The

current state-of-the-art signal estimation techniques are the binned method and the time-

tagged method.

Signal Estimator Navigation Filter

Pulsar Ephemeris

ψ̂, f̂dy x̂

Figure 1.6: Filter block diagram. ψ̂ and f̂d are estimated phase and Doppler shifts.

The signal estimator may use a binned method known as epoch folding to construct a

high Signal-to-Noise Ratio empirical profile from raw measurements. This empirical profile

is then Cross-Correlated (CC) with another profile from a reference location to extract a

phase offset, ψ, between the spacecraft and the reference location in the direction of the

pulsar [31]. Alternatively, the pulse Time of Arrival (TOA) at the spacecraft can also be

determined using this method and be processed by the navigation filter [30]. A disadvantage

of this approach is that the ability to obtain an unbiased estimate is dependent on the signal

intensity and the length of the observation time [31].

Another method known as time tagging relies on the use of a batch of time-tagged

X-ray photons to find the phase shift and Doppler frequency, fd, that maximize the log-

likelihood function associated with the non-homogenous Poisson process. This method is

asymptotically efficient, if the phase shift is the only estimated parameter [31, 32]. Others

have applied the Maximum Likelihood Estimator (MLE) to moving spacecraft by augmenting
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a digital phase locked loop to refine the estimates or by estimating both the phase and the

signal frequency [32, 33]. The MLE has a similar observation time constraint as CC. The

NASA Station Explorer X-ray Timing and Navigation Technology (SEXTANT) mission

implements a refined version of the MLE that uses a priori mean of the spacecraft states to

predict the signal phase in order to overcome the constraint on observation duration [8, 34].
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CHAPTER 2

Autonomous Navigation Using X-Ray Pulsars and

Multirate Processing

2.1 Overview

Building upon the previous pulsar based navigation research discussed in Section 1.5,

this chapter presents a reformulation of the pulsar-based spacecraft navigation problem by

explicitly connecting the pulsar waveform measurements to the underlying dynamical sys-

tems embedded in the pulsar signals namely orbital dynamics, clock dynamics, and timing

noise dynamics. The advantages of this approach are the removal of the signal estimator and

the coherent processing of time correlated noise embedded in the pulsar signal. The second

point is often ignored in prior approaches. The disadvantage of this approach is the need

to propagate the dynamical system using numerical integration. However, two solutions are

offered in this chapter to reduce computation time. The main contributions of this chapter

are the problem reformulation in Section 2.4, the observability analysis in Section 2.5, and

the derivation of an Extended Kalman Filter (EKF) with multirate processing in Section 2.6.

Simulation result is presented in Section 2.7.

2.2 Spacecraft Dynamics

The dynamics of the spacecraft is simplified to a restricted two-body problem [35]. The

Sun is used as the primary body for the derivation. The Solar System Barycenter (SSB)

frame is defined as an inertial frame located at the center of mass of the solar system. r�

and ṙ� are the position and velocity vectors of the Sun relative to the SSB. Their values can
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be obtained from the Solar System ephemeris [36]. The coordinate system of the navigation

problem is shown in Fig. 2.1. The dynamical equation for the spacecraft’s position relative

to the Sun is

r̈sc = −Gm�
‖rsc‖3

rsc + fJ2(rsc) +wr

= forbit(rsc) + fJ2(rsc) +wr,

(2.1)

where m� is the mass of the Sun andG is the gravitational constant. The J2 acceleration per-

turbation is represented by fJ2(rsc). The white acceleration disturbance, wr, represents an

unknown acceleration forcing function whose autocorrelation function is E
[
wr(t)w

T
r (τ)

]
=

Wrδ(t− τ). The Power Spectral Density (PSD) of the noise is Wr.

2.3 Pulsar Model

2.3.1 Signal and Timing Model

Let the X-ray photon detection process at the SSB be described by the non-homogenous

Poisson process whose rate is

λ(tssb) = λb + λss(φssb(t
ssb)), (2.2)

where λb and λs are the background and source intensities [31]. The unique waveform of the

pulsar, s(·), is a normalized profile such that
1∫
0

s(ϕ) dϕ = 1 and s(ϕ) ≥ 0 for all ϕ ∈ R. The

pulsar signal phase evolution at the SSB is

φssb(t
ssb) = φ0 + φ̇[tssb − t0] +

1

2
φ̈[tssb − t0]2 + nη(t

ssb), (2.3)

where φ0, φ̇ and φ̈ are known parameters obtained from the pulsar ephemeris [7]. Equation

(2.2) is the reference signal and any deviation from this signal can be used to identify the

position of the spacecraft relative to the SSB. φ̇ is the pulsar frequency; φ̈ is frequency rate;

t0 represents the starting time of an imaginary clock located at the SSB; nη(t
ssb) represents

the pulsar timing noise at the SSB at time tssb; and φ0 is the phase at the SSB at time t0

when nη(t0) = 0.
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Figure 2.1: The spacecraft is in orbit around the Sun. n is the unit vector pointing towards

the pulsar

Given the coordinate system in Fig. (2.1), let the spacecraft detect a pulse at time, t.

At a later time, the same pulse is detected at the SSB, and this detection time is denoted

as tssb. Assuming the spacecraft clock and the SSB clock are synchronized, then the phase

equations for the two observers should be equal to each other, i.e. they detect the same

signal.

φsc(t
sc) = φssb(t

ssb) (2.4)

The functional form of φsc(t
sc) is unknown; however, φssb(t

ssb) is given by (2.3). Since tsc

is earlier than tssb, their difference has to be negative, i.e. tsc − tssb < 0. This difference

represents the time of flight for light to travel from the spacecraft to the SSB along the

negative direction of n. Therefore, the time difference is

tsc − tssb = −n
Tr

c
, (2.5)

where r = r� + rs. The negative sign ensures the right hand side is a negative value since

nTr is a positive value as defined in Fig. (2.1). Equation (2.5) is known as the time transfer

equation. The more general form of the time transfer equation is the following which can be

found in [26] and [37].

tssb = tsc + tc − (∆R� + ∆p + ∆dis + ∆S� + ∆E�︸ ︷︷ ︸
∆�

), (2.6)

where ∆ is defined as the sum of all time shifts. The time shift due to position offset shown

in (2.5) is the Roemer delay, ∆R�. The true time is ttrue = tsc+ tc, where the clock deviation
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is tc. The parallax delay is ∆p; dispersion delay is ∆dis; the Shapiro delay is ∆S�; and the

Einstein delay is ∆E�.

Equation (2.4) is important because it relates the pulsar phase at an arbitrary loca-

tion to the phase at the SSB. Substituting Eq. (2.6) into Eq. (2.4) and Eq. (2.3) gives the

measurement equation at the spacecraft,

y(tsc) = λb + λss(φsc(t
sc)) + ν(tsc)

= λb + λss(φssb(t
sc + tc −∆� − t0)) + ν(tsc),

(2.7)

where ν(tsc) is Poisson measurement noise. The proposed pulsar-based navigation system

uses Eq. (2.7) as the measurement for the navigation filter.

2.3.2 Measurement Noise

The superscript sc used to denote the photon TOA at the spacecraft in the previous

section is dropped from this point onward to simplify notation. If the spacecraft carries

an X-ray photon detector, then the measurements are described by the non-homogenous

Poisson detection process [31]. Given a time interval, ∆τ , and the time at the beginning of

the interval, t, the number of detected X-ray photons, C(τ, ∆τ), is modeled as a Poisson

random variable. The non-homogenous Poisson probability mass function over ∆τ is

f
(
N(t+ ∆τ)−N(t) = C(τ, ∆τ)

∣∣∣ t, ∆τ
)

=
Λ(τ, ∆τ)C(τ,∆τ)

C(τ, ∆τ)!
e−Λ(τ,∆τ), (2.8)

where

Λ (τ, ∆τ) =

∫ t+∆τ

t

λ(σ) dσ, τ = t+
∆τ

2
(2.9)

and N(t) represents the number of detected photons from an initial time, t0, to t. The

rate function associated with the random process is λ(τ). A special property of the Poisson

process is that the expected number of photons over an interval is equal to its variance, i.e.

E[C(τ, ∆τ)] = var[C(τ, ∆τ)]

= Λ (τ, ∆τ) .
(2.10)

The probability of detection is described by the intensity of the rate function.
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A typical X-ray photon detection system provides the actual detection time of a pho-

ton rather than the photon rate (intensity). Thus, the photon rate of the pulsar signal is

approximated using bins,

y(τ) =
C(τ, ∆τ)

∆τ
. (2.11)

The following derivation gives a formula for the measurement noise variance. Since the

detection process is Poisson, the expected number of detected photons for each bin is Λ(τ).

When ∆τ is small, Eq. (2.9) can be approximated as

Λ(τ, ∆τ) ≈ [λb + λss(φsc(τ))] ∆τ. (2.12)

Taking the expectation of Eq. (2.11) gives

E[y(τ)] =
E[C(τ, ∆τ)]

∆τ

= λb + λss (φsc(τ)) .

(2.13)

The measurement variance is

var[y(τ)] =
var[C(τ, ∆τ)]

∆τ 2

=
λb + λss (φsc(τ))

∆τ
.

(2.14)

Since the expected value of the measurement in Eq. (2.13) is the underlying rate function,

λ(τ), the mean and variance of the measurement noise are

E[v(τ)] = 0, and var[v(τ)] =
λb + λss (φsc(τ))

∆τ
. (2.15)

Equation (2.14) shows that the measurement noise variance is dependent on both the back-

ground radiation, λb, and the source rate, λs.

2.3.3 Timing Noise

Even though millisecond pulsars are stable oscillators, they still exhibit a small amount

of rotational fluctuation. This fluctuation is known as the pulsar timing noise, nη, also

known as red noise. While the origin of this noise is unknown, researchers have been using

Brownian motion to approximate this timing noise [38]. Pulsar timing noise was found to be
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more correlated to φ̈ rather than φ̇. Therefore, a second order model was proposed [39]. The

Power Spectral Density (PSD) of the input noise was determined empirically from pulsar

data. The fitted function found in [40, 39] was

Wη ≈ 10−28.8P−2.8(Ṗ × 1015)1.8, (2.16)

where P = φ̇−1 is the period and has the unit of (s). Ṗ = −φ̈φ̇−2 is the rate of change of

period and has the unit of (s/s) and Wη has the unit of (cyc2/s3). The typical value of Wη

for a millisecond pulsar is < 10−28.5 cyc2/s3. The dynamical system for the pulsar timing

noise is η̇1

η̇2

 =

0 1

0 0

η1

η2

+

0

1

wη
nη = η1,

(2.17)

where the noise autocorrelation function is E[wη(t)wη(τ)] = Wηδ(t − τ). η1 and η2 can be

interpreted as the rotation angle and rate deviations. The timing model in Eq. (2.17) is

a simplification of the actual red noise process, which should be modeled using fractional

differential equation [41, 42]. However, the state space realization of a fractional system has

infinite number of states [43].

2.4 Navigation System

The pulsar phase equation given in Eq. (2.3) and the general time transfer formula given

in Eq. (2.4) make up the fundamental pulsar timing model. While these nonlinear equations

are relevant to the design of an operational pulsar navigation system, many of them are

outside the scope of this study. In order to simplify the study and analysis, all relativistic

effects are not modeled and only three time shifts are considered: position offset, nTr/c;

clock deviation, tc; and pulsar timing noise, nη. Since φ̈ is extremely small on the order of

10−14 to 10−16, this parameter is assumed to be zero. However, the method presented in this

chapter does not require φ̈ to be 0. In fact making φ̈ non-zero allows the filter to distinguish

between tc and nη. Lastly, nη has a timescale on the order of months to years, which is much

larger than the time shift due to position offset, so nη
(
τ + nTr(τ)/c

)
≈ nη(τ) [39]. τ is the
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independent time parameter. The simplified pulsar phase equation at the spacecraft is

φsc(τ) = φ0 + φ̇

[
τ +

nTr

c
+ tc − t0

]
+ nη. (2.18)

If the spacecraft carries a standalone cesium atomic clock with specifications comparable to

those used on a GPS satellite, then the clock deviation model isṫc
ḃc

 =

0 1

0 0

tc
bc

+

1 0

0 1

wc. (2.19)

The true time is defined as τtrue = τ+ tc, where τ is the clock readout. bc is referred to as the

frequency offset. The autocorrelation function of the white noise vector is E[wc(t)w
T
c (τ)] =

Wcδ(t− τ). Detailed information about this clock model can be found in [9].

Because tc and η1 are additive in Eq. (2.18) and are both the output of a second order

integrator, the navigation filter is not able to distinguish the two using pulsar measurements.

As a result, an auxiliary vector, ζ, has to be defined to reduce the order of the system.

ζ =

ζ1

ζ2

 =

φ̇tc + η1

φ̇bc + η2

 (2.20)

Taking the time derivative of Eq. (2.20) and substituting Eq. (2.17) and Eq. (2.19) into the

resulting expression givesζ̇1

ζ̇2


︸ ︷︷ ︸
ζ̇

=

0 1

0 0


︸ ︷︷ ︸

Fζ

ζ1

ζ2


︸ ︷︷ ︸
ζ

+

φ̇ 0

0 φ̇

 0

1


︸ ︷︷ ︸

Gζ

wc

wη


︸ ︷︷ ︸
wζ

ζ1 =
[
1 0

]
︸ ︷︷ ︸
Hζ

ζ1

ζ2

 ,
(2.21)

where the noise PSD is Wζ = diag[Wc, Wη]. Since both the pulsar and the clock are

imperfect oscillators, they cannot be used to calibrate each other. Despite this fact, the

system remains observable because the time evolution of ζ is not consistent with either the

orbital dynamics nor the deterministic pulsing. This observability issue is a result of the use

of a simplified pulsar-timing model; it is not a fundamental limitation of the pulsar-based
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timing and navigation concept. Alternatively, one can use a stationary correlated process to

approximate the pulsar timing noise.

Combining Eq. (2.1) with Eq. (2.21) gives the pulsar-based navigation system,
ṙsc

r̈sc

ζ̇p

 =


ṙsc

forbit (rsc)

Fζ,pζp

+


0 0

I 0

0 Gζ,p


 wr

wζ,p


yp(τj) = λb,p + λs,psp(φsc,p(τj)) + vp(τj)

φsc,p(τj) = φ0,p + φ̇p

[
τj − t0 +

nTp (r�(τj) + rsc(τj))

c

]
+Hζ,pζp(τj),

(2.22)

where p = 1...Np and Np is the number of pulsars. The sample interval is ∆τ = τj − τj−1.

The above system is denoted as

ẋ(τ) = f(x(τ), τ) +Gw(τ)

y(τj) = h(x(τj), τj) + v(τj),
(2.23)

where the state vector and measurement vector are

x(τ) =
[
rsc(τ) ṙsc(τ) ζ1(τ) . . . ζNp(τ)

]T
y(τj) =

[
y1(τj) . . . yNp(τj)

]T
.

(2.24)

2.5 Observability and Covariance Analysis

2.5.1 Linearized Observability

Before discussing the estimation algorithm for Eq. (2.22), it is important to develop

some intuitions about pulsar-based navigation system through the observability analysis of

a simplified model. The simplifications are

• constant and known velocity, vsc, relative to the SSB frame,

• constant pulsar frequency, direction,

• no timing noise,
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• sequential observation of four pulsars, i.e. p = 1 . . . 4,

• continuous time Gaussian measurement noise with constant PSD, Vp,

• simple geometric delay (Roemer delay), and

• constant clock bias.

• Furthermore, the observation duration, tobsp = tendp − tstartp , is a integer multiple of the

signal period, Tp = 1/fs,p, where fs,p = φ̇p(1 + nTp vsc/c).

Therefore, the observation duration for a single pulsar is tobsp = MpTp, where Mp is an integer.

The distribution of the observations is shown in Figure 2.2. Even though these simplifications

make this problem ideal, it captures the essence of pulsar-based navigation.

τ
0 Tobs

tstart1 tend1 tstart2 tend2 tstart3 tend3 tstart4 tend4

Figure 2.2: Three pulsars are observed in the time interval from 0 to Tobs

Under these assumptions, the system being considered isṙsc,0
ṫc

 = 0

y(τ) = h(τ,x) + v(τ)

(2.25)

The state vector is defined as x =
[
rsc,0 tc

]T
, where rsc,0 is the initial spacecraft position

vector relative to the SSB and tc is the constant clock bias. Each pulsar measurement can

be written as

yp(τ) = Π(τ ; tstartp , tendp ) [hp(φsc,p(τ)) + vp(τ)] (2.26)

where

φsc,p(τ) = φp,0 + φ̇p

[[
1 +

nTp vsc

c

]
[τ − t0] +

nTp rsc,0

c
+ tc

]

hp(φsc,p(τ)) = λb,p + λs,p

ap,0
2

+

Nf,p∑
j=1

ap,j cos(2πjφsc,p(τ)) + bp,j sin(2πjφsc,p(τ))

 (2.27)
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Sequential observation is modeled using the boxcar function, Π(τ ; tstarti , tendi ) = H(τ−tstarti )−

H(τ − tendi ), where tstarti and tendi denotes the start and the terminal time of the observa-

tion as shown in Figure 2.2. The Heaviside step function is denoted as H(τ). The pulsar

measurement is expressed in terms of Fourier series. The linearized measurement matrix is

H(τ) =
dh(τ,x)

dx

∣∣∣∣
x=x̄

=


γ1(τ) 0 0 0

0 γ2(τ) 0 0

0 0 γ3(τ) 0

0 0 0 γ4(τ)


︸ ︷︷ ︸

Γ(τ)



φ̇1

[
nT1
c

1
]

φ̇2

[
nT2
c

1
]

φ̇3

[
nT3
c

1
]

φ̇4

[
nT4
c

1
]


︸ ︷︷ ︸

H̃

,
(2.28)

where the diagonal elements of Γ(τ) are

γp(τ) = Π(τ ; tstartp , tendp )h′p(φ̄sc,p(τ))

h′p(φ̄sc,p(τ)) = 2πλs,p

Nf,p∑
j=1

j
(
bp,j cos(2πjφ̄sc,p(τ))− ap,j sin(2πjφ̄sc,p(τ))

)
.

(2.29)

The linearized observability gramian from 0 to Tobs for the system in Eq. (2.25) is

Wo(Tobs) =

Tobs∫
0

HT (τ)H(τ) dτ = H̃T

Tobs∫
0

Γ2(τ) dτH̃. (2.30)

Defining S̄j = sin(2πjφ̄sc,p(τ)), C̄j = cos(2πjφ̄sc,p(τ)), and evaluating the integral in Eq. (2.30)
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give

ζp =

Tobs∫
0

γ2
p(τ) dτ =

Tobs∫
0

(
Π(τ ; tstartp , tendp )h′p(φ̄sc,p(τ))

)2
dτ

= 4π2λ2
s,p

Tobs∫
0

[
H(τ − tstartp )−H(τ − tendp )

]Nf,p∑
j=1

jbp,jC̄j − jap,jS̄j

2

dτ

= 4π2λ2
s,p

Nf,p∑
j=1

Nf,p∑
i=1

ij

 tendp∫
tstartp

(
bp,jC̄j − ap,jS̄j

) (
bp,iC̄i − ap,iSi

)
dτ



= 4π2λ2
s,p

Nf,p∑
j=1

Nf,p∑
i=1

ij

bp,jbp,i
tendp∫

tstartp

C̄jC̄i dτ − 2ap,ibp,j

�
�
�
�
�
��tendp∫

tstartp

S̄jC̄i dτ + ap,jap,i

tendp∫
tstartp

S̄jS̄i dτ


= 4π2λ2

s,p

Nf,p∑
j=1

j2

(
a2
p,j

Mp

2fs,p
+ b2

p,j

Mp

2fs,p

)

=
2π2cλ2

s,pMp

φ̇p
(
c+ nTp vsc

) Nf,p∑
j=1

j2
(
a2
p,j + b2

p,j

)

=


> 0, when nTp vsc < c

< 0, when nTp vsc > c

,

(2.31)

where the orthogonality of sin(·) and cos(·) was used. Since physical spacecraft cannot travel

faster than speed of light, Eq. (2.31) is positive. Finally, the observability gramian is

Wo(Tobs) =
4∑
p=1

ζpφ̇
2
p

npnTpc2
np
c

nTp
c

1


= H̃T diag

([
ζ1 ζ2 ζ3 ζ4

])
H̃,

(2.32)

From the form of H̃, one can see that each pulsar direction adds one rank to the observability

gramian. If det(H̃) 6= 0, then Wo is positive definite, which implies rsc,0 and tc are observable.

While this analysis provides the necessary and sufficient conditions for observability, it does

not indicate the accuracy or performance of the pulsar-based navigation system.
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2.5.2 Positioning Accuracy

This section derives the theoretical estimation accuracy of the pulsar-based navigation

using an EKF for Eq. (2.25). The estimation error covariance, P (τ) = E[(x− x̂) (x− x̂)T ],

of an EKF is given by the differential Riccati equation [44],

Ṗ = FP + PF T − PHTV −1HP +GWGT . (2.33)

Given that the two estimated quantities are constant and that there is no process noise,

F = 0 and W = 0. As a result, Eq. (2.33) reduces to

Ṗ = −PHTV −1HP. (2.34)

The measurement noise PSD matrix, V , for the pulsar measurements is

V = diag
[
V1 V2 V3 V4

]
. (2.35)

Defining the information matrix as I := P−1. Taking the time derivative of the identity

PP−1 = PI = I and substituting Eq. (2.34) into the result give

İ = HTV −1H. (2.36)

The solution of I is

I(Tobs) = I(0) +

Tobs∫
0

HT (τ)V −1H(τ) dτ

= I(0) + H̃T

Tobs∫
0

Γ(τ)TV −1Γ(τ) dτH̃.

(2.37)

Substituting Eq. (2.31) into Eq. (2.37) gives

I(Tobs) = I(0) + 2π2

4∑
p=1

cλ2
s,pMpφ̇p

Vp(c+ nTp vsc)

Nf,p∑
j=1

j2
(
a2
p,j + b2

p,j

)npnTpc2
np
c

nTp
c

1

 (2.38)

From the form of Eq. (2.38), it suggests that one should observe a pulsar whose direction

is opposite of the spacecraft velocity vector because it increases the size of the information
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matrix when the rest of the parameters are fixed. This result can be explained from the

definition of the observation time, which is

tobsp =
c

c+ nTp vsc

Mp

φ̇p
. (2.39)

For a fixed number of cycles, M , choosing nTp vsc < 0 effectively makes tobsp longer than that

of a spacecraft moving towards the pulsar. As a result, more measurements are processed

and the error covariance reduces. Rewriting Eq. (2.38) using Eq. (2.39) gives

I(Tobs) = I(0) + 2π2

4∑
p=1

λ2
s,pφ̇

2
pt
obs
p

Vp

Nf,p∑
j=1

j2
(
a2
p,j + b2

p,j

)npnTpc2
np
c

nTp
c

1


= I(0) + H̆T V̆ −1H̆

(2.40)

where

H̆ =



nT1
c

1

nT2
c

1

nT3
c

1

nT4
c

1


V̆ = diag

[
V̆1 V̆2 V̆3 V̆4

]
V̆p =

Vp

2π2λ2
s,pφ̇

2
pt
obs
p

Nf,p∑
j=1

j2
(
a2
p,j + b2

p,j

)−1

(2.41)

Finally the error covariance, P (Tobs), is obtained by inverting I(Tobs) using the matrix in-

version lemma,

P (Tobs) = P (0)− P (0)H̆T
(
H̆P (0)H̆T + V̆

)−1

H̆P (0). (2.42)

[P (Tobs)]1:3,1:3 is the positioning accuracy and [P (Tobs)]4,4 is the timing accuracy. For any set

of navigation pulsars, Eq. (2.40) provides the accuracy of pulsar-based navigation system

based on the pulsar profiles, intensities, directions, frequencies, and the observation time.

This EKF covariance matrix is known a priori because it is independent of the linearization

points. It is worth pointing out that one can interpret Eq. (2.42) as the a posteriori error

covariance of an equivalent one-step discrete time Kalman filter from τ = 0 to τ = Tobs,
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whose gain is K = P (0)H̆T
(
H̆P (0)H̆T + V̆

)−1

. The measurement noise variance of this

equivalent filter is Ṽ . This result implies that for this scenario using an EKF to estimate

spacecraft position from the pulsar waveform is equivalent to using an Kalman filter to

estimate spacecraft position from pulsar phase. In order to minimize the error covariance,

the navigation pulsars should have

1. high pulsating frequency, φ̇p,

2. high peak intensity, λs,p,

3. low measurement noise, Vp, and

4. large Fourier coefficients, ap,j, and bp,j, for the higher order harmonics.

The sum of Fourier coefficients in Eq. (2.40) is larger when the pulsar profile is narrower. If

the pulsar profile, s(·), is modeled by a single Gaussian function, then a narrower profile is

one that has smaller variance. The effect of pulsar direction on the error covariance is not

as explicit, but it can be analyzed using the GPS dilution of precision technique discussed

in [45].

2.5.3 Relationship with the Cramér-Rao Lower Bound

The guidelines presented above can also be obtained using the Cramér-Rao Lower Bound

(CRLB), although the dependence of the positioning accuracy on pulsar profile and direction

is not as explicit [31, 32]. The following shows the relationship between the P (Tobs) of the

EKF and the CRLB obtained from parameter estimation approach. Rewriting Γ(τ) in

Eq. (2.28) without explicitly taking the derivative gives

Γ(τ) = diag
[
λs,1s

′
1(φ̄sc,1(τ)), λs,2s

′
2(φ̄sc,2(τ)), λs,3s

′
3(φ̄sc,3(τ)), λs,4s

′
4(φ̄sc,4(τ))

]
. (2.43)

The PSD, Vp, is converted to photon measurement noise variance using the typical PSD to

variance approximation [44]. Substituting in Eq. (2.15) gives Vp = λb,p + λs,pssc,p(φ̄sc,p(τ)).
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Using the above notation in Eq. (2.37) gives

I(Tobs) = I(0) +
4∑
p=1

φ̇2
p

tendp∫
tstartp

[λs,ps
′
p(φ̄sc,p(τ))]2

λb,p + λs,psp(φ̄sc,p(τ))
dτ

npnTpc2
np
c

nTp
c

1


= I(0) +

4∑
p=1

φ̇2
pt
obs
p

1∫
0

[λs,ps
′
p(ϕ)]2

λb,p + λs,psp(ϕ)
dϕ

npnTpc2
np
c

nTp
c

1

 .
(2.44)

The CRLB derived in [31, 32] applies to the time delay, tc, estimation using a single

pulsar and is given here as

CRLB(tc) =

tobsf 2
s

1∫
0

[λss
′(ϕ)]2

λb + λss(ϕ)
dϕ

−1

, (2.45)

where fs is the observed signal frequency. For time delay estimation, one only needs to

consider [I(Tobs)]4,4 in Eq. (2.44). Inverting it gives

var[tc(t
end)] =

var[tc(0)]

1 + [var[tc(0)]tobsφ̇2
1∫
0

(λss′(ϕ))2

λb+λss(ϕ)
dϕ

. (2.46)

Since the CC and MLE methods have no a priori information, one has to take the limit of

var[tc(t
end)] as var[tc(0)]→∞ to obtain comparable error variance. The result is

var[tc(t
end)] =

tobsφ̇2

1∫
0

(λss
′(ϕ)2

λb + λss(ϕ)
dϕ

−1

. (2.47)

This expression is equal to the CRLB given in Eq. (2.45). The CRLB derivation in [31, 32]

does not distinguish between the observed signal frequency, fs, and the intrinsic pulsar

frequency, φ̇. Equation (2.47) can only be achieved if the true value of tc were available.

In practice, a well-tuned EKF would improve the estimate used for linearization as more

measurements are processed. As a result, the actual error variance would slowly converge

towards the ideal value given by Eq. (2.46). Equation (2.46) also highlights the advantage

of incorporating a priori information, var[tc(0)]. If a priori variance is available and is less

than infinity, then the error variance would be less than the CRLB defined in Eq. (2.45).
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2.6 Estimation Algorithm

2.6.1 Epoch Folding of Aperiodic Signal

Epoch Folding (EF) is a well-known technique in the astronomy community for observing

weak astronomical sources buried beneath the receiver noise floor and it has been applied

to X-ray pulsar-based navigation by [31] for a purely periodic signal. In essence, epoch

folding sorts photon measurements into bins according to their fractional phases, [0, 1); the

measurements in each bin are arithmetically averaged to obtain a folded signal. Given that

the mean and variance of a Poisson distribution are well defined and finite, epoch folding

condenses the number of measurements according to Central Limit Theorem when the signal

frequency is known. This section extends the epoch folding procedure to an aperiodic signal.

The aperiodicity is a result of non-zero frequency rate or time varying time shifts. Let the

spacecraft observe the pth pulsar over an observation period of ∆t = ti − ti−1. Assembling

all the measurements in a vector gives

yp(ti) =


yp (τ1)

...

yp (τM)

 , (2.48)

where M is the number of measurements. For a periodic signal one can simply use the

measurement time τj and the pulsar frequency, φ̇, to estimate the phase of the measurements

for sorting. However, for an aperiodic signal, the full nonlinear dynamical system has to be

incorporated into the epoch folding procedure.

Assume that the state vector, x(ti−1), at the start of the pulsar observation and the

continuous white noise from ti−1 to τj are known. The signal phase associated with yp(τj),

can be found by propagating Eq. (2.22) from ti−1 to τj. The signal phase, φsc,p(τj), can

then be calculated using x(τj) and the phase equation in Eq. (2.23). Taking the modulo of

φsc,p(τj) gives

ϕp(τj) = modulo (φsc,p (τj) , 1) . (2.49)

Each ϕp(τj) is sorted into a bin of size, ∆θ = 1/Nb, where Nb is the number of bins used in
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the sorting. Let cp,l be the number of measurements in the lth bin centered at θl.

θ1 =
∆θ

2
, θl = θl−1 + ∆θ, l = 2, . . . , Nb. (2.50)

The sorting process places each yp(τj) into a bin based on its corresponding fractional phase,

ϕp(τj). During the sorting process, yp(τj) and τj are relabeled as zp,l,k and ξl,k, namely

• zp,l,k is the label assigned to the kth measurement of the lth bin, and

• ξl,k is the label assigned to the kth measurement time of the lth bin.

Once the sorting is completed, sum all zp,l,k in the lth bin and divide by cl to obtain the

epoch folded measurements,

yavep =


yavep,1

...

yavep,Nb

 =


1
cp,1

cp,1∑
k=1

zp,1,k

...

1
cp,Nb

cp,Nb∑
k=1

zp,Nb,k

 , (2.51)

where M =
Nb∑
l=1

cl. Epoch folding condenses M number of measurements into Nb number of

measurements. The expected value of yavel is obtained by considering Eq. (2.15) and realizing

that each measurement in the lth bin is an independent and identically distributed Poisson

random variable with rate, λb,p + λs,ps(θl). Taking the expectation of Eq. (2.51) gives

E[yavep,l ] = E

[
1

cp,l

cp,l∑
k=1

λb,p + λs,psp(θl) + vp(ξl,k)

]
= λb,p + λs,psp(θl)

(2.52)

The variance is obtained by using the variance operator and substituting in Eq. (2.15).

var[yavep,l ] = var

[
1

cp,l

cp,l∑
k=1

λb,p + λs,psp(θl) + vp(ξl,k)

]

=
1

c2
p,l

cp,l∑
k=1

var [vp(ξl,k)]

=
λb,p + λs,psp(θl)

cp,l∆τ
.

(2.53)
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Since the expected measurement in Eq. (2.52) is unbiased, the mean and variance of the

folded measurement noise are

E[vavep,l ] = 0, and var[vavep,l ] =
λb,p + λs,psp(θl)

cp,l∆τ
, (2.54)

where l = 1, . . . , Nb. The variance of vavep,l decreases inversely with cp,l which is the number

of measurements in the lth bin.

2.6.2 Extended Kalman Filter with Multirate Processing

2.6.2.1 Epoch Folding

Unlike the previous use of epoch folding in [31], this method fuses Eq. (2.51) into an EKF

to perform state estimation. Applying epoch folding to the pulsar signal means the filter

needs to wait for a period of time, ∆t, to collect measurements before computing an update.

As a result, the filter update time, ti, is not the same as the measurement sample time, τj.

In order to account for this mismatch, batch processing is used [46]. The a priori estimate,

x̂i|i−1, is the estimate given measurement history up to ti−1, and the a posteriori estimate,

x̂i|i, is the estimate given measurement history up to ti.

Define the nominal trajectory for linearization from ti−1 to ti as

˙̄x(t) = f (x̄(t), t) , x̄(ti−1) = x̂i−1|i−1. (2.55)

Linearizing the state and measurement equations about x̄(t) and x̄(τj) gives

δẋ(t) = F (t)δx(t) +Gw(t)

δy(τj) = H(τj)δx(τj) + v(τj)
(2.56)

where the state perturbation is defined as δx(t) = x(t)−x̄(t). The linearized system matrices

are

F (t) =
∂f (x(t), t)

∂x

∣∣∣∣
x(t)=x̄(t)

and H(τ) =
∂h (x(τ), τ)

∂x

∣∣∣∣
x(τ)=x̄(τ)

. (2.57)

The state transition matrix for Eq. (2.56) is

Φ̇ (t, ti−1) = F (t)Φ (t, ti−1) , Φ (ti−1, ti−1) = I. (2.58)
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Relating the individual state perturbation, δx(τj), to the state perturbation at time ti gives

δx(τj) = Φ (τj, ti) δx(ti). The measurement times, τj in Eq. (2.48) are all smaller than the

update time ti. Equation (2.55) and Eq. (2.58) are propagated forward from ti−1 to ti, and

Φ(τj, ti) is obtained by using the transition matrices,

Φ(τj, ti) = Φ(τj, ti−1)Φ−1(ti, ti−1). (2.59)

Collecting a batch of measurement perturbations for the pth pulsar from ti−1 to ti gives
δyp(τ1)

...

δyp(τM)

 =


Hp(τ1)Φ (τ1, ti)

...

Hp(τM)Φ (τM , ti)

 δx (ti) +


νp(τ1)

...

νp(τM)

 , (2.60)

The measurement deviations in Eq. (2.60) is sorted according to their estimated phase,

φ̄sc,p(τj). which can be obtained by substituting x̄(τj) into the pulsar phase equation in

Eq. (2.22). Once φ̄sc,p(τj) is known, ϕ̄p(τj) can be calculated using Eq. (2.49). The fractional

phases, ϕ̄p(τj), are used to sort measurement perturbations into bins. During the sorting

process, each δyp(τj) is reordered and relabeled using δz. δzp,l,k is the label assigned to the

kth measurement perturbation of the lth bin. The definition of ξl,k remains the same as

the previous section. Sum all δzp,l,k in the lth bin and divide by cp,l to obtain the folded

measurement perturbations,
1
cp,1

cp,1∑
k=1

δzp,1,k

...

1
cp,Nb

cp,Nb∑
k=1

δzp,Nb,k


︸ ︷︷ ︸

δyavep (ti)

=


1
cp,1

cp,1∑
k=1

H(ξ1,k)Φ (ξ1,k, ti)

...

1
cp,Nb

cp,Nb∑
k=1

H(ξNb,k)Φ (ξNb,k, ti)


︸ ︷︷ ︸

Have
p (ti)

δx(ti) +


vavep,1

...

vavep,Nb


︸ ︷︷ ︸
vavep (ti)

, (2.61)

Stacking the averaged perturbations of all the pulsars into a vector gives

δyave(ti) := Have(ti)δx(ti) + vave(ti)

≈ yave(ti)− ȳave(ti),
(2.62)

where ȳave(ti) is Eq. (2.52) evaluated at every bin and pulsar. Replacing the measurement

equation in Eq. (2.56) with Eq. (2.62) forms the dynamical system for state estimation. This
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system can be estimated with a Kalman filter whose a priori estimate of δx(ti) is δx̂i|i−1 = 0.

Therefore, the a posteriori state estimate is

δx̂i|i = δx̂i|i−1 +Kiδy
ave
i

x̂i|i = x̂i|i−1 + δx̂i|i,
(2.63)

where x̂i|i−1 = x̄(ti) and δyavei := δyave(ti). The filter gain and the a posteriori error

covariance are

Ki = Mi(H
ave
i )T

(
Have
i Mi(H

ave
i )T + V ave

i

)−1

Pi = (I −KiH
ave
i )Mi (I −KiH

ave
i )T +KiV

ave
i KT

i .
(2.64)

The a priori covariance associated with x̂i|i−1 is Mi = M(ti), and the time propagation

equation is

Ṁ = F (t)M(t) +M(t)F T (t) +GWGT M(ti−1) = Pi−1, (2.65)

where W = diag[Wr,Wζ ] and Pi−1 is the a posteriori covariance at time ti−1. The covariance

of vave(ti) is V ave
i = diag[V ave

i,1 , . . . , V ave
i,Np

], where V ave
i,p is obtained by substituting (2.50) into

(2.54).

Unlike the epoch folding procedure introduced in the previous section, the epoch folding

process of the navigation filter only has access to the estimated phase, ϕ̄(τj) rather than

ϕ(τj). Since epoch folding is a type of time averaging, the time evolution of ϕ̄(τj), which

is related to the spacecraft velocity and pulsar timing model, is important. Therefore, the

velocity estimation error, êṙsc = ṙsc− ˙̂rsc has an adverse effect on epoch folding, which is the

fundamental limitation of epoch folding in pulsar-based navigation system. As a result, one

should experiment with various epoch folding duration, ∆t, in simulation to trade between

the computation time and measurement corruption. Alternatively, one can use Eq. (2.66)

and the filter error covariance, Pi, to derive a formula for variable epoch folding duration.

The necessary and sufficient condition for epoch folded measurements to converge to

Eq. (2.52) under the assumption of constant velocity and stepwise pulsar signal intensity is

the following [31].

nTp êṙsc(t) <
cφ̇sc,p(t)

Nb∆tφ̇2
sc,p(t) + φ̇ssb,p(tssb)

(2.66)
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where φ̇sc,p(t) is the instantaneous observed pulsar frequency on the spacecraft at time t, and

φ̇ssb,p(t
ssb) is the instantaneous pulsar frequency at the detection time tssb at the SSB frame

origin. Since the actual spacecraft velocity and the pulsar intensities are neither constant

nor stepwise, any velocity estimation errors would increase the measurement noise variance.

When the velocity error is on the order of Eq. (2.66), empirical results show the following

compensation technique is effective.

V ave
tuned,i = V ave

i (Vb + Vae
−ti/Vτ ), (2.67)

where Vb, Va, and Vτ are tuning parameters. Equation (2.66) serves as a guideline on the

required accuracy of the velocity estimate used to initialize the navigation filter. If a suf-

ficiently accurate initial velocity estimate is not available, then one possible solution is to

first observe pulsars with low frequency and then switch to high frequency pulsars once the

filter has sufficiently converged on the spacecraft velocity. Two other possible solutions are

adding a velocity measurement to help the filter determine the time evolution of ϕ and/or

initialized with a batch maximum likelihood estimator to obtain a more accurate estimate

of the initial spacecraft states.

2.6.2.2 Approximation of the Phase Equation

In addition to the observation interval, ∆t, and sampling interval, ∆τ , there is another

time interval in the navigation filter. That is the integration time step, ∆σ = σk − σk−1

of Eq. (2.55) and Eq. (2.58). The typical choice of ∆σ is simply ∆τ , but this is undesir-

able given that ∆τ is a small number (∆τ � φ̇−1
p ). Looking at the phase, φsc,p(τj), in the

measurement equation more closely reveals that it consists of several timescales. The time

constant associated with the fast timescale is the period of the pulsar. The slow component

is composed of r�, rsc, and ζ and the fastest of them is the spacecraft orbital dynamics.

Because of the large timescale difference between the spacecraft orbital and the pulsar rota-

tion periods, one can choose ∆σ to be larger than ∆τ in order to reduce the computation

time needed for state propagation. In other words, the slow component is approximately

constant over ∆σ. The first thought is to linearize the measurement function, hp (x(τ), τ),
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about time σk and state x̄(σk) and then extend the result to cover the entire or a fraction

of the observation interval. Unfortunately, the highly nonlinear pulse shape renders this

approximation inadequate for ∆σ > φ̇−1
p .

An alternative solution is the following. In a typical EKF, the linearized measurement

matrix is

Hp(τj) =
∂hp (x(τ), τ)

∂x

∣∣∣∣
x(τ)=x̄(τj)

= λs,ps
′
p(φ̄sc,p(τj))

[
φ̇p
c
nTp 0 Hζ,p

]
,

(2.68)

where the prime symbol denotes the derivative with respect to the argument of the function.

The only term that is a function of x̄(τj) in (2.68) is φ̄sc,p(τj), which means that an accurate

approximation of the phase equation in terms of time allows one to circumvent the need to

propagate the slow dynamics with small time steps. One simple approximation is to linearize

the phase equation instead, which gives

φ̄appsc,p(τj, σk) = ψp(σk) + Lp(σk) (τj − σk)

≈ φ̄sc,p(τj)
(2.69)

where

ψp(σk) = φp,0 + φ̇p

[
σk − t0 +

nTp r̄sc(σk)

c

]
+Hζ,pζ̄p(σk)

Lp(σk) =
dφsc,p
dτ

∣∣∣∣
x(τ)=x̄(σk)

= φ̇p

[
1 +

nTp ˙̄rsc(σk)

c

]
+Hζ,p

˙̄ζp(σk).

(2.70)

The reasoning for this choice is that the phase equation is approximately linear in time over

∆σ due to the large timescale difference. Using this approximation the filter linearization

occurs at time σk instead of τj. The fastest filter time interval is ∆τ and its size is related

to the approximation in Eq. (2.12). The relative size between the three time parameters is

∆t > ∆σ � ∆τ . Using this approximation, empirical results show that ∆σ can be increased

from 50 µs to ∼ 10 s with negligible impact on the estimation errors.

35



2.6.3 Quadrature Formulation

Since the pulsar measurement in Eq. (2.22) can be approximated by Fourier series, one can

design an alternative filter to estimate the spacecraft position and velocity. The measurement

equation expressed in Fourier series is

yp = λb,p + λs,p

[
ap,0
2

+

Nf,p∑
j=1

ap,j cos (j2πφsc,p) + bp,j sin(j2πφsc,p)

]
+ νp. (2.71)

Manipulating the above gives

yp = Ap,0 +

Nf,p∑
j=1

Cp,jAp,j + Sp,jBp,j + νp, (2.72)

where

Ap,0 = λb,p + λs,p
ap,0
2

Ap,j = λs,p

(
ap,j cos(j2πφ̇pτj) + bp,j sin(j2πφ̇pτj)

)
Bp,j = λs,p

(
bp,j cos(j2πφ̇pτj)− ap,j sin(j2πφ̇pτj)

)
Sp,j = sin

(
j2π

[
φ0,p + φ̇p

[
−t0 +

nTp (r� + rsc)

c

]
+Hζ,pζp

])

Cp,j = cos

(
j2π

[
φ0,p + φ̇p

[
−t0 +

nTp (r� + rsc)

c

]
+Hζ,pζp

])
(2.73)

The non-zero terms of the Ito differentials for Sj and Cj are

dSp,j
dCp,j

 =

∂Cp,j∂τ

∂Cp,j
∂r�

∂Cp,j
∂rsc

∂Cp,j
∂ζp

∂Sp,j
∂τ

∂Sp,j
∂r�

∂Sp,j
∂rsc

∂Sp,j
∂ζp



dτ

dr�

drsc

dζp

+
1

2

tr (Gζ,pWζ,pG
T
ζ,p

∂2Sp,j
∂ζ2
p

)
tr
(
Gζ,pWζ,pG

T
ζ,p

∂2Cp,j
∂ζ2
p

)
 dτ. (2.74)

Converting Eq. (2.74) from stochastic differential equation form to state space form gives

q̇p,j = Fp,j(ṙsc, [ζp]2)qp,j +Gp,j(qp,j)wζ,p, (2.75)
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where qp,j =
[
Sp,j, Cp,j

]T
are the quadratures and

[Fp,j(ṙs, [ζp]2)]1,1 = −2(jπφ̇p)
2[Wζ,p]11

[Fp,j(ṙs, [ζp]2)]1,2 = j2π

[(
nTp (ṙ� + ṙsc)

c

)
φ̇p + [ζp]2

]

[Fp,j(ṙs, [ζp]2)]2,1 = −j2π

[(
nTp (ṙ� + ṙsc)

c

)
φ̇p + [ζp]2

]
[Fp,j(ṙs, [ζp]2)]2,2 = −2(jπφ̇p)

2[Wζ,p]11

Gp,j(qp,j) = j2πφ̇p

 Cp,j 0 0

−Sp,j 0 0

 .

(2.76)

The symbol, [A]ij, indicates the ith row and the jth column of A. If only one subscript is

given, then A is a vector. The transformed plant and the measurement equations are
ṙsc

r̈sc

q̇p,j[
ζ̇p

]
2

 =


ṙsc

forbit (rsc)

Fp,j(ṙsc, [ζp]2)qp,j

0

+


0 0

I 0

0 Gp,j(qp,j)

0 [Gζ,p]2,:


 wr

wζ,p



yp(τj) = Ap,0 +

Nf,p∑
j=1

Ap,j(τj)Cp,j(τj) +Bp,j(τj)Sp,j(τj) + vp(τj),

(2.77)

The extended version of the state dependent noise filter in [47] is used to estimate the states

of Eq. (2.77). As an option to reduce the dimension of the state vector, Sp,j and Cp,j can be

computed recursively as

Sp,j =
odd∑
k=1

(−1)
k−1

2

j
k

Cj−k
p,1 S

k
p,1, Cp,j =

even∑
k=2

(−1)
k
2

j
k

Cj−k
p,1 S

k
p,1. (2.78)

This means the pulse profile can be approximated using multiple Fourier series terms without

increasing the number of states. However, this reduction comes at the cost of the measure-

ment no longer being linear. The following simulation results leverage the trigonometric

identities to reduce state vector dimension.
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2.7 Numerical Simulation

2.7.1 Orbiter Mission

The orbit of the International Space Station was chosen for the orbiter simulation. The

position and velocity of Earth were set to r� = ṙ� = 0 for simplicity. The simulation assumed

that all pulsars can be observed simultaneously with unobstructed line-of-sight throughout

the orbit for 20 hr. The Root Sum Square (RSS) and time averaged RSS performance

metrics used in this chapter are

êrsc,rss(ti) =
√

[ê(ti)]21 + [ê(ti)]22 + [ê(ti)]23

σrsc,rss(ti) =
√

[P (ti)]11 + [P (ti)]22 + [P (ti)]33

êrsc,rms =

√√√√ 1

Nm

Nm∑
i

ê2
rsc,rss(ti)

σrsc,mrss =
1

Nm

Nm∑
i

σrsc,rss(ti),

(2.79)

where ê = x − x̂ and Nm is the number of terms used in the average. The symbol, [A]ij,

indicates the ith row and the jth column of A. The performance metrics associated with

the velocity estimation errors were calculated similarly. They are denoted as êṙsc,rss, σṙsc,rss,

êṙsc,rms, and σṙsc,mrss.

For the orbiter mission, the PSD of the white acceleration disturbance in the ith axis

was chosen such that the standard deviation of [wr(τj)]i is equal to the average magnitude

of the J2 perturbation in order to capture the remaining disturbances such as drag, solar

pressure, and other high order gravitational effects. The value of the PSD was [Wr]ii =

10−14 km2/s3. The PSD of the input noises driving the error model of the cesium clock

were Wc = diag
([

1.6× 10−21 s2/s, 10−32 s−1

])
[48, 49]. The PSD of the input noises

associated with the pulsar timing noise were calculated using Eq. (2.16). The initial po-

sition and velocity were assumed to be Gaussian distributed, whose means in the peri-

focal frame were rpf (t0) =
[
6.768× 103, 0, 0

]T
km and ṙpf (t0) =

[
0, 7.676, 0

]T
km/s.

This condition corresponds to the periapsis of the orbit, so the x-component can be in-

terpreted as the radial direction and y and z-components are the along-track and cross-
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Table 2.1: Pulsar Parameters [7, 8]

Pulsar λb (ph/s) λs (ph/s) φ̇ (Hz) RA (◦) DEC (◦)

J0030+4501 0.2 0.193 205.5 7.61 4.86

J0437-4715 0.62 0.283 173.7 69.32 −47.25

B1821-24 0.22 0.093 327.9 −89.59 −24.87

J0218+4232 0.2 0.082 430.5 34.53 42.54

track directions. Their covariance matrices were P pf
r (t0) = diag

([
52, 502, 502

])
km2 and

P pf
ṙ (t0) = diag

([
0.012, 0.052, 0.052

])
(km/s)2. Since Eq. (2.22) is defined in terms of a

planet centered inertial frame, the simulation initial conditions had to be transformed using

orbital elements [35]. The initial state vector associated with the clock model was zero mean,

and the covariance matrix was diag
([
Ptc(t0), Pbc(t0)

])
= diag

([
10−10 s2, 10−20 (s/s)2

])
.

The initial states for the pulsar timing noises were zero mean and the covariance matri-

ces were Pη1(t0) = Pη2(t0) = Pη3(t0) = Pη4(t0) = diag
([

10−6 cyc2, 10−24 (cyc/s)2

])
. The

pulsar signals were realized using non-homogenous Poisson process and the true model was

propagated using an Euler integration scheme with a time-step of 50 µs [31]. The relevant

pulsar characteristics are listed in Table 2.1. The pulsar profiles used in the simulation can

be found in [8]. Modeling error was not considered in this study. All model parameters and

functional forms were assumed to be known.

Three phase filters were simulated. The first is without Epoch Folding (EF), and it is

simply denoted as EKF. The second and the third trials use EF, and they are denoted as

EKF EF. The fourth filtering result uses quadrature formulation with EF, and it is denoted

as EKF EF Quad. The time interval settings and the measurement noise covariance boost are

summarized in Table 2.2. The time intervals were determined empirically. The simulation

initial errors are shown in Table 2.3. The RSS position and velocity estimation errors for

one realization of the orbiter mission are plotted in Fig. 2.3 and Fig. 2.4. Table 2.4 shows

the time averaged Root Mean Square error, êrsc,rms, over the last 2 hr.
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Table 2.2: Simulation Trials

Trial Number and Filter Type

Parameters 1 EKF 2 EKF EF 3 EKF EF 4 EKF EF Quad

∆τ 50 µs 50 µs 50 µs 50 µs

∆σ 5 ms 1 s 1 s 1 s

∆t − 50 s 500 s 50 s

Vb 2 2 2 2

Va 19 19 19 0

Vτ 2000 s 2000 s 2000 s 0 s

Figure 2.3: The dashed and the solid lines are σrsc,rss and êrsc,rss of the orbiter mission.
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Figure 2.4: The dashed and the solid lines are σṙsc,rss and êṙsc,rss of the orbiter mission.

2.7.2 Deep Space Mission

The orbital parameters for the deep space mission were chosen to be a Hohmann trans-

fer from Earth to Jupiter, so fJ2(rsc) = 0. The initial condition of the simulation cor-

responds to the case where the spacecraft is one year away from Earth. The simulation

time was 20 hr. The PSD of the input noises associated with the acceleration distur-

bance, clock noise and pulsar timing noise were the same as the orbiter mission. The initial

conditions were assumed to be Gaussian distributed, whose mean in perifocal frame were

rpfsc (t0) =
[
−4.235× 108, 3.317× 108, 0

]T
km and ṙpfsc (t0) =

[
−14.181,−2.522, 0

]T
km/s.

The covariance matrix for position was P pf
rsc(t0) = diag

([
502, 502, 502

])
km2, and the covari-

ance matrix for velocity was P pf
ṙsc

(t0) = diag
([

0.052, 0.052, 0.052

])
(km/s)2. The simulation

initial errors are shown in Table 2.3. The RSS position and velocity estimation errors for

one realization of the deep space mission are plotted in Fig. 2.5 and Fig. 2.6.
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Figure 2.5: The dashed and the solid lines are σrsc,rss and êrsc,rss of the deep space mission.

Figure 2.6: The dashed and the solid lines are σṙsc,rss and êṙsc,rss of the deep space mission.

The y-axis is in log scale
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Table 2.3: Initial Errors and Bounds

Units Orbiter Deep Space

êrsc,x (km) 5.9 11.5

êrsc,y (km) 56.8 63.5

êrsc,z (km) -52.3 -64.8

êṙsc,x (m/s) 11.6 25.2

êṙsc,y (m/s) 60.3 42.5

êṙsc,z (m/s) -66.5 4.1

êrsc,rms (km) 77.4 91.4

êṙ,rms (m/s) 90.5 49.6

σrsc,rss (km) 70.9 86.6

σṙ,rss (m/s) 71.4 86.6

Table 2.4: Filter Performance (averaged over the last 2 hr)

Orbiter Deep Space

Trial # 1 2 3 4 1 2 3 4

êrsc,rms (km) 2.71 2.75 2.29 2.34 6.49 6.30 6.24 95.07

êṙ,rms (m/s) 2.22 2.28 2.02 2.21 0.052 0.042 0.045 0.067

σrsc,mrss (km) 4.13 4.16 4.24 5.67 7.55 7.57 7.57 87.04

σṙ,mrss (m/s) 3.89 3.92 3.98 5.01 0.126 0.128 0.127 0.132

Computation Time

(hr)

55.0 4.7 8.7 6.7 54.7 4.7 8.6 6.7

Normalized Time 1 0.09 0.16 0.12 1 0.09 0.16 0.12
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2.8 Discussion

For both scenarios, the errors stay within or near the RSS bounds, which is an indication

that the filter is working properly. The time averaged RSS bounds were obtained from the

linearized error covariance; therefore, it is only an approximation and should be verified

using Monte Carlo simulation. The time averaged RSS bounds for the orbiter mission are

σrsc,mrss ≈ 4 km and σ ˙rsc,mrss ≈ 2 m/s. For the deep space mission, they are σrsc,mrss ≈

7.5 km and ≈ 50 cm/s except for the quadrature filter. This result seems to suggest that

a more dynamic trajectory enhances the position estimate whereas a steadier trajectory

enhances the velocity estimate.

Since X-ray millisecond pulsars are weaker when comparing to other X-ray pulsars, a

folding time of 50 s in trial #2 and #4 would only accumulate around 10− 50 photons from

the background and the source, so the CLT argument is not valid. However, empirical results

show that the EKF can still process the folded signal without causing filter divergence. In

trial #3, the folding time was increased to 500 s. In this case, the folded measurements are

more Gaussian than trial #2, consequently the RSS errors of trial #3 are slightly lowered.

However, this slight performance increase is achieved at the cost of higher computation time.

Since the quadrature filter RSS position bound for the deep space mission stays relatively

flat as shown in Fig. 2.5, it is not suitable for deep space mission. From Table 2.3 and

Table 2.4, one can see that σṙsc,mrss > σrsc,rss(t0). This is caused by the increasing trend of

σrsc,rss before t = 0.38 hr. After the initial increase, σrsc,rss decreases monotonically, which

indicates the quadrature filter is observable. In addition, the orbiter mission result also shows

the quadrature filter is observable, so the fact that the position bound stays relatively flat for

the deep space mission has to be related to the orbital trajectory. In a deep space mission,

the system parameters vary slowly due to the low gravitational acceleration; therefore, time

invariant observability analysis can be used to analyze the linearized system. The linearized
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phase system is

Fphase(t) =


0 I 0 0

∗ 0 0 0

0 0 0 1

0 0 0 0

 x =


rsc

ṙsc

[ζ]1

[ζ]2


Hphase(t) =

[
∗ 0 ∗ 0

]
.

(2.80)

Based on the form of Fphase(t) and Hphase(t), one can see that each pulsar measurement

directly provides information about spacecraft position and pulsar timing noise. The velocity

is estimated through internal coupling indicated by non-zero [Fphase(t)]2,1. In short, the pulsar

measurement behaves like a position measurement in the phase formulation.

Linearizing the quadrature system in Eq. (2.77) gives

Fquad(t) =


0 I 0 0

∗ 0 0 0

0 ∗ F1 ∗

0 0 0 0

 x =


rsc

ṙsc

q

[ζ]2


Hquad(t) =

[
0 0 ∗ 0

]
.

(2.81)

One can see that each pulsar measurement directly provides information about the quadra-

ture components. The velocity is estimated through [Fquad(t)]3,2. The position is esti-

mated through the internal dynamics of the gravitational model indicated by the non-zero

[Fquad(t)]2,1. If [Fquad(t)]2,1 were zero, then position is unobservable. In this formulation,

the pulsar measurement behaves like a velocity measurement, which explains why velocity

estimation error is smaller using this formulation. Based on this analysis, we argue that the

quadrature filter is not suitable for deep space mission. The reason is that the spacecraft

velocity is mostly unchanged due to small gravitational acceleration, i.e. small [Fquad(t)]2,1,

which means the spacecraft velocity is not sensitive to its position. As a result, it requires a

significant amount of time for the filter to infer position from velocity.

The last two rows of Table 2.4 show the actual computation time and the normalized time

with respect to the phase filter without epoch folding. The simulations were programmed
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in Matlab and computed by a workstation with a 3.5GHz Intel Xeon E5-1650v3 CPU and

32GB of RAM. The time needed for the phase filters with epoch folding to complete signal

processing is roughly 9% to 16% of that of the phase filter without epoch folding depending

on the choice of ∆t. Since the estimation results between the phase filters are comparable,

epoch folding is a reasonable approach for reducing computation time for the above scenarios.
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CHAPTER 3

Pulsar-Based Spacecraft Navigation: A Case Study

3.1 Overview

This chapter investigates the performance of pulsar-based spacecraft navigation using

a Design Reference Mission (DRM). The trajectory of DAWN spacecraft was chosen for

this study. The purpose of using a DRM is to consider a more realistic deep space mission

scenario that requires sequential pulsar observation and subjects to significant process noises

such as maneuver execution errors and clock errors. Section 3.2 and Section 3.3 discuss the

DRM, spacecraft dynamics and pulsar model. Section 3.4 shows the state space model for

the numerical simulation. A covariance analysis is included in Section 3.5, and simulation

results are shown in Section 3.6.

3.2 Design Reference Mission

NASA launched DAWN in September 2007. Its mission is to travel to the asteroid belt

using ion propulsion and to survey two large asteroids named Vesta and Ceres. Figure 3.1

shows the mission timeline from launch to completion. This spacecraft is equipped with

three ion thrusters developed using proven technologies from Deep Space 1. These thrusters

enable DAWN to enter and leave the orbits around Vesta and Ceres. After deploying its

solar panels, DAWN has a wingspan of 19.7 m. The total mass of the spacecraft at the

start of the mission is 1217 kg, which consists of a 747 kg spacecraft mass, 425 kg of xenon

propellant and 46 kg of hydrazine propellant [50]. As indicated by Fig. 3.1, the spacecraft

went through multiple coasting and thrusting segments.
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Figure 3.1: Complete Mission Trajectory [5]

The DAWN ephemeris file consists of 11 columns of data: XYZ position, XYZ velocity,

XYZ thrust, time, and spacecraft mass. The starting date is 2454385 JED and the terminal

date is 2455759 JED, where JED is Julian Ephemeris Day. These two dates correspond to

the time of departure from Earth and time of arrival at Vesta respectively. The 3-dimensional

trajectory from the ephemeris is plotted in Fig. 3.2, where the red star is the Sun. The red

triangle is the start of the ephemeris file. The kink in the trajectory following by a large

change in orbital inclination corresponds to the gravity assist at Mars on Feb. 17, 2009

(2454879.5 JED).
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Figure 3.2: 3D heliocentric trajectory of DAWN from Earth to Vesta.

3.2.1 Spacecraft Dynamics

In order to use the ephemeris for the study while simplifying the dynamical model of

the spacecraft, the following approximation was used. It was assumed that the spacecraft

acceleration could be approximately modeled as

r̈sc(t) = − Gm�
‖rsc(t)‖3

rsc(t) + d(t) + u(t), (3.1)

where G is the gravitational constant; m� is the mass of the Sun; rsc(t) is the spacecraft po-

sition relative to the Sun; d(t) is unknown residual acceleration; and u(t) is the commanded

acceleration from the ion thrusters. Since the velocity of the spacecraft, ṙsc(t), is provided

in the ephemeris file, numerical finite difference method was used to determine the approx-

imate value for the left hand side of Eq. (3.1) denoted as r̈fdsc (t). Therefore, the unknown

acceleration can be determined by solving Eq. (3.1) for d(t) and substituting in the finite

differenced accelerations,

d(t) = r̈fdsc (t) +
Gm�
‖rsc(t)‖3

rsc(t)− u(t). (3.2)

This residual acceleration is treated as a deterministic term in numerical simulation and

filter design. Figure 3.3 shows the duration of the thrusting and coasting segments of the
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ephemeris in the top plot. The magnitude of u(t) is plotted in the middle plot and the last

plot shows the magnitude of d(t). The large spike at around day 500 in the last plot is the

Mars gravity assist. From the top plot, one can see that the typical coasting segment is

between 7 to 8 hours and the thrusting segment is between 6 to 7 days. If the pulsar-based

navigation system is only allowed to observe pulsars during coasting segments, then the

spacecraft spends roughly 5% of the time for pulsar observation during its cruise to Vesta.

In addition to the above deterministic model, two stochastic acceleration disturbances

are added. The first is wr(t), which is a white disturbance with a constant Power Spectral

Density (PSD) of Wr. The second disturbance, wg(t), is also white and is a result of using

the ion thrusters. In other words, if ‖u(t)‖ = 0, then wg(t) = 0. The first component of

wg(t) is the disturbance in the thrusting direction and the two other components correspond

to disturbances normal to the thrusting direction. The three components are modeled as

uncorrelated with each other. The PSD of this disturbance is denoted as Wg(t) and it is

determined following the Gates method [51],

[Wg(t)]ii =
(σfixed,i∆t)

2 + (σprop,i∆V (t))2

∆t
, (3.3)

where i = 1, 2, 3; ∆V (t) = ‖u(t)‖∆t; and ∆t is the integration time step. The symbol [A]ij,

means the ith row and jth component of the A matrix. If the argument is a vector, then only

one index is provided. The Gates method separates the acceleration disturbance into a fixed

part, σfixed,i, and a proportional part, σprop,i. The coefficient σfixed,i models disturbances

from the ion thrusters that are independent of the magnitude of the commanded acceleration

in the ith direction. The coefficient σprop,i models disturbances that are proportional to the

magnitude of the commanded acceleration. Adding wr(t) and wg(t) to Eq. (3.1) gives

r̈sc(t) = − Gm�
‖rsc(t)‖3

rsc(t) + d(t) + u(t)

+wr(t) +Gg(t)wg(t),

(3.4)
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where Gg(t) is a transformation matrix from the thruster frame to the inertial frame,

Gg(t) =


Cα −Sα 0

Sα Cα 0

0 0 1



Cβ 0 Sβ

0 1 0

−Sβ 0 Cβ


α(t) = atan 2 ([û(t)]2, [û(t)]1)

β(t) = − atan 2

(
[û(t)]3,

√
[û(t)]21 + [û(t)]22

)
û(t) =

u(t)

‖u(t)‖
,

(3.5)

where Sα = sin(α(t)) and Cα = cos(α(t)). The thruster frame is defined such that the x-axis

(i = 1) corresponds to the thrusting direction.
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Figure 3.3: Thrust and coasting schedule.
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3.3 Pulsar Model

Let the signal waveform of the pulsar at the Solar System Barycenter (SSB) be modeled

as

λ(t) = λb + λss(φ(t)), (3.6)

where λb is the background rate and λs is the source rate. The function s(·) is periodic and

describes the pulsar signal profile. The phase equation is

φ(t) = φ0 + φ̇(t− t0), (3.7)

where φ0, φ̇ and t0 are all known values. The measurement equation at the spacecraft is

y(t) = λb + λss(φsc(t)) + v(t). (3.8)

In order to limit the scope of the study, only the geometric delay, rsc(t), clock error, tc(t),

and pulsar timing noise, nη(t), are modeled. Therefore, the phase equation at the spacecraft

is

φsc(t) = φ0 + φ̇

[
t+

nTrsc(t)

c
+ tc(t)− t0

]
+ nη(t), (3.9)

where n is the direction of the pulsar. The phase equation at the spacecraft is basically a

phase shifted version of Eq. (3.7). The general time transfer is significantly more complex

and requires Solar System and time ephemerides [26, 36, 52].

The statistical properties of the measurement noise, v(t), depend on the pulsar obser-

vation frequency. If radio pulsars are used, then Gaussian process is used to model the

measurement of the signal waveform. The measurement noise PSD, V , is given by the

following radiometer equation [18].

V =
T 2
sys

G2np∆f
, G =

Aaη
2kB

, and A =
πd2

4
, (3.10)

where G is the antenna gain; Tsys is the system temperature; ∆f is the system bandwidth;

np is the number of polarization; d is the antenna diameter; aη is antenna efficiency; A is

the projected area; and kB is Boltzmann constant. The corresponding measurement noise

variance for the simulation is var[v(t)] = V/∆τ , where ∆τ is the sampling interval [44].
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If X-ray pulsars are used as navigation beacons, then non-homogenous Poisson process

is used to model the detection of the individual X-ray photon by an X-ray telescope [31].

Given a time interval, ∆τ , and the time at the beginning of the interval, t, the number of

detected X-ray photons, C(τ), is modeled as a non-homogenous Poisson random variable

The Poisson probability density function is

f
(
N(t+ ∆τ)−N(t) = C(τ)|t,∆τ

)
=

Λ(τ)C(τ)

C(τ)!
e−Λ(τ), (3.11)

where

Λ (τ) =

∫ t+∆τ

t

λ(σ) dσ, τ = t+
∆τ

2
(3.12)

N(t) represents the number of detected photon from an initial time, t0, to t, and λ(t) is the

rate function associated with the random process. A special property of the Poisson process

is that the expected number of photon over an interval is equal to its variance, i.e.

E[C(τ)] = var[C(τ)]

= E[C(τ)2]− E[C(τ)]2

= Λ (τ) .

(3.13)

The probability of detection is described by the strength of the rate function, λ(t).

A typical X-ray photon detection system provides the actual detection time of a photon

rather than photon rate measurement (intensity). Thus, the photon rate of the pulsar signal

has to be approximated using bins. Thus, the measurement is Y (τ) = C(τ)/∆τ , where

∆τ is the size of the bin and it has to be sufficiently small in order to approximate the

underlying rate function. Since the detection process is Poisson, the expected number of

detected photons for each bin is Λ(τ). When ∆τ is small, Eq. (3.12) can be approximated

as Λ(τ) ≈
(
λb + λss(φsc(τ))

)
∆τ . Taking the expectation of Y (τ) gives

E[Y (τ)] =
E[C(τ)]

∆τ

= λb + λss(φsc(τ)).

(3.14)

The measurement variance is

var[Y (τ)] =
E[C(τ)2]− E[C(τ)]2

∆τ 2

≈ λb + λss(φsc(t))

∆τ
.

(3.15)
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Since the expected measurement in Eq. (3.14) is the underlying rate function, Eq. (3.15) can

also be interpreted as the measurement noise variance,

E[v(τ)] = 0, and var[v(τ)] =
λb + λss(φsc(τ))

∆τ
. (3.16)

Because of the form of Eq. (3.16), one can interpret the non-homogenous process as having

a periodic PSD of V (t) = λb + λss(φsc(t)).

While millisecond pulsars have stable rotation dynamics, they are still corrupted by a

small amount of fractional stationary noise whose PSD is

Sn(ω) =
Wη(

1 +
(
ω
ωc

)2
)α , (3.17)

where Wr, α, and ωc are positive fitting parameters [42]. They represent the strength of the

white noise, the integration order, and the corner frequency of the fractional Linear Time

Invariant (LTI) system. The parameters of Eq. (3.17) for various pulsars can be found in

current literature [53]. The reason Sn(ω) is considered as a fractional PSD is because α is

a real number. If α = 1.21, then the slope of the high frequency roll-off in log-log plot is

−2.42. This is different from the typical LTI system whose roll-off is an integer multiple of

2. The fractional PSD in Eq. (3.17) can be approximated by finite dimensional LTI system

[54]. The approximated system is essentially a high order stable LTI system. Therefore,

the pulsar timing noise in this study is modeled using a shaping filter with large correlation

time,

η̇(t) = Fηη(t) +Gηwη(t)

nη(t) = Hηη(t)
(3.18)

where Fη is a stable matrix.
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3.4 Navigation System

It is assumed that the spacecraft carries a clock whose error model isṫc(t)
ḃc(t)

 =

0 1

0 0


︸ ︷︷ ︸

Fc

tc(t)
bc(t)


︸ ︷︷ ︸

tc

+

1 0

0 1


︸ ︷︷ ︸

Gc

wc(t)

tc(t) =
[
1 0

]
︸ ︷︷ ︸

Hc

tc(t)
bc(t)

 ,
(3.19)

where tc(t) is the clock bias and bc(t) is the clock drift [9]. Combining Eq. (3.4) with Eq. (3.8),

Eq. (3.18), and Eq. (3.19) gives the state space model for this study,
ṙsc(t)

r̈sc(t)

ṫc(t)

η̇p(t)

 =


ṙsc(t)

− Gm�
‖rsc(t)‖3rsc(t) + d(t) + u(t)

Fctc(t)

Fη,pηp(t)

+


0 0 0 0

I Gg(t) 0 0

0 0 Gtc 0

0 0 0 Gζ,p




wr(t)

wg(t)

wc(t)

wη,p(t)


yp(τj) = λb,p + λs,psp(φsc,p(τj)) + vp(τj).

(3.20)

The phase equation at the spacecraft is

φsc,p(τj) = φ0,p + φ̇p

[
τj − t0 +

nTp rsc(τj)

c
+Hctc(τj)

]
+Hη,pηp(τj), (3.21)

where p = 1...Np and Np is the number of observed pulsars. The measurement noise variance

is given by Eq. (3.16). The navigation system is formulated using continuous time dynamics

and discrete time measurement. The measurement is yp(τj) and the state vector is

x =
[
rsc(t) ṙsc(t) tc(t) ηp(t)

]T
. (3.22)

The time correlations of the process noises are

E[wr(t)w
T
r (τ)] = Wrδ(t− τ)

E[wg(t)w
T
g (τ)] = Wg(t)δ(t− τ)

E[wc(t)w
T
c (τ)] = Wcδ(t− τ)

E[wη,p(t)w
T
η,p(τ)] = Wη,pδ(t− τ).

(3.23)
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3.5 Covariance Analysis

As shown by Eq. (3.20), the general navigation problem has nonlinear dynamics and

measurements. The measurement function is given in terms of pulsar parameters such as

frequency, direction, intensity and waveform profile. The measurement noise covariance is

also related to the pulsar parameters as shown in Section 3.3. Due to the measurement

nonlinearity, the impact of individual pulsar parameter on the overall navigation accuracy

is not obvious. Therefore, this section uses linearized covariance analysis to develop a few

intuitions.

3.5.1 X-ray Based vs. Radio Based Pulsar Timing System

Let the timing accuracy of the X-ray based system due to photon noise (non-homogenous

Poisson process) and the timing accuracy of the radio based system due to radiometer noise

(Gaussian process) be defined as σ2
xr and σ2

rf respectively. In this analysis, the system

parameters of the Neutron star Interior Composition ExploreR Mission (NICER) is used

[55]. For the X-ray based system, the uncertainty is quantified using the Cramér-Rao Lower

Bound [31],

σ2
xr =

1

λ̃2
s,xrTobsφ̇

2

 1∫
0

s′(ϕ)2

λ̃b,xr + λ̃s,xrs(ϕ)
dϕ

−1

, (3.24)

where

λ̃b,xr =
λb,xrNe

56
, and λ̃s,xr =

λs,xrNe

56
. (3.25)

The parameter Tobs is the observation time; φ̇ is the pulsar frequency; Ne is the number of

NICER telescope element; λs,xr is the X-ray signal intensity; and λb,xr is the background

intensity for the 56 element NICER telescope. Note the number of NICER element is pro-

portional to the detector area, so Ne ∝ A.

On the other hand, the timing uncertainty of the radio based system is obtained using

Eq. (3.10) and the covariance analysis result in [56],

σ2
rf =

V

2π2λ2
s,rfTobsφ̇

2

 Nf∑
j=1

j2
(
a2
j + b2

j

)−1

, (3.26)
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Table 3.1: Parameters for the Comparison

J0347-4715 J1939+2134 J2124-3358

λs,rf (mJy) 149 13.2 3.6

λb,xr (ph/s) 0.62 0.24 0.20

λs,xr (ph/s) 0.283 0.029 0.074

φ̇ (Hz) 174 641 203

aη 0.6

np 1

∆f (MHz) 500

Tsys (K) 30

where V is the PSD of the radiometer noise; λs,rf is the signal intensity; aj and bj are

the Fourier coefficients describing the signal profile; and Nf is the number of Fourier series

terms. The pulsar and system parameters used in the comparison are listed in Table 3.1.

The pulsar profiles can be obtained from current literature and online database [8, 57]. From

Eq. (3.10), V ∝ 1/A2. As a result, if the antenna size is not a factor of consideration, then

radio based system is more effective at achieving high timing accuracy because σ2
rf ∝ 1/A2

whereas σ2
xf ∝ 1/A.

Solving Eq. (3.24) for Tobs gives an expression for the required observation time in terms

of antenna size, pulsar parameters and timing accuracy for the X-ray based system. Per-

forming the same operation to Eq. (3.26) gives an analogous expression for the radio based

system. Figure 4.9, Fig. 3.5 and Fig. 3.6 plot the two resulting expressions for three different

millisecond pulsars. These plots are comparing the impact of the measurement noise on

timing accuracy. The black solid line in all three plots indicates the required observation

time for the 56 element NICER system to achieve a timing accuracy of 1 µs. Therefore, the

intersection of the black curve and the 1 µs blue curve indicates the required radio antenna

size to achieve the same timing accuracy. From the plots, the required radio antenna diam-

eters to achieve the same performance as the 56 element NICER system are 4 m, 17 m and

19 m for J0437 − 4715, J1939 + 2134 and J2124 − 3358 respectively. The required radio
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Figure 3.4: Required observation time for a given timing accuracy and detector size for

J0437-4715.

antenna diameter for J0437 − 4715 is much smaller than the other two pulsars because its

intensity in the radio frequency is much higher. Unfortunately, out of all known millisecond

pulsars only J0437 − 4715 emits radio signal on the order of 100 mJy at 1.4 GHz. Since

the minimum number of pulsars needed for navigation in the absence of clock error is 3, a

relatively large radio antenna is needed to achieve comparable accuracy as the X-ray based

system.

3.5.2 Navigation Accuracy for Pseudo-Periodic Thrusting Schedule

Continuing the development from the previous section, this section considers the covari-

ance analysis for the 3-dimensional navigation problem. From the ephemeris of DAWN, it is

clear that the use of ion thrusters results in a pseudo-periodic thrusting schedule. The typi-

cal thrusting segment lasts several days and is followed by a few hours of coasting. Similar

to the DAWN simulation in the previous section, it is assumed that the spacecraft is only
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Figure 3.5: Required observation time for a given timing accuracy and detector size for

J1939+2134.

allowed to observe pulsars sequentially during coasting segment. However, instead of using

Eq. (3.4) as the system model, a double integrator system is used to simplify the analysis.

Let the state space system be

ṙsc(t) = Frsc(t) +Gw(t) +Gu(t)

yp(t) = hp(t, rsc) + vp(t),
(3.27)

where rsc(t) is the spacecraft position vector; u(t) is the ion thruster input; w(t) is the ion

thruster process noise; and vp(t) is measurement nosie. The system matrices and measure-

ment functions are

F =

0 I3x3

0 0

 , G =

 0

I3x3


hp(t, rsc) = λb,p + λs,psp(φsc,p(t))

φsc,p(t) = φ0,p + φ̇p

[
t+

nTp rsc(t)

c
− t0,p

]
,

(3.28)
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Figure 3.6: Required observation time for a given timing accuracy and detector size for

J2124-3358.

where λb,p is background signal intensity; λs,p is pulsar signal intensity; sp(·) is a periodic

function; np is the pulsar direction; φ̇p is the pulsar frequency; and p is the pulsar index.

This system has linear dynamics and nonlinear measurement yp(t).

The process noise PSD, W (t), and the thrust u(t) are assumed to be constant during the

thrusting segment. During the coasting segment, u(t) = 0 and W (t) = 0. Assuming an EKF

is used to process pulsar waveform measurements, then the error covariance is governed by

the Ricatti equation,

Ṗ (t) = FP (t) + P (t)F T +GW (t)GT − PHT (t)V −1(t)H(t)P (t)

P (t0) = P0,
(3.29)
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where

H(t) =


h′1(φsc,p(t)) 0 0

0
. . . 0

0 0 h′p(φsc,p(t))



φ̇1
nT1
c

0
...

...

φ̇p
nTp
c

0


V (t) = diag([V1(t), . . . , Vp(t)]), p = 1, . . . , Np.

(3.30)

The phase, φsc,p(t), is evaluated along the true trajectory. Since there is no pulsar observation

during thrusting segment and no thrusting during pulsar observation, the differential Ricatti

equation in Eq. (3.29) reduces to two Lyapunov differential equations. Let the time axis be

partitioned as follows:

1. If t is between ti and ti+1, where i is 0 or even, then this segment is defined as the

thrusting segment.

2. If t is between ti and ti+1, where i is odd, then this segment is defined as the coasting

segment.

Using the above partition, the Lyapunov differential equation for the thrusting segment

is

Ṁ(t) = FM(t) +M(t)F T +GW (ti)G
T , (3.31)

where the initial condition is M(ti) = P (ti). The solution for Eq. (3.31) is

M(ti+1) = Φthr(ti)M(ti)Φ
T
thr(ti) +

W (ti)
3
tthri

3 W (ti)
2
tthri

2

W (ti)
2
tthri

2
W (ti)t

thr
i

 , (3.32)

where

Φthr(ti) =

I3x3 I3x3t
thr
i

0 I3x3

 (3.33)

and W (ti) is the noise PSD for the ith segment. The error covariance at the end of the

thrusting segment is P (ti+1) = M(ti+1). The thrusting duration is tthri = ti+1− ti, where i is

0 or even. Because of the process noise, the increase in position error bound is proportional

to
√
t3 while the velocity error bound is proportional to

√
t.
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The Lyapunov differential equation for the coasting segment is

Ẋ(t) = −F TX(t)−X(t)F (t) +HT (t)V −1(t)H(t), (3.34)

where the initial condition is X(ti) = P−1(ti). Since there is no process noise, w(t), or

thruster input, u(t), during the coasting segment, the spacecraft trajectory during this

segment has constant velocity, i.e., rsc(t) = rsc(ti) + ṙsc(ti)(t − ti). Therefore, the phase

equation is

φsc,p(t) = fs,p(ti)t+ ψp(ti), (3.35)

where the frequency and the constant phase offset are

fs,p(ti) = φ̇p

[
1 +

nTp ṙsc(ti)

c

]

ψp(ti) = φ0,p + φ̇p

[
nTp [rsc(ti)− ṙsc(ti)ti]

c
− t0,p

]
.

(3.36)

The form of Eq. (3.35) implies that the pulsar signals have constant frequencies and con-

stant phase offsets during coasting segments. The coasting duration can be partitioned into

multiple pulsar observations,

tcoasti = ti+1 − ti =

Np∑
p=1

tobsi,p , (3.37)

where i is an odd integer. The pulsar observation duration is tobsi,p = tei,p − tsi,p, where tsi,p and

tei,p are the observation starting and ending times for the pth pulsar in the ith time segment.

Let ti = tsi,1, and ti+1 = tei,Np = tsi,Np+1, then the solution for Eq. (3.34) can be written as

X(tsi,p+1) = Φobs(t
s
i,p)X(tsi,p)Φ

T
obs(t

s
i,p) +Q(tsi,p) (3.38)

for p = 1, . . . , Np, where

Q(tsi,p) = φ̇2
p

tsi,p+1∫
tsi,p

h′p
2(φsc,p(t))

Vp(t)

 npnTp
c2

−npn
T
p

c2
(tsi,p+1 − t)

−npn
T
p

c2
(tsi,p+1 − t)

npnTp
c2

(tsi,p+1 − t)2

 dt

= φ̇2
p

tobsi,p∫
0

h′p
2(φsc,p(t

s
i,p+1 − τ))

Vp(tsi,p+1 − τ)

 npnTp
c2

−npn
T
p

c2
τ

−npn
T
p

c2
τ

npnTp
c2

τ 2

 dτ,
(3.39)
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and

Φobs(t
s
i,p) =

 I3x3 0

−I3x3t
obs
i,p I3x3

 . (3.40)

Note the change in integration variable, τ = tei,p − t, in Eq. (3.39).

If radio pulsars are used, then Vp(t) is a constant representing the Gaussian radiometer

noise PSD. If X-ray pulsars are used, then Vp(t) = λb,p +λs,psp(φsc,p(t)) for non-homogenous

Poisson process. If the observation time is much larger than the signal period (tobsi,p � 1/fs,i,p),

then the integrals in Eq. (3.39) can be approximated using the following expressions [31],

tobsi,p∫
0

h′p
2(φsc,p(T − τ))

Vp(T − τ)
dτ ≈ tobsi,p Ip

tobsi,p∫
0

τh′p
2(φsc,p(T − τ))

Vp(T − τ)
dτ ≈

tobsi,p
2

2
Ip

tobsi,p∫
0

τ 2h′p
2(φsc,p(T − τ))

Vp(T − τ)
dτ ≈

tobsi,p
3

3
Ip,

(3.41)

where

Ip =

1∫
0

λ2
s,ps
′
p

2(θ)

Vp(θ)
dθ, (3.42)

and T is a constant time offset. The above approximation is only valid for signals with

constant frequencies. Substituting Eq. (3.41) into Eq. (3.38) gives

X(tsi,p+1) ≈ Φobs(t
s
i,p)X(tsi,p)Φ

T
obs(t

s
i,p) + φ̇2

pIp

 npnTp
c2

tobsi,p −npn
T
p

c2
tobsi,p

2

2

−npn
T
p

c2
tobsi,p

2

2

npnTp
c2

tobsi,p
3

3

 . (3.43)

The error covariance at the end of each coasting segment is P (ti+1) = X−1(tsi,Np+1). Since

X(t) is the information matrix, intuitively one would like to choose pulsars and observation

schedule to maximize X(t). Therefore, the navigation pulsars should have high signal fre-

quency and large Ip. From Eq. (3.42), Ip is large when the signal-to-noise ratio is high. The

impact of the pulsar waveform profile is also accounted by the integral. Longer observation

duration also improves the navigation accuracy. The impact of the pulsar geometry on the
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Table 3.2: Radio Pulsar Parameters [7]

Order Pulsar λb (Jy) λs (Jy) φ̇ (Hz) RA (◦) DEC (◦)

1 J0437-4715 686 0.1490 173.7 69.32 −47.25

2 J0711-6830 686 0.0032 182.1 107.98 −68.51

3 J1045-4509 686 0.0027 133.8 161.46 −45.17

4 J1713+0747 686 0.0102 218.8 258.46 7.79

5 J1939+2134 686 0.0132 641.9 294.91 21.58

RA is right ascension and DEC is declination of the celestial coordinate system

information matrix is more difficult to recognize, so it is necessary to evaluate Eq (3.43)

numerically.

Equation (3.31) and Eq. (3.43) can be evaluated in an alternating manner to compute

the error covariance of the EKF for the system in Eq. (3.27). The thrusting and observa-

tion schedule used in the following analysis consists of 5 thrusting segments and 4 coasting

segments. Each thrusting segment is 7 days and each coasting segment is 8 hours. In other

words, thrusting duty cycle is 95%. Gates parameters for the process noise are σfixed,i = 0

and σprop,i = 0.87% for i = 1, 2, 3. The acceleration magnitude over each thrusting segment

is constant at 8×10−5 m/s2. Each system observes 5 different pulsars sequentially following

the order in Table 3.2 and Table 3.3. The observation duration for each pulsar is 1 hour.

The pulsar parameters are listed in Table 3.2 and Table 3.3. The radiometer noise PSD is

calculated using the system parameters in Table 3.1 and Eq. (3.10), where the antenna di-

ameter is 16 m. The initial XYZ position and XYZ velocity bounds are 50 km and 0.01 m/s

respectively.
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Figure 3.7: Covariance analysis for pseudo-periodic thrusting schedule.

The analysis result is plotted in Fig. 3.7. Because the thrusting and observation segments

tend to increase and decrease the error bounds respectively, the position error variance

exhibits a pseudo-periodic pattern. Therefore, it is necessary to have sufficient observation

time to keep the error bounds to within ±0.5 cyc of the wavelength of the fastest pulsar.

In this analysis, the radio antenna is sized such that the radio based system has a similar

performance as the X-ray based system. Once the system is in a periodic steady state,

the Root-Sum-Square (RSS) position bounds for both systems at the start of the coasting

segment are approximately 34 km. At the end of the coasting segment they reduced to

approximately 12 km. This pattern repeats for every thrusting and coasting pair.

3.6 Numerical Simulation

3.6.1 Estimation Algorithm

The estimation algorithm used in this study is a modified version of the Extended Kalman

Filter (EKF) with epoch folding and multirate processing [56]. The filter operation can be
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ȳj

ϕ̄j

yavei
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Figure 3.8: Algorithm block diagram

separated into three time intervals: epoch folding interval, ∆t, integration interval, ∆σ, and

measurement sample interval, ∆τ . These parameters are essentially tuning parameters and

they are chosen according to the trajectory of the spacecraft. The estimator architecture

is shown in Fig. 3.8. Even though this algorithm was developed for X-ray pulsar, it is also

applicable to radio pulsars as long as the first and second moments of the noise process are

available.

3.6.2 Simulation Parameters

It is assumed that the spacecraft carries a X-ray detector similar to the 56 element NICER

X-ray telescope; the pulsar parameters for Eq. (3.20) are listed in Table 3.3. The dynamics

of the pulsar timing noise is a first order lag with a time constant of 17 years to simulate the

slow varying behavior. The PSD of the input noise is Wη,p = 9.4×10−5 s2/s. The PSD of the

clock process noise is Wc = diag[1.6× 10−21 s2/s, 1.0× 10−32 s2/s3] [49, 48]. The persistent

white acceleration disturbance has a PSD of Wr = diag[10−24, 10−24, 10−24] km2/s3. The
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Table 3.3: X-ray Pulsar Parameters [7, 8]

Order Pulsar λb (ph/s) λs (ph/s) φ̇ (Hz) RA (◦) DEC (◦)

1 J0437-4715 0.62 0.283 173.7 69.32 −47.25

2 J0030+0451 0.20 0.193 205.5 7.61 4.86

3 J2124-3358 0.20 0.074 202.8 321.18 −33.98

4 J0218+4232 0.20 0.082 430.5 34.53 42.54

5 B1821-24 0.22 0.093 327.9 270.4 −24.87

RA is right ascension and DEC is declination of the celestial coordinate system

strength of the ion thruster disturbance, Wg(t), is set according to Eq. (3.3), where

σfixed,i = 0 for i = 1, 2, 3

σprop,i =


0.5% for i = 1

8.7 mrad for i = 2, 3

.
(3.44)

3.6.3 Simulation Result

The initial conditions for the true spacecraft position and velocity are randomly generated

according to a Gaussian distribution around the values, r̄sc(t0) and ˙̄rsc(t0), from the DAWN

ephemeris. The EKF is initialized using the mean value. The initial error covariance matrix

is

P (t0) = diag
[
Prsc(t0) Pṙsc(t0) Ptc(t0) Pη(t0)

]
, (3.45)

where

Prsc(t0) = 2500I3x3 (km2)

Pṙsc(t0) = 1.22× 10−10I3x3 (km2/s2)

Ptc(t0) = diag[2.5× 10−9 (s2), 10−20 (s2/s2)]

Pη(t0) = 2.5× 10−12I5x5 (s2).

(3.46)
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The initial velocity covariance is scaled according to the initial position covariance, the mean

position vector, and the mean velocity vector,

[Pṙ(t0)]ii = [Pr(t0)]ii

(
‖ ˙̄r(t0)‖
‖r̄(t0)‖

)2

. (3.47)

The initial time, t0, in this scenario is 2454981.66 JED which is a few days after the Mars

gravity assist (2454879.5 JED). Figure 3.9 shows the simulation segments. The scenario

starts with roughly 9.6 days of coasting before the first thrusting segment. A total of 6

thrusting segments and 7 coasting segments are included in the simulation.
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Figure 3.9: Thrusting and coasting schedule

It is assumed that the spacecraft is only allowed to observe pulsars during the coasting

segments using a single body mounted detector. Therefore, the spacecraft can only observe

one pulsar at a time and the order of observation is listed in Table 3.3. After observing the

fifth pulsar in the table, the spacecraft returns to observe the first pulsar. The observation

time allowed for each pulsar is Tobs = 50 min. The time interval between the ends of

two pulsar observations within one coasting segment is ∆t = 1 hr. The number of pulsar

observations within each coasting segment depends on the duration of the coasting segment.
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Figure 3.10 shows the RSS position and velocity estimation errors. The black stars

indicate updated estimates; therefore, they only occur during the coasting segment. The

red circles indicate filter predictions. The red lines indicate the RSS bounds for the filter

predictions. After processing pulsar data for 4 days, the RSS position and velocity bounds

decrease from 87 km to 7 km and from 0.019 m/s to 0.01 m/s respectively. Because of the

high process noise and no measurement during the thrusting segments, the RSS bounds and

estimation error tend to increase. On average the RSS bounds at the end of each thrusting

segment are 35 km and 0.06 m/s. After approximately 8 hours of observation, the RSS

bounds decrease to 16 km and 0.035 m/s at the end of the coasting segment. The values

are consistent with that of Fig. 3.7. The clock estimation errors are plotted in Fig. 3.11.

Similar behavior occurs in the estimate of the clock bias, tc(t). This correlation is because

both position, rsc(t), and the clock bias are explicit in the pulsar phase equation, φsc(t).

Figure 3.10: RSS position and velocity estimation errors and RSS 1σ bounds
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Figure 3.11: Clock deviation estimation error and 1σ bounds

3.7 Discussion

The set of X-ray and radio pulsars used in the covariance analysis is not optimized.

However, it is reasonable to infer from Fig. 3.7 that a radio based system with comparable

performance as the NICER system would require an antenna diameter greater than 16 m

given the stochastic nature of the interstellar dispersion. Nevertheless, a radio based system

does have a few advantages over X-ray based system. Namely, a radio antenna can be

designed using lightweight materials and be stored in compact containers. In addition, the

antenna size can be reduced slightly by improving antenna efficiency, increasing system

bandwidth, reducing system temperature or using double-polarization. Combining these

points with the inherent stochastic advantage over the X-ray based system makes the radio

based system more attractive for missions that allow the deployment of a large radio antenna.

Equation (3.31) and Eq. (3.43) are derived using a double integrator system with accel-

eration input. This simplified system represents a spacecraft on a trajectory composed of

segments of constant acceleration and constant velocity. Since the gravitational acceleration
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due to the Sun in deep space is relatively small when comparing to a spacecraft in orbit

around a planet, the double integer system can be used to approximate a small segment of

a nominal spacecraft trajectory from Earth to deep space. Therefore, within each segment

Eq. (3.31) and Eq. (3.43) can be used as a first step in determining a set of navigation pulsars

that minimize the position and velocity error covariance.

Because of the high strength of the ion thruster process noise, wg(t), and the limited

observation time between two thrusting segments, the navigation filter is not able to obtain

enough measurements to reach an RSS bound of 7 km as indicated by Fig. 3.10. This

simulation illustrates the importance of the observation duration when there is significant

process noise. If one wants to use pulsars as navigation beacons, it is necessary to schedule

the thrusting to allow sufficient time for observation. An alternative solution is to mount

the detector on a gimbal to allow the spacecraft to observe pulsars while thrusting.
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CHAPTER 4

Experimental Verification of Pulsar Positioning System

4.1 Overview

Pulsar-based navigation can use either radio or X-ray pulsars. While the detection and

measurement models are different for these two types of pulsars, the fundamental navigation

concept and the pulsar timing models are applicable to both. X-ray pulsar signals can

be detected using a relatively small detector; as a result, they are favored in space-borne

applications [30, 31, 34, 56]. On the other hand, radio pulsars have relatively high signal-to-

noise ratio, and they can be measured from Earth’s surface. Moreover, there are more known

radio pulsars than X-ray pulsars, which improves observability and accessibility. These

advantages allow us to utilize existing hardware, software, and data to show the feasibility

of pulsar-based navigation for the first time.

The aim of this chapter is to develop a robust Pulsar Positioning System (PPS) for

the pulsar timing hardware attached to the 70 m Deep Space Network (DSN) antennas

[58]. In order to achieve this objective, simulation tools and estimation algorithms have

to be developed and verified in preparation for actual experiments using the DSN. This

chapter focuses on using surveyed radio millisecond pulsars to determine the location of an

observatory (radio telescope) on Earth. This estimation problem is essentially an inverse

of the standard pulsar timing process, which solves for the pulsar timing model given an

observatory position. The organization of the chapter is as follows. The timing model, the

observability analysis, and the estimation algorithm are given in Section 4.4 and Section 4.5.

The numerical and experimental verifications of the implementation are shown in Sections

4.6 and 4.7. Following these sections is discussion in Sections 4.8.
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4.2 Pulsar Timing Model

The pulsar signal waveform is modeled as

z(tpsr) = λb + λss(φ(tpsr))︸ ︷︷ ︸
g(tpsr)

, (4.1)

where λb, and λs are the background and source intensities respectively. The periodic func-

tion, s(·), describes the pulse profile and is typically approximated by a sum of Gaussian

functions. The phase evolution, φ(tpsr), describes the pulsar rotation, where the independent

variable tpsr is defined with respect to the inertial frame of the pulsar. The functional form

of the phase evolution is

φ(tpsr) = φ0 + φ̇ [tpsr − t0] +
1

2
φ̈ [tpsr − t0]2 + η(tpsr), (4.2)

where η(tpsr) is pulsar timing noise [26]. The parameters φ̇, φ̈, and t0 are assumed to be

known from prior timing surveys. In order to keep the timing model as accurate as possible,

these parameters have to be updated from time to time. As a result, regular monitoring of

pulsars is needed to support pulsar-based positioning. The timing model of various pulsars

can be found in current literature or in the Australia Telescope National Facilities (ATNF)

Pulsar Database [6]. The initial phase offset, φ0, is a value that is currently not recorded as

a part of the timing model and has to be obtained through model calibration process.

The relationship between the emission time at the pulsar inertial frame, tpsr, and the

arrival time at an observatory, tobs, is modeled by a system of equations,

tssb = tobs −∆�(tobs, tbb,x)

tbb = tssb −∆IS(tssb, tbb,x)

tpsr = tbb −∆B(tbb, tpsr,x),

(4.3)

where tssb, and tbb are the arrival times at the SSB and the pulsar binary barycenter re-

spectively. The position of the observatory in the International Terrestrial Reference System

(ITRS) is denoted by x. The Solar System, interstellar, and binary delays are represented by

∆�, ∆IS, and ∆B respectively. The dominant component related to the observatory position
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is embedded in the Solar System delay, which can be further decomposed into

∆�(tobs, tbb,x) = ∆A(tobs,x) + ∆R�(tobs, tbb,x)

+ ∆p(t
obs,x) + ∆E�(tobs,x) + ∆S�(tobs,x),

(4.4)

where ∆A is the atmospheric delay, ∆R� is the Roemer delay; ∆p is the parallax delay; ∆E�

is the Einstein delay; and ∆S� is the Shapiro delay. While every term in Eq. (4.4) depends

on the position of the observatory, x, the main contribution comes from ∆R�.

∆R� = −n
T

r︷ ︸︸ ︷
(r⊕ + Lx)

c
, (4.5)

where c is the speed of light; r is the observatory position in the Barycentric Celestial Ref-

erence System (BCRS); n is the pulsar direction; and r⊕ is the position of Earth relative

to the SSB. The transformation matrix, L, converts ITRS coordinates (Earth-fixed) to Geo-

centric Celestial Reference System (GCRS) inertial coordinates. For pulsar timing, GCRS

is equivalent to BCRS, which is an inertial reference frame whose origin is at the SSB.

4.3 Pulsar Positioning System

The previous estimation problem focuses on estimating the observatory position from the

position deviation in the Roemer delay, ∆R�, and assumes the position deviation in the rest

of the terms in Eq. (4.4) are negligible [59]. Under this assumption, the position deviation,

δr, is parameterized using Taylor series,

δr := r − r̄

= δr0 + δr1(t− t0),
(4.6)

where the a priori estimate of the observatory position in BCRS is r̄. The Taylor coefficients,

[δr0, δr1], are estimated with a weighted nonlinear least squares method.

Instead of using the above approach, this research focuses on estimating the observatory

position, x, in the ITRS using an Unscented Kalman Filter (UKF). This approach has

several advantages: (i) the accounting of position errors in all the delays of Eq. (4.3); (ii)

the incorporation of a Gaussian prior on x; (iii) the straightforward augmentation of pulsar
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timing noise, and other time varying states for future enhancements; and (iv) consistent

formulation for direct application of other nonlinear estimators such as Gaussian mixture

filters, and particle filters.

Given a pulse TOA at the observatory, tobs, the observatory coordinates, x, and the

parameters of the pulsar timing model, the TEMPO2 software package is used to solve for

the emission time, tpsr, of the pulse [60]. The solution process is iterative since Eq. (4.3) is

implicit. For notation simplicity, Eq. (4.3) is represented by

tpsr = m(tobs,x). (4.7)

Combining Eq. (4.1), (4.2) and (4.7) forms the state space model for the pulsar positioning

problem,

ẋ = 0

zp(t
obs) = gp

(
mp(t

obs,x)
)

+ νrad,p(t
obs),

(4.8)

where p = 1 . . . Npsr and Npsr is the number of observed pulsars. The measurement noise of

the waveform is represented by νrad,p(·), whose noise Power Spectral Density (PSD) is Vrad,p.

The pulsar timing noise is not included as part of the state vector because it is approxi-

mately constant over the period of a few weeks, i.e. ηp(t) ≈ ηp. As a result, a new variable

can be defined by adding the initial phase offset and the timing noise together, i.e.,

ψp := φ0,p + ηp. (4.9)

By formulating the model this way, ψp can be determined during the model calibration

step. The following simulation and experimental verification results were obtained with this

simplification, which implies that this first implementation of pulsar-based positioning is

only valid for relatively short-term operations. Section 4.4 discusses the reason behind this

limitation and Section 4.8 presents a possible enhancement to achieve long-term operations.

Eq. (4.8) is useful for covariance analysis, and navigation filter design. However, the

form of Eq. (4.8) is not convenient given the conventions established by the pulsar astron-

omy community. Since this positioning algorithm leverages TEMPO2 timing model, the

measurement equation has to be reformulated to match the conventions. Rather than pro-

cessing the waveform, zp(t
obs), the conventions focus on processing the pulse Time of Arrivals
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(TOA) measured at the observatory. The ith TOA of the pth pulsar is simply an instant on

the tobs timescale and is denoted as tobsp,i . As a result, tobsp,i has to be transformed to tpsrp,i using

Eq. (4.7). The uncertainty of the TOA estimate, t̄obsp,i , using cross-correlation technique is

σ2
p,i : = var[ēobsp,i ]

ēobsp,i = tobsp,i − t̄obsp,i ,
(4.10)

whose Root-Mean-Square (RMS) value is σp,i. The theoretical development of cross-correlation

technique in pulsar astronomy and the analytical expression of σ2
p,i is

σ2
p,i =

Vrad,p

2π2λ2
s,pφ̇

2
pTobs,p

Nfour∑
j=1

j2
(
a2
p,j + b2

p,j)
)−1

, (4.11)

where Tobs,p is the observation duration; ap,j and bp,j are Fourier coefficients used to represent

the pth pulse profile [31, 61]. Eq. (4.11) can be re-derived from the positioning accuracy point

of view [56]. In short, the pulsar positioning accuracy is enhanced when the selected pulsars

exhibit the following conditions: (i) broad distribution in the sky, (ii) high signal-to-noise

ratio, (iii) high rotational frequency, (iv) long observation duration, (v) narrow pulse shape,

and (vi) multiple peaks in the pulse profile.

Assuming the accumulation of TOA uncertainty and the time transfer error is smaller

than ± 0.5 cyc, then the pulse number associated with tobsp,i relative to the timing model is

yp,i := [φ(t̄psrp,i )]int, (4.12)

where [·]int represents rounding to the nearest integer. Eq. (4.12) is the left-hand-side of the

measurement equation. On the right-hand-side, the measurement function is

hp,i(x) = ψp + φ̇p
[
mp(t̄

obs
p,i ,x)− t0,p

]
+

1

2
φ̈p
[
mp(t̄

obs
p,i ,x)− t0,p

]2
.

(4.13)

The measurement equation is formulated in this way because inversion of Eq. (4.2) is numer-

ically infeasible due to the small magnitude of φ̈, which is between 10−14 to 10−16. TEMPO2

uses the same measurement equation to solve for the pulsar timing model given a known

observatory position [60]. The TOA, tobsp,i , can also be interpreted as the measurement time

of the discrete-time measurement in Eq. (4.12).
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Combining Eq. (4.12) and (4.13) gives

ẋ = w

yp,i = hp,i(xi) + vp,i,
(4.14)

where vp,i = φ̇pē
obs
p,i represents zero mean white Gaussian phase noise whose variance is

var[vp,i] = φ̇2
pσ

2
p,i. (4.15)

The measurement noise can be modeled as additive because the quadratic term is small. The

process noise, w, is added to account for un-modeled dynamics. The covariance matrix of

w serves as a tuning parameter. Since Eq. (4.14) is written in the standard nonlinear state

space form, x can be estimated using an UKF.

4.4 Observability Analysis

Before discussing the UKF, this section analyzes the observability of pulsar-based posi-

tioning and shows analytically why it is impractical to estimate ψ and x simultaneously.

The elements of ψ are the unknown phase bias of each pulsar, ψp. In order to facilitate the

analysis, a simplified but representative system is used. The first step in formulating the sim-

plified model is to augment the state space of Eq. (4.14) with ψ. Second, the measurement

equation is converted to continuous-time. Third, the small frequency rate, φ̈ is dropped to

keep the measurement linear. Since the Solar System Roemer delay, ∆R�, is the dominant

time delay associated with the pulsar positioning problem, only this delay is considered in

the analysis.

After simplification, the system being analyzed isẋ(t)

ψ̇(t)

 = 0

y(t) =
[
NTL(t) I

]
︸ ︷︷ ︸

H(t)

x(t)

ψ(t)

+ v(t),

(4.16)
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where the PSD of the white measurement noise, v(t), is a constant matrix V . The rotational

matrix L(t) defined in the Conventions of the International Earth Rotation and Reference

Systems Service represents the orientation of Earth with respect to the GCRS [62]. It can

be decomposed into

L(t) = QR(t)W. (4.17)

The precession-nutation matrixQ represents Celestial Intermediate Reference System (CIRS)

with respect to the GCRS, and the matrix W models the changes of the ITRS relative to the

Terrestrial Intermediate Reference System (TIRS) due to polar motion. Since both motions

are extremely slow, they are represented by products of constant rotational matrices in this

analysis. The matrix R(t) represents the orientation of TIRS relative to CIRS. It accounts

for the primary rotation of Earth and has the form

R(t) =


cos(θ(t)) − sin(θ(t)) 0

sin(θ(t)) cos(θ(t)) 0

0 0 1

 :=

R̃(t) 0

0 1


θ(t) = ω⊕t,

(4.18)

where ω⊕ = 2π rad/day is the angular rotation rate of Earth. The matrix N is

N =
[
φ̇1n1

c
φ̇2n2

c
. . . φ̇pnp

c

]
, (4.19)

where φ̇p and np are the rotational frequency and the unit direction vector of the pth pulsar.

It is assumed that a minimum of three pulsars with linearly independent directions are

observed; therefore, N has full row rank. The dimensions of N is 3×Npsr.

From state space system theory, the weighted observability gramian for Eq. (4.16) is

O =

Tobs∫
0

HT (t)V −1H(t)dt, (4.20)

where the observation duration, Tobs, is defined as a multiple of the rotational period of

Earth, P⊕ = 2π/ω⊕. The weighted observability gramian is the inverse of the error covariance

matrix, i.e., O = P−1 [44]. Substituting H(t) from Eq. (4.16) into Eq. (4.20) gives

O =

Tobs∫
0

LT (t)NV −1NTL(t) LT (t)NV −1

V −1NTL(t) V −1

 dt. (4.21)
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According to the observability criteria, Eq. (4.16) is observable if and only if O is positive

definite.

The following derivation uses Schur complement to show that O is not positive definite.

The Schur complement of O is

Õ =

Tobs∫
0

LT (t)NV −1NTL(t)dt−
Tobs∫
0

LT (t)NV −1dt
V

Tobs

Tobs∫
0

V −1NTL(t)dt. (4.22)

Substituting Eq. (4.17) into Eq. (4.22) gives

Õ = W T

[ Tobs∫
0

RT (t)QTNV −1NTQR(t)dt−
Tobs∫
0

RT (t)dt
QTNV −1NTQ

Tobs

Tobs∫
0

R(t)dt

]
W.

(4.23)

Let

U := QTNV −1NTQ. (4.24)

Since QTN has full row rank and V −1 is positive definite, U is also positive definite and can

be decomposed as

U =

U1 u2

uT2 u3

 ⇒ U1 > 0, and u3 > 0, (4.25)

where

U1 =

u11 u12

u12 u13

 ⇒ u11 > 0, and u13 > 0. (4.26)
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As a result of the decomposition and the definition of R(t), Eq. (4.23) becomes

Õ = W T

{ Tobs∫
0

R̃T (t) 0

0 1

U1 u2

uT2 u3

R̃(t) 0

0 1

 dt
−


Tobs∫
0

R̃T (t)dt 0

0 Tobs

 1

Tobs

U1 u2

uT2 u3



Tobs∫
0

R̃(t)dt 0

0 Tobs

}W
= W T

{ Tobs∫
0

R̃T (t)U1R̃(t) R̃T (t)u2

uT2 R̃(t) u3

 dt

−


Tobs∫
0

R̃T (t)dt U1

Tobs

Tobs∫
0

R̃(t)dt
Tobs∫
0

R̃T (t)u2dt

Tobs∫
0

uT2 R̃(t)dt Tobsu3


}
W

= W T


Tobs∫
0

R̃T (t)U1R̃(t)dt−
Tobs∫
0

R̃T (t)dt U1

Tobs

Tobs∫
0

R̃(t)dt 0

0 0


︸ ︷︷ ︸

E≯0

W.

(4.27)

Since the (2, 2) element of E is 0, Õ is not positive definite. This implies Eq. (4.16) is

unobservable.

A physical interpretation of this analysis result is that since the dominant rotation of

Earth is only about one axis, the motion of the observatory with respect to the GCRS is

not sufficient to allow an estimator to determine the embedded signatures of x from ψ using

y(t). This issue cannot be resolved by observing more pulsars because each additional pulsar

measurement introduces one additional unknown phase. In other words, the rank of O is

always one less than the dimension of the state vector. Even though the complete pulsar

timing model in Eq. (4.2) and Eq. (4.3) have several nonlinearities, such as frequency rate

and dispersion delay, that can enhance the observability of the state, they are either slowly

varying or are much smaller compare to Roemer delay. As a result, they cannot be used to

effectively reduce the estimation error covariance. These reasons are why a calibration step

is necessary when using pulsars to determine the position of the observatory for short-term

operations.
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If ψ is removed from the state space, then Eq. (4.20) becomes

O = W T


Tobs∫
0

R̃T (t)U1R̃(t) R̃T (t)u2

uT2 R̃(t) u3

 dt
W. (4.28)

Evaluating the integral gives

O = TobsW
T


u11+u13

2
0 0

0 u11+u13

2
0

0 0 u3

W > 0, (4.29)

which implies Eq. (4.14) is observable.

Eq. (4.20) can also be integrated numerically to verify observability. Table 4.1 gives a

summary of the numerical results for five different estimation scenarios. It is important to

note that these results were obtained assuming the state vector is composed of unknown

constants. The observability or the degree of observability for each scenario can be satisfied

or enhanced if there is a dynamical system describing the time evolution of the states.

Examples are observer dynamics, pulsar timing noise dynamics, and dispersion measure

dynamics. This is the distinguishing feature between a Kalman-type estimator and the

weighted nonlinear least squares estimator.

4.5 Estimation Algorithm

4.5.1 Unscented Transformation

Given a nonlinear transform, y = h(x), the unscented transformation is a deterministic

sampling method that approximates the mean and covariance of y from the mean and

covariance of x. This technique was applied to state estimation and filtering [63, 64]. Let

the mean and covariance of x be x̄ and Px respectively, where the dimension of x is nx. This

method generates nX = 2nx + 1 number of sample points, denoted by Xk, from x̄ and Px,

and then they are propagated through the nonlinearity, h(·) to obtain the output sample

point, Yk. The mean and the covariance matrix of y are constructed using the weighted sum
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Table 4.1: Observability Analysis Using Eq. (4.20) for Several Estimation Scenarios

Scenario Descriptions Estimated States Observable

Simultaneous/sequential observation of 1

or more pulsars

Observatory position Yes

Simultaneous/sequential observation of 3

or more pulsars

Observatory position, and clock

bias

Yes

Simultaneous/sequential observation of 3

or more pulsars

Observatory position, and

ephemeris bias

Yes

Simultaneous/sequential observation of 3

or more pulsars

Observatory position, ephemeris,

and clock biases

No

Simultaneous/sequential observation of 3

or more pulsars

Observatory position, and 3 or

more phase bias

No

The above scenarios assume repetitive observations.

of Yk. The set of sample points are calculated using the following formulas.

X0 = x̄

Xk = x̄+
{√

(nx + λ)Px

}
k
, k = 1, . . . , nx

Xk = x̄−
{√

(nx + λ)Px

}
k−nx

, k = nx + 1, . . . , 2nx

(4.30)

where {
√
A}k denotes the kth row of the Cholesky factorization S where A = STS. The

weights are

Wm
0 = λ/ (nx + λ)

W c
0 = λ/ (nx + λ) + (1− α2 + β)

W c
k = Wm

k = 1/ (2(nx + λ)) , k = 1, . . . , 2nx,

(4.31)

where λ = α2 (nx + κ)− nx. The tuning parameters α, β and κ control the distribution and

the relative weights of Xk. Propagating Xk through the nonlinearity gives Yk = h(Xk). The
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mean and covariance of y are

ȳ =
2nx∑
k=0

Wm
k Yk

Pyy =
2nx∑
k=0

W c
k [Yk − ȳ] [Yk − ȳ]T .

(4.32)

4.5.2 Unscented Kalman Filter

The UKF combines the unscented transformation with the architecture of a Kalman filter

to form an estimator for a nonlinear system. The following is a brief review of the UKF

applied to a nonlinear system with additive process and measurement noises,

xi+1 = fi(xi) +Giwi

yi = hi(xi) +Divi.
(4.33)

The variances of the two zero-mean white noises are Wi and Vi. Let the a posteriori mean

and covariance at time ti−1 be denoted as x̂i−1 and Pi−1 respectively. The a priori mean

and covariance at time ti are

x̄i =
2nx∑
k=0

Wm
k X̄k,i

Mi =
2nx∑
k=0

W c
k

[
X̄k,i − x̄i

] [
X̄k,i − x̄i

]T
+GiWiG

T
i ,

(4.34)

where X̄k,i = fi(X̂k,i−1), and X̂k,i−1 is generated using x̂i−1, Pi−1, and Eq. (4.30). The a

posteriori estimate and covariance are

x̂i = x̄i +Ki(yi − ȳi)

Ki = Pxy,iP
−1
yy,i

Pi = Mi −KiPyy,iK
T
i .

(4.35)
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Compute TOA
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ȳp,i = hp,i(x̄)
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-
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p
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UKF

Figure 4.1: The PPS relies on DSPSR for epoch folding of raw waveform signals, zp(t
obs);

PSRCHIVE for determining pulse TOA, tobsp,i ; and TEMPO2 for generating the estimated

measurement, ȳp,i.

The measurement mean, covariance, and cross-covariance are

ȳi =
2nx∑
k=0

Wm
k Ȳk,i

Pxy,i =
2nx∑
k=0

W c
k

[
X̄k,i − x̄i

] [
Ȳk,i − ȳi

]T
Pyy,i =

2nx∑
k=0

W c
k

[
Ȳk,i − ȳi

] [
Ȳk,i − ȳi

]T
+DiViD

T
i ,

(4.36)

where Ȳk,i = hi(X̄k,i).

Comparing it with the Extended Kalman Filter (EKF), the practical advantage of UKF

in this particular problem is that the Jacobian matrix of the measurement equation is not

needed. The computation of Eq. (4.2) and Eq. (4.7) require multiple software libraries;

therefore, it is more practical to implement an UKF. The overall architecture of the PPS is

illustrated in Fig. 4.1.
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Table 4.2: Employed Pulsars in Numerical Simulation

Pulsar φ̇ (Hz) λ (km) # of TOA RMS (µs)

J0711-6830 182.1 1647.3 4 1

J1730-2304 123.1 2436.8 4 1

J1744-1134 245.4 1222.4 4 1

J1939+2134 641.9 467.3 4 1

J2124-3358 202.7 1479.3 4 1

φ̇ represents pulsar frequency

λ represents the signal wavelength

4.6 Numerical Simulation

In order to verify the implementation of the algorithm described in Section 4.5, 800-trial

Monte Carlo analyses were used to determine the ensemble mean and the ensemble covariance

of the estimation error, êi = x − x̂i, where x̂i is the a posteriori position estimate. The

ITRS coordinates of the DSN Goldstone 70 m antenna were used in the simulation. They are

x =
[
−2353.62122 −4641.34152 3677.052352

]T
(km). The position estimate, x̂0, used to

initialize the UKF was a Gaussian random vector distributed around x with a covariance

matrix of P0 = diag([100, 100, 100]) (km2). The process noise w was set to zero. Five

isolated radio millisecond pulsars were used for the analysis, and they are listed in Table 4.2

and plotted in Fig. 4.2. The observation center frequency was 1440 MHz.

The observation scenario assumes that each pulsar is observed once a day for four con-

secutive days. Two alternating day-to-day schedules were used in the simulation in order to

leverage the motion of Earth to improve accuracy. The observation schedules for the first

and the third day are the same. Similarly, the schedules for the second and the fourth day

are the same. The TOA RMS values for all pulsars were set to 1 µs for simplicity. In other

words, telescope data collection system observes each pulsar and epoch folds the measured

waveform signals until a TOA RMS of 1 µs is achieved. Therefore, the observation duration

for one pulsar is different from another pulsar. This accuracy can be achieved with mod-
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Figure 4.2: This figure shows 36 millisecond pulsars with period less than 10 ms, period

derivative less than 5× 10−18 s/s and strength greater than 1 mJy at 1400 MHz [6].

ern pulsar timing hardware [58]. The 1σ bound for the X, Y, and Z directions in ITRS or

equivalently k = 1, 2, 3 are defined as

[σi]k =
√

diag(Pi), (4.37)

where Pi is the filter error covariance at time ti. The symbol, [·]kl, indicates the kth row and

the lth column of a matrix. If the argument is a vector, then only one index is given.

The ensemble error and the ensemble error covariance are

êen,i =
1

Nreal

Nreal∑
j=1

êi,j

Pen,i =
1

Nreal − 1

Nreal∑
j=1

[êi,j − êen,i] [êi,j − êen,i]T ,

(4.38)

where êi,j is the estimation error of the jth realization at time ti, and Nreal is the number of

realizations.

The Root-Sum-Square (RSS) filter estimation error and 1σ bound are defined as

êrss,i =
√

[êi]21 + [êi]22 + [êi]23

σrss,i =
√

[Pi]11 + [Pi]22 + [Pi]33.
(4.39)
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Figure 4.3: Black dots are ensemble errors; black diamonds are ensemble 1σ; red lines are

the filter 1σ; blue dash lines in the top three plots are 3σclt,i; and the blue dash line in the

last plot is 3σrss,clt,i.

The RSS ensemble estimation error and 1σ bound are defined as

êrss,en,i =
√

[êen,i]21 + [êen,i]22 + [êen,i]23

σrss,en,i =
√

[Pen,i]11 + [Pen,i]22 + [Pen,i]33.
(4.40)

According to the Central Limit Theorem (CLT), the 1σ bound and the RSS bound associated

with averaging independent-identically-distributed random variables are

σclt,i =

√
diag(Pen,i)

Nreal

σrss,clt,i =

√
[Pen,i]11 + [Pen,i]22 + [Pen,i]33

Nreal

.

(4.41)

The Monte Carlo simulation result is shown in Fig. 4.3. The first three plots in the

figure show the errors in the X, Y, and Z directions in ITRS. The fourth plot shows the RSS

ensemble estimation errors. In the figure, the ensemble RSS estimation error is êrss,en,i ≈

20 m, which is well within the 3σrss,clt,i bound (blue dash lines). The filter bounds (red lines)

are on top of the ensemble bounds (black diamonds), i.e. Pi ≈ Pen,i. Both of these results
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indicate that the filter was programmed correctly. The process noise and measurement noise

covariance matrices of the UKF were not adjusted, which means that for this problem the

covariance of the UKF is representative of the actual covariance of the conditional density

function. The last plot in Fig. 4.3 shows that after processing 20 measurements collected

with the above observation schedule, σrss,i can be reduced from 10 km to 240 m. The

ensemble RSS, σrss,en,i, at the last TOA measurement is 241 m.

4.7 Experimental Verification

4.7.1 Dataset

The pulsar data used to verify the positioning algorithm described in Section 4.5 was

obtained from the online data access portal of the Commonwealth Scientific and Industrial

Research Organization [65]. Information about the dataset is listed in Table 4.3. These mea-

surements were collected at the 64 m Parkes Radio Observatory in Australia with CPSR2

recorder [66]. The dataset is roughly 7 hr long and consists of N = 384 number of TOA

measurements. The uncertainties of the TOA are computed via the PSRCHIVE software

package [67, 68]. Observation center frequencies are 1341 MHz and 1405 MHz. The

dataset spans from 54101.1 MJD to 54102.4 MJD. The observation sequence is J1939 +

2134 on 54101.1 MJD followed by J1744 − 1134 on 54101.9 MJD, J1730 − 2304 on

54102.0 MJD, J2124− 3358 on 54102.2 MJD, and lastly J0711− 6830 on 54102.3 MJD.

The datasets are stored in PSRFIT file format; therefore, the pulse TOA at the obser-

vatory have to be calculated using PSRCHIVE. The observatory ITRS coordinates are

x =
[
−4554.2315 2816.7591 −3454.0363

]T
(km). The standard templates required to

perform cross-correlation were obtained from the European Pulsar Network Data Archive,

which organizes data from various publications [57, 69]. The pulsar timing parameters were

obtained via the ATNF pulsar database, which organizes data from various publications

[6, 60, 53, 70]. The observatory clock correction files required for this verification are in-

cluded in the TEMPO2 software distribution.
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Table 4.3: A List of Datasets from CSIRO

Pulsar File Name Time

(min)

Center Freq.

(Hz)

# of

TOA

Ave.

RMS (µs)

J0711-6830
n2007-01-02-08:51:20.rf 64 1341 58 8.2

m2007-01-02-08:51:20.rf 64 1405 58 7.5

J1730-2304
n2007-01-02-00:3:33.rf 20 1341 18 10.0

m2007-01-02-00:3:33.rf 20 1405 18 7.6

J1744-1134
n2007-01-01-23:22:23.rf 64 1341 58 3.1

m2007-01-01-23:22:23.rf 64 1405 58 2.6

J1939+2134
n2007-01-01-02:28:26.rf 32 1341 29 0.1

m2007-01-01-02:28:26.rf 32 1405 29 0.2

J2124-3358
n2007-01-02-06:51:15.rf 32 1341 29 3.4

m2007-01-02-06:51:15.rf 32 1405 29 3.3

4.7.2 Model Calibration

As explained in Section 4.4 it is impractical to estimate ψp and x simultaneously. There-

fore, ψp was obtained using TEMPO2 in the model calibration step, which processed the

1341 MHz dataset and required the actual observatory position to compute a phase esti-

mate ψ̂p. Since the dataset is limited, none of the pulsar timing parameters from ATNF

catalogue were changed. In the estimation step, the UKF uses the calibrated model and the

1405 MHz dataset to estimate the observatory position.

4.7.3 Expected Accuracy

Before processing the actual experimental data, a 200-trial Monte Carlo simulation was

performed to determine the expected accuracy from processing the 1405 MHz datasets.

In this Monte Carlo simulation, the position estimate, x̂0, used to initialize the UKF was

a Gaussian random vector distributed around the true observatory position, x, with a co-

variance matrix of P0 = diag([100, 100, 100]) (km2). The TOA uncertainties used in the
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Figure 4.4: Black dots are ensemble errors; black diamonds are ensemble 1σ; red lines are

the filter 1σ; blue dash lines in the top three plots are 3σclt,i; and the blue dash line in the

last plot is 3σrss,clt,i.

simulation are listed in Table 4.3. The filter measurement noise covariance matrix was not

boosted, and the process noise covariance matrix was set to zero. The expected accuracy

for scenario #1 is plotted in Fig. 4.4. The figure shows the last 4 pulsar observations. The

origin of the x-axis corresponds to 54101.0 MJD. The data points are marked with black

dots. As expected the filter 1σ bounds (red lines) match with the ensemble 1σ bounds (black

diamonds). The ensemble RSS bound, σrss,en,N , and filter RSS bound, σrss,N , at the last

TOA are 250 m and 243 m respectively. The ensemble RSS estimation error, êrss,en,i, is be-

low the 3σrss,clt,i (blue dash lines) as indicated by the fourth plot. Based on this simulation,

the expected accuracy for processing the 1405 MHz datasets is 243 m. Because there are

a lot more TOA in this simulation than that of Section 4.6, the PPS was able to achieve

similar accuracy much more quickly.
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Table 4.4: Experimental Trials

Initial Errors and Bounds

Trial # 1 2 3 4 5

êrss,0 (km) 4.8 20.4 10.8 16.8 12.1

σrss,0 (km) 17.3 17.3 17.3 17.3 17.3

Final Errors and Bounds

Trial # 1 2 3 4 5

êrss,N (m) 865 954 810 986 845

σrss,N (m) 1100 1100 1100 1100 1100

4.7.4 Actual Accuracy

The position estimate, x̂0, used to initialize the filter has the same statistics as that of

Section 4.7.3. The positioning accuracy achieved from processing the actual data is sum-

marized in Table 4.4. Since there is only one dataset, Monte Carlo analysis is not possible.

However, five randomly generated initial guesses of the observatory position were used to

show the feasibility of the system. The estimation errors for trial #1 and #2 are shown in

Fig. 4.5 and Fig. 4.6 respectively. The zoomed-in plots are shown in Fig. 4.7 and Fig. 4.8.

These figures show more details and include the last four pulsar observations. These results

were obtained after the UKF measurement noise covariance was increased by a factor of 25

to keep the estimation errors within the 1σ bound defined by Eq. (4.37). The UKF pro-

cess noise covariance was 0. In Fig. 4.7 and Fig. 4.8, the RSS estimation errors, êrss,i, lie

within the 1σ RSS bounds, σrss,i, most of the time. This is an indication that the filter is

properly tuned and that the overall estimation scheme is consistent with the actual pulsar

and observer dynamics. The 1σ bounds in all five trials decrease with every TOA measure-

ment, which verify Eq. (4.14) is observable. It also proves pulsar based position is a feasible

concept. Based on the results in Table 4.4, we conclude the accuracy of the experimental

verification is σrss,N ∼ 1 km. This value is 5 times higher than the expected σrss,N from

Monte Carlo simulation. An explanation of this gap is given in the discussion section.
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Figure 4.5: Trial #1: The dash lines are the filter 1σ bounds and the dots are the estimation

errors.

Figure 4.6: Trial #2: The dash lines are the filter 1σ bounds and the dots are the estimation

errors.

92



Figure 4.7: Trial #1: Zoomed-in plot

Figure 4.8: Trial #2: Zoomed-in plot
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4.8 Discussion

Given that this chapter has shown pulsar-based positioning is feasible, there are several

ways to improve the accuracy beyond ∼ 1 km from data processing point of view. The first

one is increase the number of TOA measurements because it allows the UKF to average out

the undesired effects of white measurement noise. In addition, extending the observation

duration also enables the UKF to leverage Earth’s motion to improve observability. This

feature is not fully utilized in the experimental verification because of the short observation

duration. In addition to processing more data, observing bright and stable binary pulsars

such as J0437 − 4715 and J1713 + 0747 can also be used to improve the accuracy of the

PPS.

Another important reason for wanting to process more data is that it helps us understand

the advantages and the deficiencies of the above approach and guide us in the development

of a robust PPS. Comparing the actual accuracy in Section 4.7.4 with the expected accuracy

in Section 4.7.3 shows that there is a mismatch between the two σrss,N values. The former

is 1100 m and the latter is 243 m. This difference in the filter bound is a direct result of

boosting the measurement noise covariance by a factor of 25 when processing actual pulsar

measurements. There are a few possibilities that would explain the need for the boost: (i)

inaccurate estimate of the phase offset, ψp; (ii) optimistic RMS values from PSRCHIVE, σ2
p,i,

in Eq. (4.10) (lower than the actual RMS values); (iii) undesired effects from un-modeled

error sources; or (iv) small errors in the parameters of the pulsar timing model. Out of these

four possibilities, a combination of case (i) and case (ii) is the most likely reason. Since ψp

was determined using a much smaller dataset, the uncertainty of ψ̂p is large compare to the

rest of the timing model parameters. Furthermore, the trends of the RSS estimation errors

in Fig. 4.7 and Fig. 4.8 resemble a bias error, which can be induced by errors in ψ̂p. Case (ii)

is also possible because it is difficult to determine the exact variance of the TOA estimates

when the actual TOA values are not known. Further investigation and data processing are

necessary to determine the actual cause. Resolving this issue would bridge the gap between

the actual and the expected RSS bounds.
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The waveform measurements, zp(·), from the radiometer are epoch folded using the

DSPSR software, which relies on either a polynomial phase model, a constant period, or

real-time parameter search [71]. If the polynomial phase model is used, then the position

estimate of the UKF has to be fed back to DSPSR. This feedback is illustrated by the dot-

ted line in Fig. 4.1. Since the raw measurements are discarded after folding, this portion

of the algorithm can not be tested using archival data. However, this bypass is unlikely

to severely affect the positioning accuracy of the DSN experiment. As more measurements

are processed the observatory estimate used in epoch folding would improve, which in turn

reduces the TOA uncertainty to the same level as that of the archival data. In other words,

longer observation duration is needed to achieve comparable positioning accuracy.

As described in Section 4.3, the pulsar timing noise, ηp(t), is added with φ0,p to form

ψp, and this simplification assumes the pulsar timing noise is constant over the observation

duration. Such assumption is not valid for long-term operations, where pulsar timing noise,

ηp(t), would deviate slowly due to the correlated noise dynamics. Therefore, it is essential

to design an estimator to track ηp(t) over larger timescale. While ψp(t) can be estimated

with the help of the correlated noise model of ηp(t), the convergence of the estimate, ψ̂p(t),

is extremely slow because of two reasons. First, the initial uncertainty of φ0,p is large since

it can be anywhere between ±0.5 cyc. Second, pulsar timing noise has large correlation time

on the order of months to years [42]. Therefore, it is beneficial to perform model calibration

to obtain a phase estimate φ̂0,p prior to estimating observatory position and set the initial

estimate of ηp(t) to be zero mean with a variance equal to that of φ̂0,p. Since Eq. (4.14) is

expressed in state space form, it is straightforward to augment the state space to include

a correlated noise model for ηp(t). The fractional timing noise PSD for several well known

pulsars are available from publications [53], and they can be approximated with a state space

model using the frequency domain method [54].

The dataset used in this verification was collected by a 64 m diameter radio telescope.

At first thought, this seems to be a limiting factor for using radio pulsars for navigation as

opposed to the X-ray pulsars. However, one should recognize that the convergence rate and

the accuracy in Fig. 4.5 and Fig. 4.6 are relatively faster and higher than that of a X-ray
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pulsar navigation system [34]. These differences imply that one can trade the performance

for a smaller antenna size. The following comparison investigates the TOA uncertainty of

the X-ray based system, σ2
xr, due to photon noise (non-homogenous Poisson process) and

that of the radio system, σ2
rf , due to radiometer noise (Gaussian process). For the X-ray

based system, the uncertainty is quantified using the Cramér-Rao Lower Bound [31],

σ2
xr =

1

λ̃2
s,xrTobsφ̇

2

 1∫
0

s′(ϕ)2

λ̃b,xr + λ̃s,xrs(ϕ)
dϕ

−1

, (4.42)

where

λ̃b,xr =
λb,xrNe

56
, and λ̃s,xr =

λs,xrNe

56
. (4.43)

The parameter Tobs is the observation time; Ne is the number of NICER telescope element;

λs,xr is the X-ray signal intensity; and λb,xr is the background intensity. On the other hand,

the TOA uncertainty of the radio system is obtained using the result of the covariance

analysis and the radiometer equation in [56, 18],

σ2
rf =

V

2π2λ2
s,rfTobsφ̇

2

 Nf∑
j=1

j2
(
a2
j + b2

j

)−1

, (4.44)

where

V =
T 2
sys

G2np∆f
, G =

Aη

2kB
, and A =

πd2

4
. (4.45)

The parameter V is the PSD of the radiometer noise; G is the antenna gain; d is the antenna

diameter; A is the projected area; aj and bj are the Fourier coefficients describing the signal

profile; Nf is the number of Fourier series terms; and kB is Boltzmann constant. The rest

of the parameters are listed in Table 4.5.

Given a required TOA estimation uncertainty, Fig. 4.9 shows the relationship between

the observation time, Tobs, and the telescope size, d, and Ne for radio and X-ray pulsar

signals respectively. This plot is constructed using the signal properties of J0437-4715,

the parameters of the 70 m DSN system and the system parameters of the NICER X-ray

telescope [8]. At the intersection of the σxr = 1 µs curve and σrf = 1 µs curve, one can see

the observation time of a X-ray telescope consisting of 2 NICER elements is roughly equal

to that of a 2 m radio antenna for this particular pulsar. Because of the different slopes
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Figure 4.9: Observation time vs. antenna size for a given TOA uncertainty. The slope of

the X-ray based system is -1 while the slope of the radio based system is -4.

in the log-log plot, the observation time needed to achieve the same level of uncertainty

using the full 56 element NICER telescope is roughly equal to that of a 4 m radio antenna

as indicated by the black solid line and the blue 1 µs curve. As a result, utilizing radio

millisecond pulsars for navigation remains competitive given that radio antenna is lightweight

and can be deployed from a compact container. However, it should be mentioned that the

uncertainty due to the stochastic nature of the interstellar dispersion delay is not included in

the comparison; therefore, Fig. 4.9 is slightly biased towards the radio system. Nevertheless,

this result warrants a more detail trade study between the two approaches.

This work on pulsar-based positioning is complementary to the NICER/SEXTANT mis-

sion at Goddard Space Flight Center [55, 34]. Since the fundamental navigation concept

is the same for both radio and X-ray pulsars, the ability to use the DSN for pulsar-based

positioning can serve as a risk reduction tool for future missions. It allows researchers to

test and verify their algorithms on the ground before deploying them in space.

97



Table 4.5: System Parameters Used in the Comparison

Radio System

Signal intensity λs,rf 0.149 Jy

System temperature Tsys 30 K

Pulsar frequency φ̇ 173.6 Hz

Receiver bandwidth ∆f 500 MHz

Antenna efficiency η 0.6

Number of polarization np 1

X-ray System

Signal intensity λs,xr 0.283 cnt/s

Background intensity λb,xr 0.62 cnt/s

Pulsar frequency φ̇ 173.6 Hz

1 Jy = 10−26 W/(m2 Hz)
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CHAPTER 5

Frequency Stability Analysis of Pulsar-Aided Atomic

Clocks

5.1 Overview

Pulsar timing has been an active research area since the discovery of the first pulsar in

1967. The discovery of millisecond pulsar in 1982 further enhanced the timing precision

and allowed researchers to utilize pulsar timing in astrophysics, autonomous navigation,

and universal timescale [19]. The idea of a pulsar-based timescale was first discussed in a

Science Magazine article in 1987 [20]. The long-term stability of J1939+2134 at averaging

time of τ = 107 s rivaled that of the state-of-the-art atomic time standard at the time.

As more millisecond pulsars were discovered, researchers began to consider the use of an

ensemble of millisecond pulsars to establish a universal timescale that remains accessible

indefinitely [21, 22, 24]. However, the precision of modern experimental/laboratory atomic

clocks have improved significantly to a level that renders a pulsar-only timescale obsolete over

the averaging time of a few years [72]. Nevertheless, the long-term stability, the real-time

accessibility, and the continuous availability of pulsar signals are advantageous for calibrating

compact/portable atomic clocks at locations with no access to Global Positioning System.

An example is a deep space exploration spacecraft.

Modern atomic clock such as NASA’s Deep Space Atomic Clock (DSAC) has the fre-

quency stability deviation of ∼ 10−15 at τ = 1 day [73]. The frequency stability deviation

of pulsar signals at the same averaging time is 3 to 4 orders higher. This is due to the ra-

diometer noise and the white pulsar phase jitter [74]. A pulsar-only timescale would require

decades of time averaging in order to achieve the equivalent stability of DSAC. Because
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of this limitation, it is not feasible to develop a pulsar-only timescale that is useful at the

short averaging time. However, it is challenging for compact atomic clocks to maintain high

precision at the averaging time of years and decades. The Random Walk Frequency Noise

(RWFN) eventually causes the clock frequency to drift away from the nominal value.

After fitting for the parameters of the pulsar timing model, the post-fit residuals of

millisecond pulsars can achieve a fractional deviation of ∼ 10−15 at τ = 10 yr [72, 75, 76].

The post-fit timing residuals consist of not only a white noise component but also an intrinsic

pulsar spin noise with a fractional stochastic process. Given that the phase evolution of a

millisecond pulsar is well captured by a second order model over multiple years and the fact

that the magnitude of the frequency rate is on the order of 10−14 to 10−16 Hz/s, there is a

possibility that the diverging component in the pre-fit timing residuals is small relative to

the clock noise at large timescale. Thus, this analysis focuses on the expected performance

gain when using a pulsar signal to calibrate an atomic clock under the assumption that the

pulsar timing model is representative of the pulsar signal evolution over the analysis period.

The same analysis method is also applicable to the case when there is a diverging component

in the pre-fit timing residuals. The main benefit of using millisecond pulsars to calibrate the

atomic clocks is the suppression of the frequency drift induced by RWFN.

This paper presents an analysis procedure to quantify the performance of pulsar-aided

compact atomic clocks in terms of the typical stability deviations used by the clock com-

munity. The analysis is presented from the perspective of state space system and filtering

theory. It gives insights into the benefits and deficiencies of pulsar-aided atomic clocks.

The organization of this chapter is as follows. Section 5.2 discusses the clock model and

the PSD of the clock noises. Section 5.3 describes the pulsar signal model and formulates

a simplified but representative signal for analysis. This section also discusses the dominant

noise sources and their PSD. Section 5.4 presents the filtered clock system. Section 5.5

shows a derivation of the relationship between Hadamard variance and the signal PSD. The

results of the frequency stability analysis of the unfiltered and filtered systems are presented

in Section 5.6.1 and Section 5.6.2 respectively. Following these sections are discussion and

conclusions.
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5.2 Clock Model

The time generating function of an atomic clock is modeled as

tclk(t) := t− tclk,0 −
[
x(t) + a+ bt+

1

2
ct2
]

︸ ︷︷ ︸
tc(t)

,
(5.1)

where

x(t) =
θ(t)

ν
, a =

1

ν

[
1

2
Dt2clk,0 − δνtclk,0 − Φ0

]
b =

1

ν
[δν −Dtclk,0] , c =

D

ν
.

(5.2)

The variable, t, is the true time and tclk,0 is the initialization time. The nominal frequency of

the atomic clock is ν. The parameter Φ0 is the initial phase of the oscillator at the start of the

clock; δν is frequency synchronization error; and D represents the aging of the oscillator [9].

These are unknown constants that need to be determined experimentally using a reference

clock. Depending on the clock type, θ(t) can be white noise or fractional integration of white

noise.

If the clock deviation, tc(t), is estimated, then the best estimate of the true time is

t̂(t) = tclk(t) + tclk,0 + t̂c(t), where the accuracy of t̂(t) is the error variance of t̂c(t). The goal

of this paper is to analyze the stability performance of the estimate of tc, which is affected

by the stochastic term x(t). For a cesium clock, θ(t) is a combination of White Frequency

Noise (WFN), wθ1(t), and white frequency rate noise, wθ2(t) [9]. The noise θ(t) is the output

of the following linear stochastic differential equation,θ̇1

θ̇2

 =

0 1

0 0

θ1

θ2

+

1 0

0 1

wθ1
wθ2


θ = θ1.

(5.3)

The time correlations of these noises are

E[wθ1(t)wθ1(τ)] = Wθ1δ(t− τ)

E[wθ2(t)wθ2(τ)] = Wθ2δ(t− τ).
(5.4)

Since we are interested in estimating tc using pulsar signal defined in Eq. (5.12), the filter

model is obtained by differentiating tc(t) and taking into account Eq. (5.3). For cesium
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atomic clock, D = 0; therefore, the state space system for tc, b, and θ2 is
ṫc

θ̇2

ḃ

 =


0 1

ν
1

0 0 0

0 0 0



tc

θ2

b

+


1
ν

0

0 1

0 0


wθ1
wθ2

 , (5.5)

where θ2 and b are not individually observable, so they are combined to form a dimensionless

variable ζ = θ2/ν + b. The reduced system isṫc
ζ̇


︸︷︷︸
ẋc

=

0 1

0 0


︸ ︷︷ ︸

Ac

tc
ζ


︸︷︷︸
xc

+
1

ν

1 0

0 1


︸ ︷︷ ︸

Bc

wθ1
wθ2


︸ ︷︷ ︸
wc

tc =
[
1 0

]
︸ ︷︷ ︸

Cc

xc.

(5.6)

The Power Spectral Density (PSD) of the white noises wθ1(t) and wθ2(t) are Wθ1 and Wθ2

respectively. Equation (5.6) is called the unfiltered clock noise model. Since the frequency

stability depends on the stochastic part of the noise model, this analysis focuses on the

output PSD of tc. The transfer function of the clock system is

Tc(s) = Cc(sI − Ac)−1Bc︸ ︷︷ ︸
Gc(s)

Wc(s), (5.7)

where s is the Laplace variable1 and I is the identity matrix. The output PSD of Eq. (5.7)

is

Stc(ω) = Gc(jω)WθGc(−jω)T

=
W1

ω2
+
W2

ω4
,

(5.8)

where Wθ = diag ([Wθ1 ,Wθ2 ]); W1 = Wθ1/ν
2; and W2 = Wθ2/ν

2. The independent variable

ω is angular frequency.

1X(s) = L[x(t)], where L[·] is the Laplace transform.
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5.3 Pulsar Model

5.3.1 Signal Model

Like an atomic clock, a pulsar signal can also be modeled as a pseudo-periodic signal.

The pulsar signal measured by an observer with a perfect clock in the Solar System is

y(t) = λb + λss (φ(t)) + vrad(t), (5.9)

where s(·) is the periodic signal model, and vrad is the radiometer measurement noise, with

a PSD of Vrad. The periodic signal model can be described by a sum of Gaussians or Fourier

series. The phase of the signal is

φ(t) = φ0 + φ̇[t− tp,0 −∆(t)] +
1

2
φ̈[t− tp,0 −∆(t)]2

+ φ̇n(t) + vjit(t),

(5.10)

where tp,0 is the reference time of the pulsar timing model. The white phase jitter, vjit(t),

has a PSD of Vjit. The pulsar timing noise is represented by n(t). The pulsar timing noise is

also known as the post-fit timing residual, which has long-term correlation. The background

and source intensities of the pulsar signal are represented by λb and λs respectively. The

time delay, ∆(t), can be decomposed into

∆(t) = ∆�(t) + ∆IS(t) + ∆B(t). (5.11)

The Solar System, interstellar, and binary delays are represented by ∆�(t), ∆IS(t), and

∆B(t) respectively [26]. Equation (5.11) is the general time transfer equation and it depends

on the position of the observer and the Solar System ephemeris. Since this analysis is about

clock calibration, all components of time transfer are considered as known values. The

delays due to interstellar medium (dispersions, scintillation, pulse-broadening, and etc.) are

assumed to be either correctable using multi-frequency measurements or captured by the

post-fit timing residuals, n(t).
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Solving Eq. (5.1) for t and substituting the result into Eq. (5.10) gives

φ(t) = φ0 + φ̇ [tclk(t)− t0 + tc(t)−∆(t)]

+
1

2
φ̈ [tclk(t)− t0 + tc(t)−∆(t)]2

+ φ̇n(t) + vjit(t),

(5.12)

where t0 = tp,0 − tclk,0. This equation describes the pulsar signal phase in terms of the

readout of a real clock and the clock deviation at time t. Equation (5.12) assumes that the

error in the clock, tc(t), does not have a significant effect on the slow varying components

of the phase equation such as the observer position, the planetary ephemeris and the pulsar

timing noise.

In an actual pulsar-aided atomic clock implementation, one would combine the clock

noise and pulsar timing noise dynamics with Eq. (5.9) and Eq. (5.12) to form a nonlinear

state-space system. Since this paper is about the frequency stability analysis and not about

filter design, the goal of this section is to extract the essence of pulsar measurement equation

(timing of the pulse) and formulate a simplified system (linear time invariant system) that

is suitable for analysis.

There are several existing methods for tracking Eq. (5.12) [61, 31, 56]. These methods

leverage the fast and slow components of the signal to simplify the signal model into a

periodic signal with a constant phase offset. The periodicity comes from the fast varying

component, which is the pulsar rotation. The constant phase offset comes from the sum

of all the slow varying components: orbital dynamics, clock noise, pulsar timing noise and

various time delays. As a result, the estimation uncertainty associated with tracking φ(t) is

dominated by vjit(t) and vrad(t) in the short timescale.

In the astronomy community, the tracking of φ(t) is done by estimating the pulse Time-

of-Arrivals (TOA) using epoch folding and cross-correlation method [61, 31]. A pulse TOA,

ttoa, is defined as the detection time of the main pulse of a pulsar signal. Leveraging the

different timescales in the signal simplifies Eq. (5.12) to

φ(t) ≈ ψi + fs,i[tclk(t)− ti] + vjit(t), (5.13)
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where ψi = mod(φ(ti), 1) and fs,i = dφ(ti)/dt. The frequency, fs,i, is either a model predicted

value from the derivative of Eq. (5.12) or an estimated value from Fast Fourier Transform of

the raw data. The reference time, ti, is typically the middle of the observation window, Tobs.

Since the signal is periodic, ψi is the fractional phase of the signal, y(t), at ti. An estimate

of ψi can be obtained by applying the cross-correlation method to Eq. (5.9) and Eq. (5.13)

[31]. The estimate is denoted as ψ̄. Once ψ̄ is determined, the estimated pulse TOA can be

calculated. Because the pulsar signal model is defined such that the phase corresponding to

the main peak of the profile is an integer value, the estimated pulse TOA at the observatory

is t̄toa,i = ti + ψ̄i/fs,i.

Assuming the uncertainties in t̄toa,i, t̄c(t̄toa,i), and n̄(t̄toa,i) accumulate to a phase error

less than ±0.5 cyc, then the associated pulse number is Ni := [φ(t̄toa,i)]int, where [·] denotes

rounding to the nearest integer. Since the magnitude of φ̈ is on the order of 10−14 to 10−16,

the stochastic behaviors of the signal is dominated by the linear term. Thus, φ̈ it is neglected

in this analysis. Solving Eq. (5.12) for the arrival time of the pulse Ni gives

ttoa,i = t0 − tc(ti) + ∆(ti)− n(ti) +
Ni − φ0

φ̇
. (5.14)

Let the TOA estimation error be defined as v(ti) := ttoa,i − t̄toa,i. Substituting Eq. (5.14)

into the expression for v(ti) and solving for t̄toa,i gives the TOA measurement equation

t̄toa,i = t0 − tc(ti) + ∆(ti)− n(ti) +
Ni − φ0

φ̇
− v(ti). (5.15)

For analysis purpose, Eq. (5.15) is further simplified by removing the deterministic terms

and changing the signs in front of tc(ti), n(ti), and v(ti) to be positive. Since the clock

and pulsar timing noise models are given in continuous time, the measurement equation is

also converted to continuous time to facilitate analysis. The measurement equation for the

frequency stability analysis of pulsar-aided atomic clock is

z(t) := tc(t) + n(t) + v(t). (5.16)

Since the slow varying components are approximately constant over the observation duration,

Tobs, the TOA estimation error v(t) is dominated by white noises. The PSD of v(t) is

represented by V .
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5.3.2 Noise Model

Because each pulsar and telescope pair has different Vjit, profile, frequency, and Vrad,

the pulsar astronomy community instead provides a Root-Mean-Square (RMS) value and an

epoch folding window length, Tobs to characterize the timing accuracy of an individual pulse

TOA. The definition of the RMS value is σave :=
√

var[v(ti)]. Since the formulation in this

paper is expressed in continuous time, σ2
ave has to be converted to PSD. Let the variance

of the band-limited white noise, v(t), be σ2 := V/∆t, where ∆t is the sample interval [44].

Since epoch folding is essentially time averaging, the averaged noise value can be represented

by

vave =
1

N

N∑
i=1

v(ti), (5.17)

where N = Tobs/∆t is the number of measurement in the observation period. Applying the

variance operator, var[·], on Eq. (5.17) gives σ2
ave = σ2/N . Using the definition of N and σ2

gives

σ2
ave =

σ2

N
=

V

N∆t
=

∆t

Tobs

V

∆t
=

V

Tobs
; (5.18)

therefore, V = σ2
aveTobs.

The PSD of the pulsar timing noise, n(t), obtained experimentally, has a form

Sn(ω) =
ω2α
c

(ω2
c + ω2)α

Wr, (5.19)

where Wr, α, and ωc are positive fitting parameters . They represent the strength of the

white noise, the integration order, and the corner frequency of a fractional Linear Time

Invariant (LTI) system. The reason Sn(ω) is considered as a fractional PSD is because

α is a real number. Equation (5.19) is the time correlated noise model used by the pulsar

timing community to determine the pulsar timing model [42]. The parameters were obtained

experimentally and iteratively during fitting of the pulsar frequency and frequency rate [53].

Since there is no theoretical result on the intrinsic pulsar stability, there is no guarantee

that pulsar timing noise is truly fractional stationary. In order to address this issue, the

following analysis considers two scenarios. The first scenario assumes that the pulsars are

not intrinsically stable and the corner frequency in Eq. (5.19) is artificial. In this scenario,
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the diverging behavior is modeled by fractional integration of white noise,

Sn(ω) =
ω2α
c

ω2α
Wr. (5.20)

The second scenario assumes that the fractional stationary noise model in Eq. (5.19) is a

representative model of the timing noise over the analysis period.

The stable fractional transfer function that produces the PSD in Eq. (5.19) is

Gn(s) =

(
ωc

s+ ωc

)β
︸ ︷︷ ︸

Gn,1(s)

(
ωc

s+ ωc

)γ
︸ ︷︷ ︸

Gn,2(s)

, (5.21)

where α = β + γ and β is an integer. The output of the fractional system in frequency

domain is

N(s) = Gn(s)Wn(s), (5.22)

where Wn(s) is the Laplace transform of wn(t) and the PSD of wn(t) is Wr. The first

term of Gn(s) is finite dimensional while the second is infinite dimensional. Approximating

Gn(s) using Charef method gives a finite dimensional LTI system that is representative

for ω ∈ [0, ωmax] [54]. Let the approximate transfer function be denoted by Ĝn,2(s), then

Gn(s) ≈ Gn,1(s)Ĝn,2(s) := Ĝn(s).

The Charef method uses a set of stable poles and zeros to approximate the fractional

transfer function Gn,2(s) in Eq. (5.21). The advantage of this method is the matching of the

steady state gain. Once Ĝn,2(s) is found, the state-space representation of the approximate

timing noise model, Ĝn(s) can be obtained, which is denoted as

ẋn,app = Ânxn,app + B̂nwn

napp = Ĉnxn,app.
(5.23)

The approximate pulsar timing noise is denoted by napp(t); whereas, the true timing noise

is n(t).
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5.4 Filtered Clock System

Combining the clock system in Eq. (5.6) with the approximate pulsar timing noise model

in Eq. (5.23) gives  ẋc

ẋn,app


︸ ︷︷ ︸

ẋ

=

Ac 0

0 Ân


︸ ︷︷ ︸

Ã

 xc

xn,app


︸ ︷︷ ︸

x

+

Bc 0

0 B̂n


︸ ︷︷ ︸

B̃

wc

wn



zapp =
[
Cc Ĉn

]
︸ ︷︷ ︸

C̃

 xc

xn,app

+ v.

(5.24)

The measurement equation is constructed by replacing n(t) in Eq. (5.16) with napp(t). This

system is used for the design of the steady state Kalman filter, whose gain and error covari-

ance are denoted by K and P respectively. The steady state Kalman filter is

˙̂x =
[
Ã−KB̃

]
x̂+Kz

t̂c =
[
Cc 0

]
x̂,

(5.25)

whose frequency domain representation is

T̂c(s) =
[
Cc 0

] (
sI − Ã+KC̃

)−1

K︸ ︷︷ ︸
H(s)

Z(s). (5.26)

Because Eq. (5.21) cannot be expressed in state-space form, the filtered system has to

be constructed using transfer functions. Taking the Laplace transform of Eq. (5.16) and

substituting Eq. (5.7) and Eq. (5.22) into the resulting expression give

Z(s) = Tc(s) +N(s) + Vm(s)

= Gc(s)Wc(s) +Gn(s)Wn(s) + Vm(s),
(5.27)

where Vm(s) is the TOA measurement noise. Subtracting Eq. (5.7) from Eq. (5.26) gives the

clock estimation error, e(t) = tc(t)− t̂c(t), in frequency domain,

E(s) = Tc(s)− T̂c(s)

=
[
(1−H(s))Gc(s), −H(s)Gn(s), −H(s)

]
︸ ︷︷ ︸

Hcl(s)


Wc(s)

Wn(s)

Vm(s)

 . (5.28)
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The PSD of e(t) is

Se(ω) = Hcl(jω)WHT
cl(−jω), (5.29)

where W = diag
([
Wθ1 Wθ2 Wr V

])
. Substituting Eq. (5.29) into Eq. (5.43) and evalu-

ate the integral numerically give the Hadamard variance of the clock estimation error e(t).

This filtered system includes the fractional pulsar timing noise, Gn(s), the clock noise, Gc(s),

and the steady state Kalman filter, H(s), designed using the Charef approximation, Ĝn(s).

5.5 Frequency Stability Analysis

5.5.1 Allan and Hadamard Variance

The Hadamard variance is a stability variance similar to the Allan variance [77, 78]. They

were devised to obtain the PSD of the input noise of a non-stationary process, x(t), from its

output. Hadamard variance is used in this analysis instead of Allan variance or σz from [76]

because of two reasons. First the PSD of the pulsar timing residuals can have slopes less

than to -4 (α > 2). Second the Hadamard variance has a transfer function interpretation

that allows the stability variance to be computed directly using the PSD of the pulsar timing

residuals. Such an interpretation is not available for σz. The formal definition of Allan and

Hadamard variances respectively are

σ2
y(τ) =

1

2
E
[
(Ȳ (t+ τ)− Ȳ (t))2

]
(5.30)

and

σ2
H(τ) =

1

6
E
[
(Ȳ (t+ 2τ)− 2Ȳ (t+ τ) + Ȳ (t))2

]
, (5.31)

where

Ȳ (t) =
1

τ

t+τ∫
t

ẋ(σ) dσ =
x(t+ τ)− x(t)

τ
(5.32)

The signal Ȳ (t) is interpreted as the averaged frequency from t to t + τ . The units are

(s/s). The Allan variance is the first difference of the averaged clock frequency, whereas the

Hadamard variance is the second difference. One can interpret the Allan and the Hadamard
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deviations as the average change in Ȳ (t) between two measurement times that are τ seconds

apart.

Substituting Eq. (5.32) into Eq. (5.31) gives

σ2
H(τ) = E

[
q2(t)

]
q(t) =

1√
6τ

[x(t+ 3τ)− 3x(t+ 2τ) + 3x(t+ τ)− x(t)] .
(5.33)

Taking the expectation of q(t) in Eq. (5.33) gives 0 because all the initial conditions are

0, i.e., E[q(t)] = 0. Even though x(t) is a non-stationary process, q(t) remains stationary

because of the differencing operation. The output, q(t), can be obtained by feeding x(t) into

three differencing filters with identical impulse response of the form

hτ (t) = δ(t+ τ)− δ(t). (5.34)

In other words,

q(t) =
1√
6τ
hτ (t) ∗ hτ (t) ∗ hτ (t) ∗ x(t), (5.35)

where ∗ denotes convolution. The frequency domain representation of q(t) is

Q(s) =
1√
6τ
Hτ (s)Hτ (s)Hτ (s)X(s), (5.36)

where the transfer function is

Hτ (s) = eτs − 1. (5.37)

From linear system theory, the output PSD, Sy(ω), of a single-input-single-output system,

H(s), with input PSD, Sx(ω), is

Sy(ω) = ‖H(jω)‖2Sx(ω), (5.38)

where ‖z‖ is the magnitude of z [44]. For a multiple-input-single-output system, the output

PSD is

Sy(ω) = |H(jω)WxH(−jω)T |, (5.39)

where | · | is absolute value. Thus, the PSD of q(t) is

Sq(ω) =
1

6τ 2
‖Hτ (jω)‖6Sx(ω). (5.40)
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where Sx(ω) is the PSD of x(t). The transfer function of the differencing filter evaluated

along the ω axis is

Hτ (jω) = ejτω − 1

= cos(τω) + j sin(τω)− 1.
(5.41)

Substituting Eq. (5.41) into Eq. (5.40) gives

Sq(ω) =
1

6τ 2

(
(cos(τω)− 1)2 + sin2(τω)

) 6
2 Sx(ω)

=
1

6τ 2
(2− 2 cos(τω))3 Sx(ω)

=
32

3τ 2
sin6

(τω
2

)
Sx(ω).

(5.42)

The Hadamard variance, σ2
H(τ), of x(t) or equivalently the variance of q(t) is obtained by

integrating the output PSD, Sq(ω), with respect to the frequency, ω, from −∞ to ∞,

σ2
H(τ) =

1

2π

∞∫
−∞

32

3τ 2
sin6

(τω
2

)
Sx(ω)dω. (5.43)

The integral equation for Allan variance can be derived similarly, which is

σ2
y(τ) =

1

2π

∞∫
−∞

8

τ 2
sin4

(τω
2

)
Sx(ω)dω. (5.44)

For certain special cases Eq. (5.43) and Eq. (5.44) have known closed form solutions.

5.5.1.1 Fractional Integration of White Noise

Fractional integration of white noise is modeled as

α
x(t) = w(t), (5.45)

where α is a real number and represents the integration order. The continuous time white

noise, w(t), has a correlation function of E[w(t)w(τ)] = Wαδ(t−τ). An example of this type

of process is tc in Eq. (5.6). Taking the Laplace transform of Eq. (5.45) gives

X(s) =
1

sα
W (s). (5.46)
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Table 5.1: Relationship Between Stability Variances and Input PSD, Wα [9, 10, 11]

Name Abbrev. α σ2
y(τ) σ2

H(τ)

White Phase Noise (WPN) 0 6W0

τ2∆t
10W0

3τ2∆t

Flicker Phase Noise (FPN) 0.5
[3(γ+ln(πτ

∆t
))−ln(2)]W0.5

πτ2

[10(γ+ln(πτ
∆t

))+ln(3)−ln(64)]W0.5

3πτ2

White Frequency Noise (WFN) 1 W1

τ
W1

τ

Flicker Frequency Noise (FFN) 1.5 2 ln(2)W1.5

π

ln( 256
27

)W1.5

2π

Random Walk Frequency Noise (RWFN) 2 τW2

3
τW2

6

Flicker Walk Frequency Noise (FWFN) 2.5
2τ2( 27 ln(3)

16
−ln(4))W2.5

3π

Random Run Frequency Noise (RRFN) 3 11τ3W3

120

Euler’s constant, γ = 0.577216. The bandwidth of the band-limited white noise w(t) is fb = 1/(2∆t),

where ∆t is the sample interval of the measurement

The units of x(t) are typically given in seconds. Applying Eq. (5.38) gives the PSD of x(t),

Sx(ω) =
Wα

|ω2α|
. (5.47)

It is well known that Eq. (5.43) and Eq. (5.44) have closed form solutions for Eq. (5.45) with

certain values of α, and they are listed in Table 5.1. While there are no closed form solutions

for general values of α, numerical integration shows the result is consistent in the sense that

the slope of the resulting curve is in between that of the two neighboring cases in Table 5.1.

5.5.1.2 Stationary Process

Even though the Hadamard and Allan variances were devised for non-stationary pro-

cesses, they are also applicable to stationary processes. If Sx(ω) is the PSD of a stationary

process, then Eq. (5.43) and Eq. (5.44) converge as well because

3τ 2

32
σ2
H(τ) =

1

2π

∞∫
−∞

sin6
(τω

2

)
Sx(ω)dω

τ 2

8
σ2
y(τ) =

1

2π

∞∫
−∞

sin4
(τω

2

)
Sx(ω)dω

(5.48)
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are bounded from above by

P∞ =
1

2π

∞∫
−∞

Sx(ω)dω, (5.49)

which is the steady state variance of the stationary process. Section 5.6 relies on this fact to

evaluate the stability of the pulsar timing noise, and the filtered clock system.

Since a stationary process has a steady state variance, P∞, the following derives a rela-

tionship between P∞ and the long-term Hadamard variance, σ2
H,∞(τ). Equation (5.43) can

be rewritten using trigonometric identity as

σ2
H(τ) =

1

2π

∞∫
−∞

32

3τ 2
sin6

(τω
2

)
Sx(ω)dω

=
1

6πτ 2

∞∫
−∞

[
10− 15 cos(τω) + 6 cos(2τω)− cos(3τω)

]
Sx(ω)dω

=
1

3πτ 2

[
10

∞∫
0

Sx(ω)dω +

∞∫
0

[
− 15 cos(τω) + 6 cos(2τω)− cos(3τω)

]
Sx(ω)dω

]
.

(5.50)

The first integral is independent of τ and is related to P∞. The intent is to show that as τ

approaches infinity the second integral approaches 0. The second integral can be decomposed

into three integrals of the form

I = lim
τ→∞

∞∫
0

cos(aτω)Sx(ω)dω

= lim
τ→∞


��

��
�
��

�
��*

0

Sx(ω) sin(aτω)

aτ

∣∣∣∣∣
∞

0

−
∞∫

0

sin(aτω)

aτ
S ′x(ω)dω


= lim

τ→∞
−
∞∫

0

sin(aτω)

aτ
S ′x(ω)dω.

(5.51)

In order to show Eq. (5.51) approaches 0, we bound the magnitude of the integral and show
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the bound approaches to 0 as τ approaches infinity,∣∣∣∣∣∣ lim
τ→∞

∞∫
0

sin(aτω)

aτ
S ′x(ω)dω

∣∣∣∣∣∣
≤ lim

τ→∞

∞∫
0

∣∣∣∣sin(aτω)

aτ
S ′x(ω)

∣∣∣∣ dω
≤ lim

τ→∞

1

aτ

∞∫
0

|sin(aτω)| |S ′x(ω)| dω

≤ lim
τ→∞

1

aτ

∞∫
0

|S ′x(ω)| dω

≤ lim
τ→∞

1

aτ
M,

(5.52)

where

M =

∞∫
0

|S ′x(ω)| dω

=

ωb∫
0

|S ′x(ω)|dω −
∞∫

ωb

S ′x(ω)dω

=

ωb∫
0

|S ′x(ω)|dω −
[
���

�:0
Sx(∞)− Sx(ωb)

]
(5.53)

In Eq. (5.53), the second line breaks the integration interval into two parts. The frequency,

ωb, is defined such that S ′x(ω) no longer changes sign when ω > ωb. Assuming Sx(ω) is

strictly proper, then S ′x(ω) < 0 for ω > ωb; hence, the negative sign is added in front of the

second integral. This integral is finite because limω→∞ Sx(ω) = 0. Inside the first interval,

S ′x(ω) can be both positive and negative due to under-damped notch or resonance mode. If

there is no under-damped modes, then ωb = 0. Because the anti-derivative of S ′x(ω) is the

PSD itself, Sx(ω) is required to be 0 ≤ Sx(ω) <∞ for all ω ≥ 0. This is true for stationary

system because it has no poles on the imaginary axis. Since the integration limits and the

integrand of the first integral are finite and bounded, the first term in Eq. (5.53) is also finite.

Since both integrals in Eq. (5.53) are finite, M < ∞, which implies the bound on the

magnitude of the integral in Eq. (5.52) approaches 0 as τ approaches infinity. Because the
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magnitude cannot be negative, the integral itself has to be 0, i.e, I = 0. Therefore, the

Hadamard variance in Eq. (5.50) reduces to

σ2
H(τ) =

10

3τ 2
P∞

:= σ2
H,∞(τ).

(5.54)

This result applies to both the finite dimensional LTI system and the factional stationary

system in Eq. (5.21). Equation (5.54) implies that minimizing the long-term Hadamard

variance for stationary process is the same as minimizing the steady state variance. A

practical application of Eq. (5.54) is obtaining the steady state variance of the system from

the Hadamard deviation plot.

From the form of Eq. (5.54), one can see that it is similar to that of the WPN in Table 5.1,

which is

σ2
H,α=0(τ) =

10

3τ 2
Pα=0, (5.55)

where Pα=0 = W0/∆t is the variance of the band-limited white noise. This means that the

long-term Hadamard variance, σ2
H,∞(τ) for stationary process, is the same as that of WPN

whose variance is equal to the steady state variance of the system. Their slopes on the

Hadamard deviation plot are both −1. Intuitively, this relationship make sense because in

steady state x(t) is ergodic, which means time averaging is equal to the ensemble averaging.

For certain special cases of stationary processes, Eq. (5.54) can be shown to be true

explicitly. If x(t) in the frequency domain is

X(s) =

(
ωc

s+ ωc

)α
W (s), ωc > 0, (5.56)

where α = 1, 2, 3, then the closed form solution of Eq. (5.43) can be found using an integral

table [79]. They are

σ2
H,1(τ) =

Wrωc
6τ 2

[
10− 15e−ωcτ + 6e−2ωcτ − e−3ωcτ

]
σ2
H,2(τ) =

Wrωc
12τ 2

[
10− 15 (ωcτ + 1) e−ωcτ + 6 (2ωcτ + 1) e−2ωcτ − (3ωcτ + 1) e−3ωcτ

]
σ2
H,3(τ) =

Wrωc
16τ 2

[
10− 5

(
ω2
cτ

2 + 3ωcτ + 3
)
e−ωcτ + 2

(
4ω2

cτ
2 + 6ωcτ + 3

)
e−2ωcτ

−
(
3ω2

cτ
2 + 3ωcτ + 1

)
e−3ωcτ

]
(5.57)
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respectively, where Wr is the PSD of the input noises. Since the exponentials, e−ωcτ , e−2ωcτ

and e−3ωcτ , all decay faster than 1/τ 2, the variances at large τ are

σ2
H,∞,1(τ) =

5Wrωc
3τ 2

σ2
H,∞,2(τ) =

5Wrωc
6τ 2

σ2
H,∞,3(τ) =

5Wrωc
8τ 2

.

(5.58)

The steady state variance of Eq. (5.56) for α = 1, 2, 3 can be obtained by solving the algebraic

Lyapunov equation. They are

P∞,1 =
Wrωc

2

P∞,2 =
Wrωc

4

P∞,3 =
3Wrωc

16
.

(5.59)

Substituting Eq. (5.59) into Eq. (5.54) recovers Eq. (5.58).

5.6 Frequency Stability Analysis Result

5.6.1 Atomic Clocks and Pulsar Signals

The commercially available Cs 5071A cesium clock manufactured by Microsemi is chosen

for the analysis [80]. Because long-term frequency stability data for this clock is not available,

it was assumed that the noises of Cs 5071A is dominated by RWFN after τ = 1 month.

The strengths of WFN and RWFN for the clock are W1 = 2.60 × 10−22(s2/s) and W2 =

1.00× 10−34 (s2/s3) respectively.

As mentioned in Section 5.3.2, this analysis considers two scenarios. The Hadamard

deviations of the pulsar timing noise, n(t), for scenario #1 are plotted in Fig. 5.1. They

are obtained by substituting Eq. (5.20) for Sx(ω) in Eq. (5.43). This figure does not include

the effects of phase and radiometer noises on the frequency stability. The curves in Fig. 5.1

represent fractional integration of white noise. The slopes of the curves are related to the

value of α. Several pulsar timing noises have diverging frequency stability while others

have decreasing trend. The following analysis only focuses on J0437+4715 and J1909-3744
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Figure 5.1: Hadamard deviation of the pulsar timing noise, n(t) for scenario #1. The TOA

uncertainty, v(t), due to radiometer and phase jitter is not included.

because they have the least amount of timing noise and non-diverging frequency stability.

The Hadamard deviations of the pulsar timing noise for the second scenario are plotted

in Fig. 5.2. Eq. (5.19) is used instead of Eq. (5.20). At small averaging time (τ < 1 yr),

the slopes are the same as the previous scenario. They are governed by the order of α and

the σH value at τ = 1 is dictated by the strength of the white noise, Wr. In this scenario,

the pulsar timing noises behave like fractional integration of white noise at short averaging

time. At large averaging time (τ > 1 yr) all pulsars have a slope of −1, and this is a result

of the model being stationary. The transition time from fractional integration of white noise

to stationary process is dictated by the corner frequency, ωc = 2πfc.

The model parameters for J0437+4715 are α = 1.5, fc = 0.067 yr−1, and Wr = 1.14 ×

10−27 yr3. The model parameters for J1909-3744 are α = 1, fc = 0.5 yr−1, and Wr =

1.2×10−29 yr3. The fractional PSD of J0437+4715 for both scenarios are plotted in Fig. 5.3.

The model Ĝn(s) is approximately equal to Gn(s) over the frequency range of ω ∈ [0, 8 ×

10−7 rad/s], and this is the region where pulsar timing noise is dominant. Since the model
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Figure 5.2: Hadamard deviation of the pulsar timing noise, n(t) for scenario #2. The TOA

uncertainty, v(t), due to radiometer and phase jitter is not included.

parameter α of J1909-3744 is 1, the Charef approximation is not needed for this pulsar. The

white noise curve corresponds to a RMS value of σave = 100 ns after an averaging time of

Tobs = 30 min. This RMS value accounts for the TOA uncertainty due to radiometer noise

and the phase jitter.

The Hadamard variance of the unfiltered clock σ2
H,u, and the pulsar timing noise, σ2

H,n,

were obtained by substituting Eq. (5.8) and Eq. (5.19) for Sx(ω) in Eq. (5.43), respectively.

The results are plotted in Fig. 5.4. The dominant noise of the clock for τ < 1 yr and τ > 1 yr

are WFN and RWFN, respectively. The pulsar signal in the plot is obtained by subtracting

tc(t) from Eq. (5.16),

p(t) = y(t)− tc(t)

= n(t) + v(t).
(5.60)

This signal represents the ideal pulsar signal without clock deviation. Since the pulsar

timing noise, n(t), and the white measurement noise, v(t), are assumed to be independent,

the Hadamard variance of the pulsar signal, σ2
H,p(τ), is obtained by adding σ2

H,n(τ) and
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Figure 5.3: The timing noise PSD of J0437-4715 for both scenarios. The Charef model well

approximates the fractional stationary noise model from 0 to 8× 10−7 rad/s.

Figure 5.4: Hadamard deviation of Cs 5071A, J0437-4715 signal, J0437-4715 timing noise,

and Charef approximation. The timing noise model in this figure is Eq. (5.19) rather than

Eq. (5.20)
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σ2
H,v(τ) together,

σ2
H,p(τ) = σ2

H,n(τ) + σ2
H,v(τ), (5.61)

where σ2
H,v(τ) is computed using Eq. (5.55). When τ < 1 yr the pulsar signal is dominated

by the white measurement noise, v(t), and when τ > 1 yr the pulsar timing noise, n(t),

dominates. The relative position of the curves in Fig. 5.4 suggests one can use a Kalman

filter to combine the short-term stability of the atomic clock and the long-term stability of

the pulsar signal to realize a pulsar-aided atomic clock.

5.6.2 Pulsar-Aided Atomic Clocks

The performance of two clock and pulsar pairs are presented in this section. The first

pair uses J0437-4715 as the calibration source. The second pair uses J1909-3744 to show the

improvement of the filtered system when a more stable pulsar signal is used. For simplicity

purposes, the RMS values of the white measurement noise, v(t), in Eq. (5.16) for the two

pairs are σave = 100 ns after an averaging time of Tobs = 30 min.

5.6.2.1 Scenario #1

In this scenario, the pulsar timing noise is integration of white noise which is indistin-

guishable from the clock deviation. This type of system is termed unobservable. Therefore,

the Kalman filter is designed using only xc. The frequency stability of the filtered clock is

expected to merge into that of the pulsar signal at large averaging time. The filtered system

performance for the first pair is shown in Fig. 5.5. The Hadamard deviation of the filtered

system is denoted as σH,f . The solid curve is the filtered clock and it is computed by substi-

tuting Se(ω) for Sx(ω) in Eq. (5.43). The UTC curve is included in Fig. 5.5 as a reference

point [81]. The improvements relative to the exponents of the pulsar-only timescale and the

unfiltered clock are defined as

εp =
log(σH,p(τ))− log(σH,f (τ))

log(σH,p(τ))
× 100,

εu =
log(σH,u(τ))− log(σH,f (τ))

log(σH,u(τ))
× 100.

(5.62)
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Figure 5.5: Filtered clock performance if the pulsar timing noise for J0437-4715 is fractional

integration of white noise.

At small averaging time, there is a small gap between the filtered clock and the unfiltered

clock. This small gap is caused by the filtering operation, the error system in Eq. (5.28) is

not only forced by the clock noise but also the measurement noise and pulsar timing noise.

As a result, σH,f is slightly higher than σH,u, and this is the reason that pulsars are not

useful at short averaging time. If the filtering operation is removed by setting K = 0, then

σH,f = σH,u. At large averaging time, the filtered clock has improved frequency stability

relative to the unfiltered clock because the α parameter for J0437-4715 is equal to 1.5. The

performance improvement, εu, at τ = 1 month, τ = 1 yr and τ = 10 yr are 2%, 6%, and

10% respectively.

For the second pair, the frequency stability at τ = 1 month is worse than the previous pair

because the pulsar timing noise of J1909-3744 is stronger than J0437-4715 at τ = 1 month.

However, the improvement in frequency stability relative to the unfiltered clock at large

averaging time is more significant than the previous pair. Since the α parameter for J1909-

3744 is 1, the frequency stability decreases following the trend of WFN. The performance
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Figure 5.6: Filtered clock performance if the pulsar timing noise for J1909-3744 is fractional

integration of white noise.

improvement εu at τ = 1 month, τ = 1 yr and τ = 10 yr are -3%, 4%, and 11% respectively.

This example illustrates the importance of the pulsar selection.

5.6.2.2 Scenario #2

In this scenario, the pulsar timing noise is modeled as fractional stationary noise; there-

fore, one can design a Kalman filter that distinguishes the pulsar timing noise from clock

deviation using the dynamics of the fractional stationary noise. In this scenario, the com-

bined system in Eq. (5.24) is observable and controllable, so the error covariance of the

filtered system has a steady state. Figure 5.7 shows the frequency stability of Cs 5071A with

J0437-4715. The gap at small averaging time is slightly larger than the previous scenario

because the Kalman gain is larger. The filtered system reaches the steady state condition

at τ = 10 yr as indicated by the −1 slope. The εu for the first pair are 1%, 6% and 13% at

τ = 1 month, τ = 1 yr and τ = 10 yr respectively.

Figure 5.8 shows the Hadamard deviation of the filtered system for the second pair. The
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Figure 5.7: Filtered clock performance if the pulsar timing noise for J0437-4715 is fractional

stationary noise.

Figure 5.8: Filtered clock performance if the pulsar timing noise for J1909-3744 is fractional

stationary noise.
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Hadamard deviation at 10 yr is 8.1 × 10−16 and continues to decrease with a slope of −1.

The filtered system begins to show improvements over the unfiltered clock at τ = 5 month.

Comparing to the unfiltered clock, the improvements are -3%, 5%, and 17% at τ = 1 month,

τ = 1 yr and τ = 10 yr respectively. The steady state filter 1σ bound is reduced from 393 ns

to 136 ns by simply observing a different pulsar. This improvement is a result of the smaller

Wr value of J1909-3744. Furthermore, the improvement, εp, is 0.6% during steady state.

The Kalman filter in this scenario is designed using an approximate model of the pulsar

timing noise, Ĝn(s). As a result, the steady state condition from the algebraic Ricatti

equation is not exact. However, this mismatch can be made arbitrarily small by increasing the

order of Ĝn(s). The difference between the filter 1σ and the value obtained using Eq. (5.54)

at the largest τ is < 1%. As for the second pair, the steady state conditions are exact

because the integration order, α, of J1909-3744 is an integer. The differences in both cases

are < 0.1%, which is likely a result of numerical integration. Since a Kalman filter is used,

the steady state error covariance is not only dependent on the pulsar measurement noise

covariance but also that of the process noise. In other words, a more precise atomic clock

not only improves the short-term frequency stability but also lowers the error covariance of

the time estimate at large averaging time.

5.7 Discussion

Since this model-based method does not require numerical integration of the stochastic

processes to simulate individual measurements, it efficiently determines the expected fre-

quency stability for a given pulsar and clock pair. The clock model used in the analysis

consists of WFN and RWFN, but this method can also accommodate other noise model

such as Flicker Frequency Noise (FFN) by adding one additional term in Eq. (5.8). While

it is not possible to explicitly include FFN in the design of a Kalman filter, one can increase

the PSD of WFN in the Kalman filter design to mitigate the effect of FFN. The overall per-

formance of such a system can still be analyzed using the above method. The error system

is still represented by Eq. (5.28). The differences are in the functional form of Gc(s) and the
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steady state gain of the Kalman filter, K.

The results from scenario #1 shows that it is possible to choose a pulsar signal with

α less than 1.5 to improve the frequency stability of an unfiltered clock at large averaging

time. The frequency stability, σH,f , at averaging time between τ = 1 month and τ = 1 yr

can have different behaviors depending on the values of α and Wr. However, due to the lack

of observability, the error covariance of the estimate t̂c is expected to increase following the

diverging behavior of the pulsar timing noise (fractional integration of white noise). The

choice of pulsar only reduces the divergence rate.

In scenario #2, similar improvement in frequency stability can also be achieved. If

the pulsar timing noise truly is fractional stationary, then the error covariance of the time

estimate has a steady state that is dependent not only on the PSD of the pulsar timing

noise but also that of the clock noise. However, it should be kept in mind that even though

this system is observable and controllable, it does not necessarily mean that pulsar-aided

atomic clock has infinite stability. The reason is that Eq. (5.19) obtained experimentally may

deviate from reality at large averaging time due to un-modeled long-term effects, which can

cause the estimation error covariance to diverge. Nevertheless, pulsar signals remain useful

in enhancing the long-term frequency stability of an unfiltered clock in either scenario. Such

capability is beneficial to deep space exploration probes because it reduces the need for

frequent clock synchronization using Earth-based references.

The current approach for analyzing the long-term pulsar frequency stability is to perform

model fitting using the pre-fit timing residuals before computing the frequency stability

deviation [75, 76]. While it is reasonable to use all available data to construct a new and

more refined pulsar timing model, it is also important to verify the accuracy of the existing

pulsar timing model. Combining the existing pulsar timing model with a finite dimensional

pulsar timing noise model such as the Charef model allows one to make TOA predictions into

the future and obtain the pre-fit timing residuals to study the long-term frequency stability

of the pulsar signal. If there is a diverging component in pre-fit residual, then it should be

characterized and modeled. Once the statistics of the diverging component are obtained,

they can be included in Eq. (5.28) to generate a more realistic frequency deviation plot. If

125



the pulsar timing model deviates from reality at a slow rate, then a segment of the filtered

clock curve in Fig. 5.7, and Fig. 5.8 may be achievable. For example, if the frequency stability

of the pre-fit residual over one year does not have a significant diverging component, then

the pulsar timing signal can be used to suppress the clock RWFN for one year before the

pulsar-aided system requires an update from an external reference.
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CHAPTER 6

Relative Pulsar Positioning and Common Mode

Rejection

6.1 Overview

This chapter investigates the potential of using differential phase measurement to es-

timate the position of observer #2 relative to observer #1 while rejecting common mode

errors such as ephemeris bias, clock error, and pulsar timing noise in the pulsar waveform

measurement. The approach to reject the common mode error is to manipulate the raw

measurements in such a way that the common errors are cancelled algebraically. In or-

der to determine the performance of such a mechanism, this chapter considered ground

based pulsar measurements collected from radio observatory such as those of the Deep Space

Network. Monte Carlo method is used to compare the differential phase mechanism with

non-differential phase approach. The observer dynamics, pulsar model and the combined

state space model are presented in Section 6.2, Section 6.3, and Section 6.4 respectively.

The differential phase mechanism is shown in Section 6.5. Following this section are the

numerical simulation in Section 6.6 and discussion in Section 6.7.

6.2 Observer Dynamics

Since this chapter investigates the use of differential phase measurement for ground-based

observatory, the observer dynamics is related to the motion of Earth. The following gives a

brief discussion of the kinematic model associated the motion of Earth relative to the Solar

System Barycenter (SSB) [26, 62, 82]. Figure 6.1 shows the definition of the position vectors
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used in this chapter. Let the position of the observatory in Geocentric Celestial Reference

System (GCRS) be rs,i, where i indicates the ith observatory. GCRS is an inertial reference

system whose origin is located at the center of mass of Earth. Since the observatory is fixed

to the ground, its position is usually provided in the International Terrestrial Reference

System (ITRS) denoted as si. Unlike GCRS, ITRS is an Earth fixed coordinate system.

The transformation between ITRS and GCRS is

rs,i(t) = Q(t)R(t)W (t)︸ ︷︷ ︸
L(t)

si. (6.1)

The precession-nutation matrix Q represents the Celestial Intermediate Reference System

(CIRS) with respect to the GCRS. This matrix accounts for the slow precession and nutation

of Earth’s rotational axis. The matrix R is the rotation of Earth. The matrix W models the

changes of the ITRS relative to the Terrestrial Intermediate Reference System (TIRS) due

to polar motion (motion of the crust). The sequence of frame transformation is

GCRS ⇐ CIRS ⇐ TIRS ⇐ ITRS. (6.2)

If one models the above rotations using rigid body dynamics, then the velocity of the obser-

vatory relative to the GCRS frame is

ṙs,i(t) = ΩL(t)W (t)−1Z×︸ ︷︷ ︸
J(t)

si. (6.3)

where Ω is the rotation rate of Earth; and

Z× =


0 −1 0

1 0 0

0 0 0

 . (6.4)

Let the position of Earth relative to the SSB be defined as

r⊕(t) = r̄⊕(t) + bssb, (6.5)

where r̄⊕ is the ephemeris position of Earth and bssb is the ephemeris error. Because GCRS

and Barycentric Celestial Reference System (BCRS) have the same orientation, the position

of the observatory relative to the SSB in BCRS is

ri(t) = r⊕(t) + rs,i(t). (6.6)
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Figure 6.1: Coordinate system

Let the difference between the two observer position and velocity vectors be defined as

rr(t) = r2(t)− r1(t)

= r̄⊕(t) + bssb(t)− r̄⊕ − bssb(t) + L(t) [s2 − s1]

= L(t)sr.

(6.7)

and

ṙr(t) = ṙ2(t)− ṙ1(t)

= ˙̄r⊕(t)− ˙̄r⊕(t) + J(t) [s2 − s1]

= J(t)sr

(6.8)

Expressing the position and the velocity vector of observer #1 in terms of # 2 gives

r1(t) = r̄⊕(t) + bssb + L(t) [s2 − sr]

ṙ1(t) = ˙̄r⊕(t) + J(t) [s2 − sr] .
(6.9)

6.3 Pulsar Model

Let the signal waveform of the radio pulsar at the SSB be modeled as

λ(t) = λb + λss(φ(t)), (6.10)
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where λb is the background rate and λs is the source rate. The function s(·) is periodic and

describes the pulsar signal profile. The phase equation is

φ(t) = φ0 + φ̇[t− t0] +
φ̈

2
[t− t0]2, (6.11)

where φ0, φ̇, φ̈ and t0 are all known values. The measurement equation at the observatory is

y(t) = λb + λss(φi(t)) + v(t), (6.12)

where v(t) is the measurement noise from the radiometer. See. Appendix A. In order to

limit the scope of the study, only the geometric delay, ri(t), clock error, tc(t), and pulsar

timing noise, nη(t), are modeled. Therefore, the phase equation at the observatory is simply

φi(t) = φ0 + φ̇

[
t+

nTri(t)

c
− tc(t)− t0

]
+
φ̈

2

[
t+

nTri(t)

c
− tc(t)− t0

]2

+ nη(t), (6.13)

where n is the direction of the pulsar.

While millisecond pulsars have stable rotation dynamics, they are still corrupted by a

small amount of fractional stationary noise whose PSD is

Sn(ω) =
Wη(

1 +
(
ω
ωc

)2
)α , (6.14)

where Wr, α, and ωc are positive fitting parameters [42]. They represent the strength of the

white noise, the integration order, and the corner frequency of the fractional Linear Time

Invariant (LTI) system. The parameters of Eq. (6.14) for various pulsars can be found in

current literature [53]. The reason Sn(ω) is considered as a fractional PSD is because α is

a real number. If α = 1.21, then the slope of the high frequency roll-off in log-log plot is

−2.42. This is different from the typical LTI system whose roll-off is an integer multiple of

2. The fractional PSD in Eq. (6.14) can be approximated by finite dimensional LTI system

[54]. The approximated system is essentially a high order stable LTI system. Therefore,

the pulsar timing noise in this study is modeled using a shaping filter with large correlation

time,

η̇(t) = Fηη(t) +Gηwη(t)

nη(t) = Hηη(t)
(6.15)

where Fη is a stable matrix.
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6.4 Relative Positioning System

Combining the observer dynamics in Section 6.2 and the pulsar measurements in Sec-

tion 6.3, the state space system for relative positioning problem is

ṡ1(t)

ṡ2(t)

ḃssb(t)

ṫc(t)

η̇p(t)


=



0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 Fc 0

0 0 0 0 Fη,p





s1(t)

s2(t)

bssb(t)

tc(t)

ηp(t)


+



Gs,1 0 0 0 0

0 Gs,2 0 0 0

0 0 Gssb 0 0

0 0 0 Gc 0

0 0 0 0 Gη,p





ws,1

ws,2

wssb

wc

wη,p


y1,p(t)

y2,p(t)

 =

hp(φ1,p(t))

hp(φ2,p(t))

+

v1,p(t)

v2,p(t)

 .

(6.16)

The index, p, is the pulsar index and the dimensions of y1(t) and y2(t) are Np, where Np is

the number of observed pulsars. The phase equation in the measurement is

φi,p(t) = φ0,p + φ̇p [t−Λi,p(t)] +
φ̈p
2

[t−Λi,p(t)]
2 +H5ηp(t)

Λi,p(t) = −
nTp ri(t)

c
+H4tc(t) + t0

ri(t) = r̄⊕(t) + bssb(t) + L(t)si

ṙi(t) = ˙̄r⊕(t) + J(t)si,

(6.17)

The Power Spectral Densities (PSD) of the white disturbance and measurement noises are

E[ws,1(t)ws,1(τ)T ] = Ws,1δ(t− τ),

E[ws,2(t)ws,2(τ)T ] = Ws,2δ(t− τ),

E[wssb(t)wssb(τ)] = Wssbδ(t− τ),

E[wc(t)w4(τ)] = Wcδ(t− τ),

E[wη,p(t)wη,p(τ)] = Wη,pδ(t− τ),

E[v1,p(t)v1,p(τ)] = V1,pδ(t− τ),

E[v2,p(t)v2,p(τ)] = V2,pδ(t− τ).
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6.5 Estimation Algorithm

6.5.1 Differential Phase Mechanism

Because of the measurement nonlinearity, position information is embedded in the phase

of y1(t) and y2(t). In order to difference the two phases, some form of nonlinear operation is

needed to explicitly difference the phase. Since the pulsar signal can be modeled as a periodic

signal at short-term (small φ̈), this approximation is used in the following development. The

notation in the following derivation only considers one pulsar. The periodic signal is obtained

by linearizing the phase equation Eq. (6.17) about a time γ to obtain a linearized frequency

and linearized phase offset. Thus, the phase evolution over an observation window, Tobs,i, is

simplified to

φ1(t) ≈ ψ1 + fs,1(t− γ)

φ2(t) ≈ ψ2 + fs,2(t− γ),
(6.18)

where

ψ1(γ) = φ1(γ)

= φ0 + φ̇ [γ − Λ1(γ)] +
φ̈

2
[γ − Λ1(γ)]2 +H5η(γ)

ψ2(γ) = φ2(γ)

= φ0 + φ̇ [γ − Λ2(γ)] +
φ̈

2
[γ − Λ2(γ)]2 +H5η(γ)

fs,1(γ) =
dφ1(t)

dt

∣∣∣
t=γ

=
[
φ̇+ φ̈[γ − Λ1(γ)]

]
[1− Λ̇1(γ)] + φ̇H5η̇(γ)

fs,2(γ) =
dφ2(t)

dt

∣∣∣
t=γ

=
[
φ̇+ φ̈[γ − Λ2(γ)]

]
[1− Λ̇2(γ)] + φ̇H5η̇(γ),

(6.19)
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and

Λ1(γ) = −n
T [r̄⊕(γ) + bssb(γ) + L(γ) [s2 − sr]]

c
+H4tc(γ) + t0

Λ2(γ) = −n
T [r̄⊕(γ) + bssb(γ) + L(γ)s2]

c
+H4tc(γ) + t0

Λ̇1(γ) = −
nT
[

˙̄r⊕(γ) + J(γ) [s2 − sr]
]

c
+H4ṫc(γ)

Λ̇2(γ) = −
nT
[

˙̄r⊕(γ) + J(γ)s2

]
c

+H4ṫc(γ).

(6.20)

The observation window, Tobs,i is an integer multiple of 1/fs,i, i.e.

Nc,i = Tobs,ifs,i, (6.21)

where Nc,i is an integer number. This condition is needed in order to utilize the orthog-

onality property of sin(·) and cos(·). This requirement creates a problem in implementing

the differential phase method directly to yi(t). A solution to this problem is to process the

epoch folded profile, yi,ave(θl) instead. The output of epoch folding automatically satisfies

Eq. (6.21). However, epoch folding cannot bypass the need for an estimate of the signal

frequency, fs,i. See Section 6.5.3. Instead of presenting the differential phase mechanism

using epoch folded profiles, we first apply the mechanism to yi(t) and assume Eq. (6.21) is

satisfied.

For the rest of the development, the argument γ is dropped for notation simplicity.

Since a periodic signal can be approximated by Fourier series, the orthogonality property is

used to obtained a differential phase measurement. The waveform measurement over each

observation is approximated as

yi(t) = λb + λs

[
a0

2
+

N∑
j=1

aj cos(j2π(fs,i(t− γ) + ψi)) + bj sin(j2π(fs,i(t− γ) + ψi))

]
+ vi.

(6.22)

Manipulating Eq. (6.22) using the following trigonometric identities,

sin(α± β) = sin(α) cos(β)± sin(α) cos(β)

cos(α± β) = cos(α) cos(β)∓ sin(α) sin(β)
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gives

yi(t) = λb + λs

[
a0

2
+

N∑
j=1

aj
[

cos(j2πfs,i(t− γ)) cos(j2πψi)

− sin(j2πfs,i(t− γ)) sin(j2πψi)
]

+ bj
[

sin(j2πfs(t− γ)) cos(j2πψi)

+ cos(j2πfs(t− γ)) sin(j2πψi)
]]

+ vi

= λb + λs

[
a0

2
+

N∑
j=1

cos(j2πfs,i(t− γ)) [aj cos(j2πψi) + bj sin(j2πψi)]

+ sin(j2πfs,i(t− γ)) [bj cos(j2πψi)− aj sin(j2πψi)]

]
+ vi

= A0 +
N∑
j=1

Aij cos(j2πfs,i(t− γ)) +Bij sin(j2πfs,i(t− γ)) + vi

:= h(t, ψi) + vi i = 1, 2

(6.23)

where

A0 = λb + λs
a0

2

Aij = λs (aj cos(j2πψi) + bj sin(j2πψi))

Bij = λs (bj cos(j2πψi)− aj sin(j2πψi)) .

(6.24)

The proposed differential phase scheme is illustrated in Fig. 6.2. Multiplying Eq. (6.23)

by components of the Fourier Series gives

ys,ij =

Tobs,i∫
0

h(t, ψi) sin(j2πfs,i(t− γ))dt+

Tobs,i∫
0

vi(t) sin(j2πfs,i(t− γ))dt

=
Tobs,i

2
Bij︸ ︷︷ ︸

hs,ij

+vs,ij

(6.25)

and

yc,ij =

Tobs,i∫
0

h(t, ψi) cos(j2πfs,i(t− γ))dt+

Tobs,i∫
0

vi(t) cos(j2πfs,i(t− γ))dt

=
Tobs,i

2
Aij︸ ︷︷ ︸

hc,ij

+vc,ij.

(6.26)
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y1

y2

cos(j2πfs,1(t− γ))

sin(j2πfs,1(t− γ))

cos(j2πfs,2(t− γ))

sin(j2πfs,2(t− γ))

Tobs,1∫
0

Tobs,1∫
0

Tobs,2∫
0

Tobs,2∫
0

×

×

− y2−1,j

ys,1j

yc,2j

ys,2j

yc,1j

Figure 6.2: Block diagram

The noise vs,ij is zero mean,

E[vs,ij] = E

 Tobs,i∫
0

vi(t) sin(j2πfs,i(t− γ))dt

 = 0, (6.27)

and has a variance of

var[vs,ij] = E[v2
s,ij]−���

��:0
E[vs,ij]

2

= E

 Tobs,i∫
0

vi(t) sin(j2πfs,i(t− γ))dt

Tobs,i∫
0

vi(τ) sin(j2πfs,i(τ − γ))dτ


=

Tobs,i∫
0

Tobs,i∫
0

E [vi(t)vi(τ)] sin(j2πfs,i(t− γ)) sin(j2πfs,i(τ − γ))dtdτ

=

Tobs,i∫
0

Tobs,i∫
0

V δ(t− τ) sin(j2πfs,i(t− γ)) sin(j2πfs,i(τ − γ))dtdτ

=

Tobs,i∫
0

V sin2(j2πfs,i(t− γ))dt

= V
Tobs

2

(6.28)

Similarly the mean and variance of vc,ij are

E[vc,ij] = 0, and var[vc,ij] = V
Tobs

2
. (6.29)
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The noises vc,ij and vs,ij are uncorrelated for every ith and jth indices. The ith index represents

different observers and the jth index represents the Fourier series term.

E[vs,ijvs,ik] = E

 Tobs,i∫
0

vi(t) sin(j2πfs,i(t− γ))dt

Tobs,i∫
0

vi(τ) sin(k2πfs,i(τ − γ))dτ


=

Tobs,i∫
0

V sin(j2πfs,i(t− γ)) sin(k2πfs,i(t− γ))dt

= 0

E[vs,ijvc,ij] = E

 Tobs,i∫
0

vi(t) sin(j2πfs,i(t− γ))dt

Tobs,i∫
0

vi(τ) cos(j2πfs,i(τ − γ))dτ


=

Tobs,i∫
0

V sin(j2πfs,i(t− γ)) cos(j2πfs,i(t− γ))dt

= 0

E[vc,ijvc,ik] = 0

(6.30)

The differential phase measurement, y2−1,j, is obtained by combining ys,ij and yc,ij to-

gether as follows

y2−1,j = ys,1jyc,2j − ys,2jyc,1j

= (hs,1j + vs,1j)(hc,2j + vc,2j)− (hs,2j + vs,2j)(hc,1j + vc,1j)

= hs,1jhc,2j − hs,2jhc,1j︸ ︷︷ ︸
Signal

+ hs,1jvc,2j + hc,2jvs,1j + vs,1jvc,2j − (hs,2jvc,1j + hc,1jvs,2j + vs,2jvc,1j)︸ ︷︷ ︸
Noise

:= h̆j(ψ2 − ψ1) + v2−1,j

(6.31)
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6.5.1.1 Signal Term

Substituting the Eq. (6.25) and Eq. (6.26) into Eq. (6.31) gives the differential phase

signal

h̆j(ψ2 − ψ1) = hs,1jhc,2j − hs,2jhc,1j

=
λ2
sTobs,1Tobs,2

4

[
(bjC1j − ajS1j) (ajC2j + bjS2j)

− (bjC2j − ajS2j) (ajC1j + bjS1j)
]

=
λ2
sTobs,1Tobs,2

4

[
− a2

jS1jC2j +���
���ajbjC1jC2j −����

��ajbjS1jS2j + b2
jC1jS2j

a2
jS2jC1j −����

��bjajC2jC1j +���
���ajbjS2jS1j − b2

jC2jS1j

]
=
λ2
sTobs,1Tobs,2

4

[
a2
j (S2jC1j − S1jC2j) + b2

j (C1jS2j − C2jS1j)
]

=
λ2
sTobs,1Tobs,2

4

[(
a2
j + b2

j

)
(S2jC1j − S1jC2j)

]
=
λ2
sTobs,1Tobs,2

4

(
a2
j + b2

j

)
sin(j2π(ψ2 − ψ1))

(6.32)

where Sij = sin(j2πψi) and Cij = cos(j2πψi). Note the above operation reduces a batch of

measurement collected over Tobs,i into N number of measurement, where N is the order of

the Fourier series approximation of the signal profile. Taking into account Eq. (6.19) gives

ψ2(γ)− ψ1(γ) = φ2(γ)− φ1(γ)

=

[
φ̇+

φ̈

2
(2γ − (Λ1(γ) + Λ2(γ)))

]
[Λ1(γ)− Λ2(γ)] ,

(6.33)

where

Λ1(γ)− Λ2(γ) =

[
−n

Tr1(γ)

c
+H4tc(γ)

]
−
[
−n

Tr2(γ)

c
+H4tc(γ)

]
=
nT [r2(γ)− r1(γ)]

c

=
nTL(γ)sr

c

(6.34)
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and

Λ1(γ) + Λ2(γ) =

[
−n

Tr1(γ)

c
+H4tc(γ)

]
+

[
−n

Tr2(γ)

c
+H4tc(γ)

]
= −n

T [r1(γ) + r2(γ)]

c
+ 2H4tc(γ)

= −n
T [2r̄⊕(γ) + 2bssb + L(γ) [s1 + s2]]

c
+ 2H4tc(γ)

= −n
T [2r̄⊕(γ) + 2bssb + L(γ) [2s2 − sr]]

c
+ 2H4tc(γ).

(6.35)

Because the magnitude of φ̈ is on the order of 10−14 and 10−16, the component φ̈ (Λ1(γ) + Λ2(γ))

is much smaller than φ̇ and is negligible.

6.5.1.2 Noise Term

From Eq. (6.31), the noise term is

v2−1,j = hs,1jvc,2j + hc,2jvs,1j + vs,1jvc,2j − (hs,2jvc,1j + hc,1jvs,2j + vs,2jvc,1j). (6.36)

The mean of v2−1,j is

E[v2−1,j] = E[hs,1jvc,2j + hc,2jvs,1j + vs,1jvc,2j − (hs,2jvc,1j + hc,1jvs,2j + vs,2jvc,1j)]

= E[[hs,1j]E[vc,2j] + E[[hc,2j]E[vs,1j] + E[vs,1j]E[vc,2j]

− (E[[hs,2j]E[vc,1j] + E[hc,1j]E[vs,2j] + E[vs,2j]E[vc,1j])

= 0.

(6.37)

138



From Eq. (6.30), one can see the noise, v2−1,j, is composed of terms that are uncorrelated

with each other, so all covariance are zero. Thus, its variance reduces to

var[v2−1,j] = var[hs,1jvc,2j + hc,2jvs,1j + vs,1jvc,2j − (hs,2jvc,1j + hc,1jvs,2j + vs,2jvc,1j)]

= var[hs,1jvc,2j] + var[hs,2jvc,1j] + var[hc,2jvs,1j] + var[hc,1jvs,2j]

+ var[vs,1jvc,2j] + var[vs,2jvc,1j]

= var[hs,1j] var[vc,2j] + E[hs,1j]
2 var[vc,2j] +���

��E[vc,2j]
2 var[hs,1j]

+ var[hs,2j] var[vc,1j] + E[hs,2j]
2 var[vc,1j] +���

��E[vc,1j]
2 var[hs,2j]

+ var[hc,2j] var[vs,1j] + E[hc,2j]
2 var[vs,1j] +���

��E[vs,1j]
2 var[hc,2j]

+ var[hc,1j] var[vs,2j] + E[hc,1j]
2 var[vs,2j] +���

��E[vs,2j]
2 var[hc,1j]

+ var[vs,1j] var[vc,2j] +���
��E[vs,1j]

2 var[vc,2j] +���
��E[vc,2j]

2 var[vs,1j]

+ var[vs,2j] var[vc,1j] +���
��E[vs,2j]

2 var[vc,1j] +���
��E[vc,1j]

2 var[vs,2j]

= (var[hs,1j] + E[hs,1j]
2) var[vc,2j]

+ (var[hs,2j] + E[hs,2j]
2) var[vc,1j]

+ (var[hc,2j] + E[hc,2j]
2) var[vs,1j]

+ (var[hc,1j] + E[hc,1j]
2) var[vs,2j]

+ var[vs,1j] var[vc,2j] + var[vs,2j] var[vc,1j]

= E[h2
s,1j] var[vc,2j] + E[h2

s,2j] var[vc,1j] + E[h2
c,2j] var[vs,1j] + E[h2

c,1j] var[vs,2j]

+ var[vs,1j] var[vc,2j] + var[vs,2j] var[vc,1j]

=
(
E[h2

s,1j] + E[h2
c,1j]
) V2Tobs,2

2
+
(
E[h2

s,2j] + E[h2
c,2j]
) V1Tobs,1

2
+
V1V2Tobs,1Tobs,2

2

=
λ2
sT

2
obs,1

4
E
[
(−ajS1j + bjC1j)

2 + (ajC1j + bjS1j)
2] V2Tobs,2

2

+
λ2
sT

2
obs,2

4
E
[
(−ajS2j + bjC2j)

2 + (ajC2j + bjS2j)
2] V1Tobs,1

2
+
V1V2Tobs,1Tobs,2

2

=
λ2
sV2T

2
obs,1Tobs,2

8
(a2
j + b2

j) +
λ2
sV1T

2
obs,2Tobs,1

8
(a2
j + b2

j) +
V1V2Tobs,1Tobs,2

2

=
Tobs,1Tobs,2

2

[
λ2
s(a

2
j + b2

j)

4
(V2Tobs,1 + V1Tobs,2) + V1V2

]
:= Σ2−1,j.

(6.38)
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If Vi = σ2
i ∆t = V = σ2∆t and fs,i = fs for all i, then

Σ2−1,j =
T 2
obsV

2

[
λ2
sTobs(a

2
j + b2

j)

2
+ V

]
. (6.39)

6.5.2 Covariance Analysis

This section discusses the phase estimation accuracy of ψ2−1 := ψ2 − ψ1 using yi(t) in

Eq. (6.22) and y2−1 in Eq. (6.31) . Let the continuous time signal yi(t) be sampled by a

computer with a sample interval of ∆t. The phase ψi is assumed to be an unknown constant

over the observation interval, Tobs,i. The discrete time measurement is

yi,k = λb + λs

[
a0

2
+

N∑
j=1

aj cos(j2π(fs,i(tk − γ) + ψi)) + bj sin(j2π(fs,i(tk − γ) + ψi))

]
︸ ︷︷ ︸

h(fs.i(tk−γ)+ψi)

+vi,

(6.40)

where the variance of vi is σ2
i . The total number of measurement is ni = Tobs,i/∆t. Taking

the partial derivative of yi,k with respect to ψi gives

Hi,k = 2λsπ
N∑
j=1

jbj cos(j2π(fs,i(tk − γ) + ψi))− jaj sin(j2π(fs,i(tk − γ) + ψi)). (6.41)

Assembling the measurements into a vector and the partial derivatives into a matrix gives

y =

y1

y2

 =



y1,1

...

y1,n1

y2,1

...

y2,n2


, H =



H1,1 0
...

...

H1,n1 0

0 H2,1

...
...

0 H2,n2


(6.42)

The measurement noise covariance matrix is

Σ =

Σ1 0

0 Σ2

 =

σ2
1In1×n1 0

0 σ2
2In2×n2

 , (6.43)
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where Vi = Σi∆t. The error covariance of ψ2−1 is

P2−1 = CPCT

= C(HTΣ−1H)−1CT

= C


n1∑
k=1

HT
1,kΣ

−1
1,kH1,k 0

0
n2∑
k=1

HT
2,kΣ

−1
2,kH2,k


−1

CT

=
1

n1∑
k=1

HT
1,kΣ

−1
1,kH1,k

+
1

n2∑
k=1

HT
2,kΣ

−1
2,kH2,k

,

(6.44)

where C =
[
1 −1

]
and P is the error covariance of

[
ψ1 ψ2

]T
. Substituting Eq. (6.41) into

the denominator of Eq. (6.44) gives

HT
i Σ−1

i Hi =

ni∑
k=1

HT
i,kΣ

−1
i,kHi,k, i = 1, 2

=
1

σ2
i

ni∑
k=1

[
2λsπ

N∑
j=1

jbj cos(j2π(fs,i(tk − γ) + ψ̄i))

− jaj sin(j2π(fs,i(tk − γ) + ψ̄i))

]2

=
λ2
s4π

2

σ2
i ∆t

ni∑
k=1

[
N∑
j=1

jbj cos(j2π(fs,i(tk − γ) + ψ̄i))

− jaj sin(j2π(fs,i(tk − γ) + ψ̄i))

]2

∆t

=
λ2
s4π

2

Vi

Tobs,i∫
0

[
N∑
j=1

jbj cos(j2π(fs,i(tk − γ) + ψ̄i))

− jaj sin(j2π(fs,i(tk − γ) + ψ̄i))

]2

dt

=
λ2
s4π

2

Vi

[
Tobs,i

2

N∑
j=1

j2[a2
j + b2

j ]

]

=
λ2
s2π

2Tobs,i
Vi

N∑
j=1

j2
(
a2
j + b2

j

)

(6.45)

where Vi is the PSD of vi(t). The phase prediction, ψ̄i and fs,iγ are integrated out because

Tobs,i is an integer multiple of 1/fs,i. Setting V1 = V2 = V , fs,1 = fs,2 = fs and substituting
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Eq. (6.45) back into Eq. (6.44) gives

P2−1 =
2V

λ2
s2π

2Tobs
N∑
j=1

j2
(
a2
j + b2

j

) . (6.46)

Linearizing Eq. (6.32) gives

H̆j =
jπλ2

sT
2
obs

2
(a2
j + b2

j) cos(j2π(ψ2 − ψ1)) (6.47)

The error variance of estimating ψ2−1 from Eq. (6.31) using an EKF is

P̆2−1 =
1

N∑
j=1

H̆T
j Σ−1

2−1,jH̆j

=
1

N∑
j=1

2j2π2λ4
sT

4
obs(a

2
j+b

2
j )

2 cos2(j2πψ2−1)

4T 2
obsV

(
λ2
s
2
Tobs(a

2
j+b

2
j )+V

)

=
2V

π2λ4
sT

2
obs

N∑
j=1

j2(a2
j+b

2
j )

2 cos2(j2πψ2−1)

λ2
s
2
Tobs(a

2
j+b

2
j )+V

.

(6.48)

In order to compare the performance of the two approaches, we consider the ratio of the

two error variances. If R is greater than 1, then the differential approach is more effective

than the regular approach.

R =
P2−1

P̆2−1

=
2V

λ2
s2π

2Tobs
N∑
j=1

j2
(
a2
j + b2

j

)
π2λ4

sT
2
obs

N∑
j=1

j2(a2
j+b

2
j )

2 cos2(j2πψ2−1)

λ2
s
2
Tobs(a

2
j+b

2
j )+V

2V

=
λ2
sTobs

2
N∑
j=1

j2(a2
j + b2

j)

N∑
j=1

j2(a2
j + b2

j)
2 cos2(j2πψ2−1)

λ2
s

2
Tobs(a2

j + b2
j) + V

=
λ2
sTobs

N∑
j=1

j2(a2
j + b2

j)

N∑
j=1

j2(a2
j + b2

j)
2 cos2(j2πψ2−1)

λ2
sTobs(a

2
j + b2

j) + 2V
.

(6.49)

The performance ratio, R, of five different pulsars are plotted in Fig. 6.4 for values of ψ2−1

between 0 and 1. The designations of the pulsars are J0437− 4715, J1643− 1224, J1713 +
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0747, J1939 + 2134, and J2145 − 0750. Their pulse profiles, s(·), at 1.4 GHz frequency

band are plotted in Fig. 6.3 and the signal intensities, λs, are 149 mJy, 4.8 mJy, 10.2 mJy,

13.2 mJy, and 8.9 mJy respectively. The observation time was set to Tobs = 30 min and

the PSD of the measurement noise, V , was held constant for all pulsars. The value of

V was computed using the radiometer equation in Appendix A. These plots indicate the

performance is ratio is independent of the signal strength, but it is dependent on the signal

profile. Furthermore, when ψ2−1 is equal to a half or a full cycle, R ≈ 1, which means the

accuracy of the differential phase estimate using Eq. (6.31) is approximately equal to that

of differencing the estimates of ψ2 and ψ2 obtained using Eq. (6.22). In general, ψ2−1 is

dependent on the relative position between the two observers, so it is not equal to an integer

multiple of 0.5. The desire to keep ψ2−1 as close to 0 as possible is another motivation for

using the epoch folded profiles yi,ave(θ) rather than yi(t) in computing the differential phase

measurement.
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Figure 6.3: Pulsar profiles
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Figure 6.4: Performance ratio

6.5.3 Differential Phase of Epoch Folded Profiles

Let the following signals be the epoch folded profiles of yi(t),

y1,ave(θl) = h(θl + ψ1 − ψ̄1) + v1,ave(θl)

y2,ave(θl) = h(θl + ψ2 − ψ̄2) + v2,ave(θl),
(6.50)

The two signals span exactly one period and the periods are Pi = 1/fs,i where i = 1, 2. The

phases ψ1 and ψ2 and frequencies fs,1 and fs,2 are defined in Eq. (6.19). The phase estimates

ψ̄1 and ψ̄2 correspond to the filter estimate used to perform folding. The signal frequencies

fs,i are assumed known. If ψ̄i = ψi, then the epoch folding process is perfect. This implies

that the phases associated with y1,ave(θl) and y2,ave(θl) are 0. As a result ψ2−1 = 0 and the

differential phase mechanism is as effective as differencing the individual phase estimates as

indicated by Fig. 6.4.
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Figure 6.5: Differential phase measurement of epoch folded profiles

The bin width is ∆θ = 1/Nb and the bins are

θl = θl−1 + ∆θ, l = 2...Nb (6.51)

where θ1 = ∆θ/2. The number of bin used in the sorting is Nb. The folded noise is zero

mean, E[vi,ave(θl)] = 0 because E[vi(t)] = 0. The variances of the two folded noises, vi,ave(θl),

are

σ2
i,ave =

σ2
i

Nc,i

=
σ2

1Pi
Tobs,i

=
ViPi

∆tiTobs,i
=
ViNb

Tobs,i
, (6.52)

where Nc,i = Tobs,ifs,i is the number of pulsar cycles within the observation duration Tobs,i

and Pi/Nb = Pi∆θ = ∆ti. The PSD of the unfolded noise is Vi and the PSD of the folded

noise is

Vi,ave =
Vi
Nc,i

=
ViPi
Tobs,i

= σ2
i,ave∆ti. (6.53)

The overall scheme is summarized in Fig. 6.5.

Multiplying Eq. (6.50) by the components of the Fourier series and integrate over one
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period gives

ys,ave,ij = Pi∆θ

[
Nb∑
l=1

h(θl + ψi − ψ̄i) sin(j2πθl) + vi,ave(θl) sin(j2πθl)

]

= ∆ti

[
Nb∑
l=1

h(θl + ψi − ψ̄i) sin(j2πθl) + vi,ave(θl) sin(j2πθl)

]

= ∆ti

[
Nb∑
l=1

h(fs,itl + ψi − ψ̄i) sin(j2πfs,itl) + vi,ave(tl) sin(j2πfs,itl)

]

=

Pi∫
0

h(fs,it+ ψi − ψ̄i) sin(j2πfs,it)dt+

Pi∫
0

vi,ave(t) sin(j2πfs,it)dt

=
Pi
2
Bij︸ ︷︷ ︸

hs,ij

+vs,ave,ij

yc,ave,ij = Pi∆θ

[
Nb∑
l=1

h(θl + ψi − ψ̄i) cos(j2πθl) + vi,ave(θl) cos(j2πθl)

]

=

Pi∫
0

h(fs,it+ ψi) cos(j2πfs,it)dt+

Pi∫
0

vi,ave(t) cos(j2πfs,it)dt

=
Pi
2
Aij︸ ︷︷ ︸

hc,ij

+vc,ave,ij.

(6.54)

This operation removes the signal frequency. The noise vs,ave,ij is zero mean,

E[vs,ave,ij] = E

[
Pi∆θ

Nb∑
l=1

vi,ave(θl) sin(j2πθl)

]
= 0, (6.55)
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and has a variance of

var[vs,ave,ij] = E[v2
s,ave,ij]−����

���:0
E[vs,ave,ij]

2

= E

[(
Pi∆θ

Nb∑
l=1

vi,ave(θl) sin(j2πθl)

)(
Pi∆θ

Nb∑
l=1

vi,ave(θl) sin(j2πθl)

)]

=
P 2
i

N2
b

E

[
Nb∑
l=1

Nb∑
k=1

vi,ave(θl)vi,ave(θk) sin(j2πθl) sin(j2πθk)

]

= ∆t2i

Nb∑
l=1

Nb∑
k=1

E [vi,ave(θl)vi,ave(θk)] sin(j2πθl) sin(j2πθk)

= ∆t2i

Nb∑
l=1

Nb∑
k=1

σ2
i,aveδlk sin(j2πθl) sin(j2πθk), δlk =


1, l = k

0, l 6= k

= ∆t2i

Nb∑
l=1

σ2
i,ave sin2(j2πθl)

= ∆tiσ
2
i,ave

Pi∫
0

sin2(j2πfs,it)dt

= Vi,ave
Pi
2
.

(6.56)

Similarly the mean and the variance of vc,ave,ij are

E[vc,ave,ij] = 0, and var[vc,ave,ij] = Vi,ave
Pi
2
. (6.57)

Applying the differential phase method to Eq. (6.50) gives

y2−1,ave,j = ys,ave,1jyc,ave,2j − ys,ave,2jyc,ave,1j

= (hs,1j + vs,ave,1j)(hc,2j + vc,ave,2j)− (hs,2j + vs,ave,2j)(hc,1j + vc,ave,1j)

= hs,1jhc,2j − hs,2jhc,1j + v2−1,ave,j

=
λ2
sP1P2

4

(
a2
j + b2

j

)
sin
(
j2π(

[
ψ2 − ψ̄2

]
−
[
ψ1 − ψ̄1

]︸ ︷︷ ︸
ψ̃2−1

)
)

+ v2−1,ave,j,

(6.58)

where

v2−1,ave,j = hs,1jvc,ave,2j + hc,2jvs,ave,1j + vs,ave,1jvc,ave,2j

− (hs,2jvc,ave,1j + hc,1jvs,ave,2j + vs,ave,2jvc,ave,1j).
(6.59)
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If ψ̄2 = ψ2 and ψ̄1 = ψ1, then ψ̃2−1 = 0, which means the differential phase mechanism is as

effective as processing y1(t) and y2(t) using non-differential phase approach. See Section 6.5.2.

Note this condition is achieved when the phase prediction in the epoch folding process is

perfect. The mean of v2−1,ave,j is

E[v2−1,ave,j] = E
[
hs,1jvc,ave,2j + hc,2jvs,ave,1j + vs,ave,1jvc,ave,2j

− (hs,2jvc,ave,1j + hc,1jvs,ave,2j + vs,ave,2jvc,ave,1j)
]

= 0.

(6.60)

Following the derivation in Eq. (6.38), the variance of v2−1,ave,j is

var[v2−1,ave,j] =
(
E[h2

s,1j] + E[h2
c,1j]
) V2,aveP2

2
+
(
E[h2

s,2j] + E[h2
c,2j]
) V1,aveP1

2

+
V1,aveV2,aveP1P2

2

=
λ2
sV2,aveP

2
1P2

8
(a2
j + b2

j) +
λ2
sV1,aveP

2
2P1

8
(a2
j + b2

j) +
V1,aveV2,aveP1P2

2

=
λ2
sP1P2(a2

j + b2
j)

8
(V2,aveP1 + V1,aveP2) +

V1,aveV2,aveP1P2

2

=
P 2

1P
2
2

2

[
λ2
s(a

2
j + b2

j)

4

(
V2

Tobs,2
+

V1

Tobs,1

)
+

V1V2

Tobs,1Tobs,2

]
.

(6.61)

The same performance ratio, R, shown in Eq. (6.49) can also be derived using Eq. (6.58)

and Eq. (6.61). The signal periods, Pi, will be canceled in the derivation which means the

performance ratio is independent of the signal frequency. It dependents on Tobs, ψ2−1 and

the waveform of the signal. From Eq. (6.58), it is clear that the magnitude of the differential

phase measurement does not increase relative to the observation time, Tobs. This is different

from that of Eq. (6.32). However, the variance of v2−1,ave,j does decrease with increasing

Tobs.

6.5.3.1 Auxiliary Measurement

In order to obtain the epoch folded profiles in Eq. (6.50), it is necessary to process one

of the non-differential phase measurements in the filter to estimate the signal frequency, fs,i.

We chose to process y2(t) and leverage the same differential phase mechanism in Fig. 6.5 to

obtain a measurement of ψ2. This approach replaces the measurement y1,ave(θl) in Eq. (6.54)
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with the signal template, y2̄,ave(θl) = h(θl). The intermediate measurements are

ys,ave,2̄,j =
λsP2

2
bj︸ ︷︷ ︸

hs,2̄j

, and yc,ave,2̄,j =
λsP2

2
aj︸ ︷︷ ︸

hc,2̄j

. (6.62)

As a result,

y2−2̄,ave,j = ys,ave,2̄jyc,ave,2j − ys,ave,2jyc,ave,2̄j

= hs,2̄j(hc,2j + vc,ave,2j)− (hs,2j + vs,ave,2j)hc,2̄j

= hs,2̄jhc,2j − hs,2jhc,2̄j + v2−2̄,ave,j

=
λsP2

2
(bjhc,2j − ajhs,2j) + v2−2̄,ave,j

=
λsP

2
2

4
(bjA2j − ajB2j) + v2−2̄,ave,j

=
λ2
sP

2
2

4

[
bj

(
((((

((((
((((

aj cos(j2π
(
ψ2 − ψ̄2

)
) + bj sin

(
j2π

(
ψ2 − ψ̄2

)))
− aj

(
(((

((((
((((bj cos(j2π

(
ψ2 − ψ̄2

)
)− aj sin(j2π

(
ψ2 − ψ̄2

)
)
) ]

+ v2−2̄,ave,j

=
λ2
sP

2
2

4

(
a2
j + b2

j

)
sin
(
j2π

(
ψ2 − ψ̄2

))
+ v2−2̄,ave,j,

(6.63)

where

v2−2̄,ave,j = hs,2̄jvc,ave,2j − hc,2̄jvs,ave,2j

=
λsP2

2
(−ajvc,ave,2j + bjvs,ave,2j) .

(6.64)

The noise variance is

var[v2−2̄,ave,j] =
λ2
sP

2
2

4
E
[
a2
jv

2
c,ave,2j − 2ajbj((((

((((vc,ave,2jvs,ave,2j + b2
jv

2
s,ave,2j

]
=
V2,aveλ

2
sP

3
2

8

(
a2
j + b2

j

)
=
V2λ

2
sP

4
2

8Tobs,2

(
a2
j + b2

j

)
.

(6.65)
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The correlation between v2−2̄,ave,j and v2−1,ave,j is

E[v2−2̄,ave,jv2−1,ave,j] = E

[ (
hs,2̄jvc,ave,2j − hc,2̄jvs,ave,2j

)
[

(hs,1jvc,ave,2j + hc,2j���
�vs,ave,1j +

(((
((((

(vs,ave,1jvc,ave,2j)

− (hs,2j���
�vc,ave,1j + hc,1jvs,ave,2j +

((((
((((vs,ave,2jvc,ave,1j)

]]
= E

[(
hs,2̄jvc,ave,2j − hc,2̄jvs,ave,2j

)
(hs,1jvc,ave,2j − hc,1jvs,ave,2j)

]
= E

[
hs,2̄jhs,1jv

2
c,ave,2j − 2hs,2̄jhs,1j((((

((((vc,ave,2jvs,ave,2j + hs,2̄jhs,1jv
2
s,ave,2j

]
= E

[
hs,2̄jhs,1jv

2
c,ave,2j + hs,2̄jhs,1jv

2
s,ave,2j

]
=
V2,aveP2

2
E
[
hs,2̄jhs,1j + hs,2̄jhs,1j

]
=
V2,aveλ

2
sP

2
2P1

8
E
[
aj
(
aj cos

(
j2π(ψ1 − ψ̄1)

)
+ bj sin

(
j2π(ψ1 − ψ̄1)

))
+ bj

(
bj cos

(
j2π(ψ1 − ψ̄1)

)
− aj sin

(
j2π(ψ1 − ψ̄1)

)) ]
.

(6.66)

If ψ1 ≈ ψ̄1, then

E[v2−2̄,ave,jv2−1,ave,j] ≈
V2,aveλ

2
sP

2
2P1

8

(
a2
j + b2

j

)
≈ V2λ

2
sP

3
2P1

8Tobs,2

(
a2
j + b2

j

)
.

(6.67)

Because E[vc,ave,ijvc,ave,ik] = 0 and E[vs,ave,ijvs,ave,ik] = 0 for k 6= j, E[v2−2̄,ave,jv2−1,ave,k] = 0

for k 6= j.

6.6 Numerical Simulation

6.6.1 Simulation Setup

In order to determine the performance of the differential phase mechanism, the per-

formance of the non-differential phase system (system #1) is compared with that of the

differential phase system (system #2). The state space model of system #1 is the same as
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Eq. (6.16), which is

ṡ1(t)

ṡ2(t)

ḃssb(t)

ṫc(t)

η̇p(t)


=



0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 Fc 0

0 0 0 0 Fη,p





s1(t)

s2(t)

bssb(t)

tc(t)

ηp(t)


︸ ︷︷ ︸
xsys1(t)

+



Gs,1 0 0 0 0

0 Gs,2 0 0 0

0 0 Gssb 0 0

0 0 0 Gc 0

0 0 0 0 Gη,p





ws,1(t)

ws,2(t)

wssb(t)

wc(t)

wη,p(t)


y1,ave,p(t)

y2,ave,p(t)

 =

hp(φ1,p(t))

hp(φ2,p(t))

+

v1,ave,p(t)

v2,ave,p(t)


︸ ︷︷ ︸
vsys1,ave,p(t)

.

(6.68)

The state space model for system # 2 is

ṡr(t)

ṡ2(t)

ḃssb(t)

ṫc(t)

η̇p(t)


=



0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 Fc 0

0 0 0 0 Fη,p





sr(t)

s2(t)

bssb(t)

tc(t)

ηp(t)


︸ ︷︷ ︸
xsys2(t)

+



−Gs,1 Gs,2 0 0 0

0 Gs,2 0 0 0

0 0 Gssb 0 0

0 0 0 Gc 0

0 0 0 0 Gη,p





ws,1(t)

ws,2(t)

wssb(t)

wc(t)

wη,p(t)


y2−2̄,ave,p(t)

y2−1,ave,p(t)

 =

 h̆2−2̄,p(ψ2,p(t))

h̆2−1,p(ψ2,p(t)− ψ1,p(t))

+

v2−2̄,ave,p(t)

v2−1,ave,p(t)


︸ ︷︷ ︸
vsys2,ave,p(t)

.

(6.69)

The relative position estimate ŝr can be obtained by multiplying the state estimate of system

#1 with C =
[
−I I 0 0 0

]
. Thus, the mean and covariance are

ŝr,sys1(t) = Cx̂sys1(t), and Psr,sys1(t) = CPsys1(t)CT , (6.70)

where Psys1(t) is the error covariance of the EKF. In short, system #1 estimates the position

of the observatories without using the differential phase measurements and system #2 uses

one differential phase measurement, y2−1,ave,p(t), and one non-differential phase measure-

ment, y2−2̄,ave,p(t). Both systems are processed by an Extended Kalman Filter (EKF) with
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Table 6.1: Antenna System

Parameters Units Value

G K/Jy 1

np 1

∆f MHz 500

Tsys K 30

epoch folding [44, 56].

The PSD of the measurement noise, Vi,p for all pulsars are chosen to be the same, Vi,1 =

Vi,2 = Vi and Vi is obtained using Eq. (A.17). The parameters of the radiometer equation

are listed in Table 6.1. From Eq. (6.52), the measurement noise covariance of system #1 is

Σsys1,p = E
[
vsys1,ave,p(t)v

T
sys1,ave,p(t)

]
=

V1Nb,p
Tobs,1

INb,p×Nb,p 0

0
V2Nb,p
Tobs,2

INb,p×Nb,p

 . (6.71)

The measurement noise covariance of system #2 is obtained from Eq. (6.64), Eq. (6.65), and

Eq. (6.67),

Σsys2,p = E
[
vsys2,ave,p(t)v

T
sys2,ave,p(t)

]
=

[Σsys2,p]11 [Σsys2,p]12

[Σsys2,p]12 [Σsys2,p]22

 , (6.72)

where

[Σsys2,p]11 = diag

(
V2λ

2
s,pP

4
2,p

8Tobs,2

(
a2
j,p + b2

j,p

))
[Σsys2,p]12 = diag

(
V2λ

2
s,pP

3
2,pP1,p

8Tobs,2

(
a2
j,p + b2

j,p

))
[Σsys2,p]22 = diag

(
P 2

1,pP
2
2,p

2

[
λ2
s,p(a

2
j,p + b2

j,p)

4

(
V2

Tobs,2
+

V1

Tobs,1

)
+

V1V2

Tobs,1Tobs,2

]) (6.73)

for j = 1 . . . N .

The pulsar parameters used in the simulation are listed in Table 6.2. The pulsar timing

noise model from Eq. (B) are approximated using Charef method. See Appendix B. The
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Table 6.2: Pulsar Parameters [7]

Pulsar λb (Jy) λs (mJy) φ̇ (Hz) RA (◦) DEC (◦)

J0437-4715 30 149 173.7 69.32 -47.25

J1643-1224 30 4.8 216.4 250.91 -12.42

J1713+0747 30 10.2 218.8 258.46 7.79

J1939+2134 30 13.2 641.9 294.91 21.58

J2145-0750 30 8.9 62.3 326.46 -7.84

initial error covariance matrix is

P (0) = diag([Ps,1(0), Ps,2(0), Pssb(0), Pc(0), Pη,p(0)]), (6.74)

where

Ps,1(0) = diag([102, 102, 102]) km2

Ps,2(0) = diag([102, 102, 102]) km2

Pssb(0) = diag([0.12, 0.12, 0.12]) km2

Pc(0) = diag([10−8 s2, 10−18 (s/s)2])

Pη,p(0) = diag([10−12 s2, 10−24 (s/s)2, 10−36 (s/s2)2, . . .])

(6.75)

The initial state vector for the simulation are realized randomly with the above variance

around the mean value. The mean observatory positions in ITRS are

s̄1 = [−2200.61, 7458.10,−7131.09] km

s̄2 = [−4554.23, 2816.76,−3454.04] km
(6.76)

The mean values for the rest of the states are 0. The PSD of wc(t) is Wc = diag[(1.60 ×

10−21 s2/s, 10−32 s2/s3)]. The PSD of ws,i(t) is Ws,i = 10−6 km2/s for i = 1, 2. The PSD of

wssb(t) is Wssb = 0.

A 40-trial Monte Carlo Analysis was used to compare the 2 formulations. In the simu-

lation, each system observes 5 radio pulsars for Tobs,i = 10 minutes and the time interval

between observations is 4.8 hours. A total of 15 observations were simulated. The sampling

interval of the waveform is 100 µs and each observation generates one epoch folded profile

yi,ave(θl).
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Figure 6.6: RSS position errors of sr and s2 for system 1. The black dashed lines are the

ensemble RSS bounds and the blue lines are the filter RSS bounds. The black stars are the

ensemble errors

6.6.2 Simulation Result

The simulation results are plotted in Fig. 6.6 and Fig. 6.7. For both systems, the initial

RSS bounds for the relative position, sr, is 24.5 km, and the initial RSS bound for obser-

vatory #2 position, s2, is 17.3 km. After processing 15 pulsar observations, the two RSS

bounds for both the non-differential phase and differential phase systems reduce to 0.9 km

and 1.4 km respectively. The ensemble bounds marked by black dashed lines match the

filter bounds marked by blue. The ensemble errors are closed to zero for both systems.

This is an indication that the programming and the derivation presented in this chapter are

correct. The surprising result is that there is virtually no difference between the differential

and non-differential systems. The fact that the common errors are eliminated in one of the

measurement equation does not seem to improve the overall performance of the system.

154



Figure 6.7: RSS position errors of sr and s2 for system 2. The black dashed lines are the

ensemble RSS bounds and the blue lines are the filter RSS bounds. The black stars are the

ensemble errors
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6.7 Discussion

After a closer examination of the system in Eq. (6.69), it reveals a fundamental limitation

that prevents one to obtain a system that is truly capable of rejecting common mode errors.

While y2−1,ave,p(t) can tolerate common mode errors, y2−2̄,ave,p(t) cannot, and the reason for

processing y2−2̄,ave,p(t) is to obtain a frequency estimate of fs,2(t) for epoch folding. Since

this frequency is related to the absolute position of observatory #2 and the common mode

errors, they have to be included in the state vector of system #2. Therefore, it is not possible

to decouple the absolute and relative system using the above formulation. This is likely to be

the reason that both systems have the same performance because the common mode errors

are not explicitly eliminated. Perhaps, the approach presented in this chapter is merely a

coordinate transformation.

While it is possible to replace the filter predicted fs,2(t) with an online estimate, it is

unclear which method could be used to efficiently obtain such an estimate with sufficient

accuracy. The goal of online estimation is to estimate fs,2(t) in the presence of unknown phase

offset, ψ2(t), without explicitly tracking the unknown phase. The first method that comes

into mind is the Fast Fourier Transform of yi(t). It can be used to obtain a frequency estimate

with a resolution of 1/Tobs,i. However, the trade of this approach is that the observation

time Tobs,i has to be long enough to achieve the required resolution, but short enough such

that constant frequency approximation is reasonable. Further investigation is required to

determine the feasibility of this approach. The ability to estimate fs,2(t) accurately would

allow one to decoupled the relative system from the absolute system and realize a relative

navigation that rejects common mode errors.

The differential phase mechanism can also be used to estimate the absolute phase as

shown by the auxiliary measurement, y2−2̄,ave,p(t). It is worth comparing the performance

of using the mechanism in Section 6.5.3 for absolute phase tracking with the epoch folding

method presented in [56]. Since the differential phase mechanism breaks the highly nonlinear

profiles into sine and cosine functions, it eliminates an issue associated with linearization of

the measurement equation. Namely, the derivative of the measurement function, h(·) with
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respective to the phase is essentially zero when evaluated at phase region corresponding to

zero signal intensity. Therefore, if the non-zero measurement residuals lie in the region with

zero signal intensity, then the update from an EKF with epoch folding is essentially zero.

In other words, the filter is unable to correct errors in the filter prediction using pulsar

measurements if the initial error is larger then the pulse width

On the other hand, if the differential phase mechanism is used to extract the first harmonic

associated with the pulsar profile, then one can utilize the properties of sine function to relax

the initial uncertainty to ±0.5 cyc. From Eq. (6.63), the first harmonic measurement is

y2−2̄,ave,1 =
λ2
sP

2
2

4

(
a2

1 + b2
1

)
sin
(
2π
(
ψ2 − ψ̄2

))
+ v2−2̄,ave,1. (6.77)

The key is the sine function. Since the filter prediction of ψ2 is ψ̄2, the EKF predicted

measurement is always 0. This means the residual is r ∝ sin(e2), where e2 := ψ2 − ψ̄2.

Furthermore, the derivative of Eq. (6.77) with respect to ψ2 evaluated at ψ̄2, is a positive

value. This means the EKF gain, K, is always positive. Recall, the EKF update equation

is ψ̂2 = ψ̄2 + Kr. From the definition of e2, if e2 > 0, then ψ̄2 < ψ2. Thus, if the error, e2,

is between 0 and π, then the product of the residual and the gain, Kr, generates a positive

correction value that drives e2 to 0, i.e., ψ̄2 → ψ2. If e2 is between −π and 0, the correction

value is always negative which also drives e2 to 0. The rest of the harmonics do not have this

property due to multiple cycles in the interval of −π and π. Based on this simple intuition,

the first harmonic measurement is a suitable measurement for filter initialization. Once the

filter 1σ bound on ψ2 is below a pre-defined threshold, then all harmonics can be used to

achieve the optimal condition in Eq. (6.49).
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CHAPTER 7

Conclusions

On the topic of autonomous spacecraft navigation using pulsar signals, one can draw

the following conclusions from the analysis and simulation results. Given a minimum of 4

representative pulsar timing models and an initial position uncertainty within ±0.5 cyc of

the fastest pulsars in the observation schedule, it is definitely possible to coherently process

either radio or X-ray pulsar measurements to estimate the spacecraft states in the presence

of time-correlated measurement noise. This research used Extended Kalman Filter with

epoch folding to process X-ray pulsar measurements. Numerical simulations showed an

RSS position bound of 7 km can be achieved after 20 hours of continuous simultaneous

pulsar observation or 4 days of sequential observation (50 minute observation once every

hour). When sequential observation is used in the presence of significant process noise, it is

important to allow for sufficient observation time in order to keep the estimation error below

±0.5 cyc.

The question of whether pulsar signals can be used to determine the position of an ob-

server on Earth is studied in the second topic. Through the use of experimental pulsar timing

data, it was shown in this dissertation that the idea of using pulsar signals for positioning is

feasible over short timescale. Straight forward enhancements can be applied to the current

implementation to extend the concept as long as the pulsar timing models remain valid.

This first implementation shows the root-sum-squared positioning accuracy on Earth using

five isolated millisecond radio pulsars is about 1 km. The accuracy is expected to improve

to ∼ 250 m if the bias in the pulsar timing model can be calibrated out using more data.

Furthermore, the uncertainty bound associated with the white radiometer noise would also

decrease if more pulsar time-of-arrival measurements are processed.

158



Regarding the use of pulsar signals for atomic clock calibration, one can draw the following

conclusions from the frequency stability analysis result. Since there is no theoretical result

that guarantees pulsar signals are long-term stable, this study considered two scenarios.

The first scenario is more conservative and models the pulsar timing noise as fractional

integration of white noise, while the second scenario models the pulsar timing noise as

fractional stationary noise. In the first scenario, if one chooses a pulsar with integration

order, α, less than 1.5, then it prevents the frequency stability of the filtered clock system

from diverging at large averaging time. However, because of the lack of observability, the

time estimation error remains divergent. The choice of α only reduces the rate of time

divergence. On the other hand, if the pulsar timing noise can be modeled by a fractional

stationary process, then a Kalman filter can be designed to separate the clock noise from the

pulsar timing noise. In this scenario, the estimation error covariance has a steady state as

long as the noise model is representative of the reality. Both scenarios show that pulsar-aided

clock is beneficial to deep space exploration probes because it reduces the need for frequent

clock synchronization using Earth-based references.

The last topic in this research focuses on the use of differential phase measurement

to reject common mode errors embedded in the pulsar measurement equation. While it

is relatively easy to manipulate the pulsar measurement equation to algebraically cancel

common mode errors in the phase equation when the signal frequencies measured at the

two observers are known and equal. In reality the signal frequencies are usually unknown

and different due to the motion of the observers. This study utilized epoch folding method

to compensate for the difference in signal frequencies. However, this approach requires the

filter to estimate the signal frequency by tracking the pulsar signal using the pulsar timing

models and observer dynamics. As a result of this formulation, it is necessary to account

for all common mode errors; otherwise, the estimated signal phase is corrupted by a phase

bias. Such a bias can lead to filter divergence due to linearization error. In other words,

the approach presented in the last chapter does not truly reject common model errors. The

difficulty that one has to overcome is to estimate signal frequency without explicitly relating

the pulsar signal phase to the observer states. Further investigation is required.
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Future research topics in pulsar based navigation include (1) further investigation into

differential phase measurement, (2) filter initialization via integer ambiguity resolution, and

(3) optimization of pulsar observation sequence for a given observer trajectory. On the im-

plementation and verification of pulsar based navigation, it would be informative to test the

algorithm presented in Chapter 4 with more experimental data to investigate the limitations

of this approach in the areas of positioning accuracy, long term feasibility, and practicality.

On the pulsar timing aspect, further research into the intrinsic pulsar stability is necessary to

realize a pulsar based navigation and timing system in real life. Therefore, continuing pulsar

timing experiments and fundamental pulsar research carried out at national laboratories and

observatories are of utmost importance.
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APPENDIX A

Radiometer Equation

The following is the derivation of the radiometer equation [18]. The radiometer equation

is used to calculate the measurement noise variance, σ2
v . The fundamental quantity used in

radio astronomy observation is the one sided spectral flux density, S, which describes the

rate at which energy (i.e. power) is received from the source via electromagnetic radiation,

per unit area and per unit bandwidth. Even though Jansky is the unit used to quantify the

radiation strength of the source, the inner working of the antenna and receiver system use

units of power instead. The antenna and receiver system are modeled using a simple circuit

consists of two wires (antenna) and a resistor (receiver). As electromagnetic energy hits the

wires (antenna), it induces voltage variations across the resister.

For a given antenna and receiver system, the quantity at the output terminal after the

source signal has been amplified, band-passed, down-converted and low-passed is given in

the units of V olts or more accurately a voltage scaled by a resistance, i.e. V olts/
√
Ohms =

√
Watts. Let’s define this quantity as xi for the ith channel. Typically, an antenna has two

channels: one detects the electric field and the other detects the magnetic field of the signal.

The relationship between xi and spectral flux density is through power. The power received

by the antenna from a source per unit bandwidth per channel is

Pi =
SAe

2
, (A.1)

where the effective antenna area is Ae = ηA. The units of S are Ws/m2 or Jy (1 Jy =

10−26 Ws/m2). The physical antenna area is A and the antenna efficiency is η. P can be

interpreted as the 2-sided PSD of the source. The definition of the bandwidth, ∆f is

∆f =
1

2∆τ
, (A.2)
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where ∆τ is the sampling rate of the radiometer. Pi represents the strength of the signal

detected by the antenna, which consists of the source signal and unwanted noises.

Unfortunately, the spectral flux density of a pulsar is significantly smaller than the contri-

bution from the environment and the antenna/receiver system. Thus, the radiometer equa-

tion describes the strength of the measurement noise, which is independent of the source

strength. In other words, xi, is a noise signal. The convention used by the radio astronomy

community to describe the noise strength is given in terms of the temperature of the afore-

mentioned resistor rather than the spectral flux density. The thermal noise of the ith resister

can be modeled as zero mean Gaussian white noise, whose PSD is

Pi = kBT, (A.3)

where kB = 1.38064852× 10−23 (m2Kg)/(s2K) is the Boltzman constant. Setting Eq. (A.3)

equal to Eq. (A.1) and solving for S give

S =
2kBT

Ae
=
T

G
, (A.4)

where G is defined as the antenna gain and has units of Jy/K. This equation establishes the

relationship between spectral flux density, S, and temperature, T . The system spectral flux

density, Ssys, can be obtained by summing the temperature of the individual noise source.

Thus,

Ssys =
Tsys
G

. (A.5)

The variance of xi can be found by dividing Eq. (A.3) by ∆τ . Substituting the relationship

in Eq. (A.3) gives

σ2
x =

Pi
∆τ

= 2kBTsys∆f.

(A.6)
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Figure A.1: Square detector and integrator

The next step is to convert the signal from voltage to power using the square detector.

This nonlinear transformation converts the Gaussian density function to

fYi(yi) =
1√

2πyiσx
exp

(
−yi
2σ2

x

)
, (A.7)

where yi > 0. The mean and variance of yi is

E[yi] = σ2
x, and var[yi] = 2σ4

x. (A.8)

The integrator in Figure A.1 transforms yi to zi through averaging. Thus zi is a Gaussian

random variable via the Central Limit theorem. The integration or averaging time is tint,

zi =
1

tint

t0+tint∫
t0

yi(t)dt =
1

N

N∑
j=1

yi(tj), (A.9)

where N = tint
∆τ

is the number of receiver samples over tint. The integration time,tint, is also

the measurement sampling time, ∆t, of the Kalman filter. N is typically a large number

because of the fast sampling rate of the radiometer. The mean and variance of zi are

E[zi] = σ2
x and var[zi] =

2∆τσ4
x

tint
, where i = 1, ..., np. (A.10)

Averaging signals from both polarization gives

w =
1

np

np∑
i=1

zi, (A.11)

and the variance is

var[w] =
2∆τσ4

x

tintnp

=
4k2

BT
2
sys∆f

tintnp
.

(A.12)
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Taking the square root of Eq. (A.12) gives

σw =
2kBTsys

√
∆f

√
tintnp

σw
2kB∆f

=
Tsys√
tintnp∆f

(A.13)

Because the unit on the left hand side is temperature, the above expression can be rewritten

as

σT :=
Tsys√
tintnp∆f

. (A.14)

This is the well-known radiometer equation. Substituting the above into Eq. (A.5) gives an

equivalent equation in spectral flux density units that describes the standard deviation of

the fluctuation of the spectral flux density noise,

σv =
Tsys

G
√
tintnp∆f

. (A.15)

Squaring Eq. (A.15) gives the noise variance for the unfolded pulsar signal,

σ2
v =

T 2
sys

G2tintnp∆f
. (A.16)

Expressing Eq. (A.15) in PSD form gives

V =
T 2
sys

G2np∆f
. (A.17)

Since pulsar signals are much weaker than the environment and the hardware noises, epoch

folding is required to obtain a visually observable pulse. The mean of the radiometer noise

is

E[v] =
Tsys
G

. (A.18)
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APPENDIX B

Charef Approximation

There are various methods for approximating the fractional LTI system. This section

gives a the formulas of the Charef method for determining the locations of stable poles

and zeros to approximate the fractional transfer function Gn,2(s) in Eq. (5.21) [54]. The

advantage of this method is simplicity, and the matching of the steady state gain. The finite

dimensional approximation of the fractional system is

Ĝn,2(s) =

Npole−1∏
i=0

(
1 + s

zi

)
Npole∏
i=0

(
1 + s

pi

) , (B.1)

where −zi and −pi are the zeros and poles and they are given by the following formulas.

They are

p0 = ωc10
δ

20γ

z0 = p010
δ

10(1−γ)

pi = (ab)ip0, i = 1, 2, . . . Npole

zi = (ab)iap0, i = 1, 2, . . . Npole,

(B.2)

where a = 10
δ

10(1−γ) and b = 10
δ

10γ . The number of poles, Npole, is given by

Npole =


log
(
ωmax
p0

)
log (ab)

+ 1, (B.3)

where d·e is the ceiling operator, and

δ =
∣∣∣‖G(s)‖ − ‖Ĝ(s)‖

∣∣∣ (B.4)

is the maximum allowable deviation in the gain of the approximate transfer function for

ω ∈ [0, ωmax] expressed in dB.
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