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Abstract 

Topologically associating domains (TADs) are essential units of genome architecture, 
influencing transcriptional regulation and diseases. Despite numerous methods 
proposed for TAD identification, it remains challenging due to complex background 
and nested TAD structures. We introduce HTAD, a human-in-the-loop TAD caller 
that combines machine learning with human supervision to achieve high accu-
racy. HTAD begins with feature extraction for potential TAD border pairs, followed 
by an interactive labeling process through active learning. Performance assessments 
using public curation and synthetic datasets demonstrate HTAD’s superiority over other 
state-of-the-art methods and reveal highly hierarchical TAD structures, offering 
a human-in-the-loop solution for detecting complex genomic patterns.

Background
Chromosome conformation capture techniques have reshaped our ability to address the 
spatial organization of the genome, reframing it as a global chromatin contact frequency 
problem. With the discovery of topologically associating domains (TADs) through Hi-C 
[1] and 5C [2] experiments, numerous computational approaches have emerged to iden-
tify these local modular structures from contact matrices [1, 3–7]. TADs, ubiquitous 
across eukaryotic species, play essential roles in transcriptional regulation with implica-
tions for phenotypic outcomes, including various diseases [8–10].

Despite the established methodologies for accurate signal detection and quantification 
in ChIP-seq and RNA-seq, the detection of TADs in nucleome data remains a challeng-
ing task [3, 4]. This difficulty stems from the intricate nature of nucleome data, which, 
unlike RNA-seq and ChIP-seq data, is two-dimensional and exhibits substantial het-
erogeneity in count distribution across genomic distances [11]. Moreover, Hi-C data is 
inherently noisy and contains intricate background. TADs cannot be viewed as isolated 
patterns due to potential interference from other features such as compartments, loops, 
strips, or even nested TADs, which makes their identification challenging due to large 
variations in interaction intensities.
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Existing TAD detection methods basically fall into two categories: those centered on 
local feature extraction and those based on statistical modeling of global features [1, 6, 
12, 13]. Additionally, there are methods that leverage network modularity or clustering 
approaches [7, 14]. Despite the diversity in these unsupervised methods, their ability to 
identify TADs consistently across studies is limited [3], leading to a lack of consensus 
regarding the number of TADs present in the human genome [15]. This lack of agree-
ment hinders our understanding of the regulatory role of TADs in gene expression and 
their underlying formation mechanisms. In addition, the numerous parameters in most 
TAD callers are often too complex for researchers to fine-tune, thereby limiting their 
broad applicability.

Supervised learning, often involving manual labeling, has proven indispensable for 
achieving optimal model performance in complex pattern recognition tasks, as demon-
strated by various scenarios of imaging data analysis [16, 17]. Machines excel by lever-
aging knowledge acquired from human annotations. Furthermore, human-in-the-loop 
(HITL) strategy, which integrates human knowledge and experience into the learning 
process [18–20], outperforms random sample selection for labeling in machine learn-
ing endeavors [21]. In this context, we introduce HTAD (human-in-the-loop TAD caller) 
as a novel solution to the TAD identification problem. HTAD integrates Discriminative 
Active Learning (DAL), an effective supervised learning approach that trains a binary 
classifier to discriminate between the labeled or unlabeled samples [22]. This implemen-
tation is complemented by a web-based labeling tool, collectively forming an effective 
strategy for accurately identifying TADs with enhanced efficiency and adaptability.

The evaluation of HTAD highlights a notable improvement in performance achieved 
through active learning-based sample selection compared to the random sampling 
method. HTAD outperforms state-of-the-art methods by accurately capturing TAD 
structure features and identifying border signals associated with chromatin architecture 
protein bindings and epigenetic marks. Furthermore, when evaluated against an inde-
pendent annotated dataset, HTAD demonstrates superior performance relative to other 
tools, highlighting the importance of manual labeling in TAD identification.

In summary, HTAD represents a novel HITL approach for identifying chromatin 
architecture based on contact information and manual labeling. The active learning 
scheme effectively enhances model performance for TAD identification with minimal 
labeling efforts, showcasing the superiority of supervised learning over unsupervised 
methods in complex pattern recognition tasks involving sequencing data.

Results
A framework for human‑in‑the‑loop style TAD identification

The concept behind HTAD is to align the machine learning model with manual judg-
ment by extracting TAD features and utilizing active learning. Thus, we integrate manual 
labeling into the TAD identification process of HTAD. Figure 1 illustrates the workflow 
of HTAD. In contrast to existing methods, this approach generates “what you see is what 
you get” (WYSIWYG) TAD results.

Before manual labeling and model training, it is necessary to construct an unla-
beled sample pool containing predominantly all the potential TADs. To narrow down 
the range of TAD detection, HTAD initially identifies numerous potential TADs using 
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a simplified Directionality Index (sDI) (Fig.  1a, left). The sDI value only indicates the 
interaction tendency of each bin. Comparing with the original Directionality Index (DI), 
sDI increases the sensitivity on TAD boundary detection while sacrificing some accu-
racy (Additional File 1, Fig. S1). The enhanced sensitivity ensures the inclusion of nearly 
all positive TADs in the sample pool. Subsequently, the boundaries pairs within a 100-
bin distance are combined to construct potential TADs (Fig. 1a, middle). These poten-
tial TADs serve as candidates for further model training and identification, significantly 
enhancing the computational efficiency and detection sensitivity of HTAD. HTAD then 
extracts features from these potential TADs based on the Hi-C matrices (Fig. 1a, right). 
These features are defined based on our understanding of TAD structure, including hor-
izontal border strength (H), vertical border strength (V), vertex area (Va), and diamond 
score (DS).

Following feature extraction, a TAD identification model is trained through iterations 
using the DAL method, which involves manual labeling via HTAD’s web-based interface 

Fig. 1 Schematic of the HTAD framework. a HTAD generates potential TADs based on the simplified 
Directionality Index (sDI). TAD features defined in the right box are then extracted from potential TADs. b A 
binary classification TAD model is trained using human-in-the-loop procedure. c After interactive labeling of 
potential TADs, HTAD identifies TADs at different resolutions by the well-trained TAD model
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(Fig.  1b). The manual labeling process is straightforward, as users only need to select 
either “YES” or “NO” based on the provided potential TAD. For each round following 
the initial one, the DAL model selects the 50 most valuable unlabeled samples to be 
labeled based on the current TAD identification model. In our experiments, we trained 
the model over 11 rounds: one random round for initial training and ten DAL rounds 
with each round labeling 50 samples. The trained TAD identification model is then 
employed to filter potential TADs at resolutions of 10 kb, 20 kb, and 40 kb respectively. 
Finally, a merging strategy based on sDI is applied to integrate multi-resolution TAD 
results (Fig. 1c). Overall, this procedure enables HTAD to produce hierarchical WYSI-
WYG TAD results with high sensitivity and accuracy.

Active learning enhances the training of TAD model

The web-based HTAD labeler can be used to curate potential TADs. However, achieving 
high precision through manual labeling of randomly selected candidates is impractical 
due to the extreme imbalance between positive and negative samples in a huge sample 
space. Therefore, it is necessary to selectively label the most representative potential 
TADs, aligning with the concept of active learning. In this work, we implemented DAL 
to enhance the training of the TAD model and achieved better performance than ran-
dom sampling.

Using GM12878 Hi-C dataset, we compared the performance of models trained by 
random sampling against those trained with the DAL strategy based on our manu-
ally labeled test set, which contains 1550 annotated samples (841 positive samples and 
709 negative samples). For each model comparison, both active learning and random 
sampling were initialized with the same random seed to ensure consistency in the zero 
round of training. In the three comparison experiments (Exp. 1–Exp. 3), the active learn-
ing strategy consistently outperformed random sampling, as evidenced by improved 
metrics for the area under the receiver operating characteristic curve (AUC) and average 
precision (Fig. 2a). These results suggest that HTAD achieves high performance through 
active learning. Moreover, by reducing the need for extensive human curation, active 
learning is more efficient than random sampling in supervising the model to achieve 
optimal performance.

To assess HTAD’s resilience to mislabeling errors, we intentionally introduced random 
manual errors into the labeled data for the GM12878 dataset. We assessed the model 
performance across varying mislabeling rates ranging from 0 to 20%. Remarkably, both 
average precision and AUC remained consistently stable (Fig.  2b), although a slight 
decline and increased variability were observed as the mislabeling rate increased. These 
results suggest that HTAD is robust against low to moderate level of labeling errors.

Performance comparison between HTAD and state‑of‑the‑art methods

We conducted an overlap comparison between the predicted TADs from HTAD and 
several state-of-art methods, including 3DNetMod [7], hicexplorer [23], TopDom 
[24], arrowhead [5], and rGMAP [6], using the GM12878 Hi-C dataset. To validate the 
effectiveness of sDI in HTAD, we also implemented a DI method in this analysis. Each 
method used the Hi-C data at 10 kb, 20 kb, and 40 kb resolution to identify TADs, which 
were then combined through BEDTools for overlap analysis [25]. The initial analysis of 
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the identified TADs revealed that HTAD identified a total of 23,108 TADs, substantially 
more than those identified by other methods (Fig.  3a). In addition, HTAD predicted 
TADs exhibited the highest overlap with those identified by other methods (Fig.  3b). 
To further assess the performance of the TAD callers, we compared the overlaps of the 
identified TADs against an independently annotated GM12878 TAD dataset from previ-
ous research [15]. As shown in Fig. 3c, HTAD achieved a 65% overlap, while the maxi-
mum overlap for other methods was just 28%. Figure 3d showcases one of the manually 
annotated regions together with results of various TAD callers, highlighting HTAD’s 
superior performance in TAD identification.

In mammalian cells, TADs often exhibit nested structures, defined as high-level (or 
high-order) TADs encompassing low-level ones. Existing methods show a rapidly 
decrease in the number of identified TADs as their hierarchy level increases [4], which 
hinders accurate identification of higher-level TAD structures. Comparing distributions 
of TAD levels among these methods revealed that HTAD maintains a considerable pro-
portion of TADs at 3 or more boundary levels (Fig.  3e), while other methods show a 
sharp decline in the number of identified TADs within the second or third levels. This 
result underscores HTAD’s capability to detect TAD across different hierarchical levels. 
Additionally, the size distribution of identified TADs varies among methods and HTAD 
exhibited a TAD size distribution similar to that of TopDom (Additional File 1, Fig. S2).

Next, we analyzed the intersections and differences between HTAD and the other 
methods by examining enrichment levels of chromatin associated protein CTCF and 
Rad21 (Fig. 3f ). HTAD showed the strongest signals at common TAD boundaries com-
pared to other methods, indicating high accuracy in TAD boundary positioning. Fur-
thermore, TADs uniquely identified by HTAD displayed strong signal enrichment, 
whereas those uniquely identified by other methods exhibited weak or no enrichment of 

Fig. 2 DAL facilities TAD model training. a Average precision and AUC (area under the receiver operating 
characteristic curve) scores from 3 instances of random sampling and DAL learning. b Average precision and 
AUC scores cross different rates of labeling errors
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CTCF and Rad21 (Fig. 3f ). We also calculated the enrichment (average peak number) of 
various regulatory elements around TAD boundaries using a 20-kb window. Among the 
tested methods, HTAD demonstrated the highest enrichment of CTCF, Rad21, SMC3, 
and H3K4me3, which are known as positive indicators of TAD boundaries (Additional 
file 2: Table S1).

To further evaluate HTAD’s performance, we extended our analysis to 7 additional 
Hi-C datasets generated from human lymphoblastoid K562 cells, human testis and ovary 
tissues, mouse CH12.LX, CH12F3, C57BL6 ESC cell lines, and Xenopus tropicalis brain 

Fig. 3 Comparison analysis of different TAD callers on GM12878. a The number of overlapped TADs 
identified by different methods. b The percentage of overlapped TADs between two TAD callers. The overlap 
percentage is defined as the number of overlapped TADs divided by the minimum number of identified TADs 
between two methods. c The percentage of overlapped TADs between different TAD callers and the manual 
annotation result from R. Dali et al. [15]. d Snapshot of TADs identified by different methods on chromosome 
6: 40–45 Mb. e TAD order distribution of different methods. f CTCF and Rad21 enrichment over different TAD 
sets for comparison between HTAD and other methods. * denotes the overlapped TAD set of corresponding 
methods, △ denotes the exclusive TAD set of corresponding methods
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samples. Across these datasets, HTAD consistently showed high overlap counts with 
other methods (Fig. 4a). We propose that the accuracy of a TAD caller can be gauged 
by the degree of predictions overlap with other methods. The consistent robustness of 
HTAD’s overlap across diverse datasets highlights its reliability in TADs’ prediction. Fur-
thermore, we utilized the  TADadjR2 score to evaluate TAD prediction accuracy, with 
a higher  TADadjR2 score indicates a stronger correlation between the TAD bounda-
ries and the spatial decay of contact frequencies, suggesting more accurate TAD iden-
tification [26]. Notably, HTAD achieved high  TADadjR2 scores across various datasets 
(Fig. 4b).

Given the lack of ground-truth TAD structures in experimental Hi-C data, we bench-
marked HTAD and other methods using simulated Hi-C data with nested TADs. Evalua-
tions on four simulated Hi-C datasets demonstrated that HTAD outperformed all tested 
methods, achieving the highest F1 score (Fig. 4c). Collectively, our analyses indicate that 
HTAD can accurately predict TAD structures across multiple datasets.

Finally, we investigated the cross-sample performance of HTAD by predicting TADs 
for new Hi-C datasets with the model pre-trained on the GM12878 dataset. This model 
produced approximately 70% overlap in TAD predictions with those predicted from 
models trained independently on the new datasets (Additional File 1, Fig. S3), indicating 
HTAD’s strong cross-sample performance and low risk of overfitting. For optimal TAD 
identification, we recommend that users train the model on their specific datasets.

The correlation between TAD hierarchy and chromatin features

Previous studies have suggested that TADs with higher hierarchy tend to exhibit more 
active epigenetic signals compared to those with lower hierarchy [27]. In our investiga-
tion using GM12878 dataset, we examined signals of various histone modifications to 
validate this observation (Fig. 5a).

Fig. 4 Comparison analysis of different TAD callers on various datasets. a Mean overlap of TAD numbers 
among different TAD prediction methods for seven Hi-C datasets from three species. b TADadjR2 values 
for eight Hi-C datasets on TADs identified by each TAD prediction method. c F1 score achieved by different 
methods on simulated Hi-C data
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Firstly, we observed that the enrichment of chromatin associated factors (CTCF 
and RAD21) at TAD boundaries increases with the TAD order (the innermost one is 
referred to as order of 1 in a hierarchy), suggesting a relationship between hierarchi-
cal TADs’ formation and the binding strength of CTCF and cohesin. Similarly, the 
density of transcription start sites (TSS) and the enrichment of active histone modifi-
cation markers (H3K4me1, H3K4me2, H3K4me3, H3K9ac, H3K27ac, H3K36me3, and 
H3K79me2) also show a similar trend. In contrast, the enrichment of repressed mark-
ers (H3K9me3 and H3K27me3) decreases near TAD boundaries as the TAD order 
increases. Interestingly, while in H3K9me3 levels within TADs increase with the TAD 
order, this pattern is not observed for H3K27me3. Additionally, the H4K20me signal, 
a key regulator of genomic integrity [28], exhibits an increasing trend in its enrich-
ment at both the boundaries and within the body of TADs as their order grows. More-
over, the histone variant H2A.Z, which facilitates the activation of early replication 

Fig. 5 Characteristics and related genes of high-order TADs. a Enrichment of CTCF, RAD21, and histone 
modifications cross different orders of TADs. b Biological process enrichment of genes near high-order (≥ 5) 
TADs. c–e Example regions of genes (KMT2A, PRDM1, WNT16) in high-order TADs. TADs are outlined as black 
lines in the heatmap, also as stacked horizontal blue bars below the heatmap. The gene annotation and 
signals of CTCF, RAD21, and histone modifications are depicted below the heatmap
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origins and promote the deposition of H4K20me2 [29, 30], exhibits enrichment at 
high-order TADs.

We then analyzed the conservation of sequences across TADs of different orders using 
the PhastCons conservation scores (obtained from UCSC 100-way [31]). Our analy-
sis reveals that higher-order TADs tend to maintain a more conserved sequence than 
lower-order TADs (Fig. 5a). Considering the results of histone modifications, we specu-
late that genes covered by high-order TADs hold functional significance. To validate this 
hypothesis, we conducted biological process Gene Oncology (GO) enrichment analysis 
of these genes (covered by 5- or higher-order TADs). GO analysis indicated that several 
biological processes, including “multicellular organism growth,” “protein localization to 
nucleus,” “embryonic organ morphogenesis,” and “embryonic organ development,” were 
enriched with genes surrounding high-order TADs (Fig. 5b).

Interestingly, we found that gene KMT2A is typically wrapped into high-order TAD 
(Fig.  5c), whose copy gains and break aparts are associated with CTCF depletion and 
reduced binding [32]. KMT2A amplifications and translocations are prevalent in infant, 
adult, and therapy-induced leukemia. HTAD effectively delineates the intricate chroma-
tin interaction context surrounding the KMT2A gene, as shown in Fig. 5c. This observa-
tion implies that the instability of KMT2A associated with CTCF may be attributed to 
subsequent alterations in chromatin conformation.

We next analyzed the chromatin conformation and epigenetic modifications context 
over other functionally important genes (PRDM1, WNT16, RC3H2, TBC1D23, ALX4, 
KCNQ1, FOXC1) (Fig. 5d, e and Additional File 1, Fig. S4-S8). These results are impor-
tant for understanding the regulation relationship between genes and other functional 
elements such as enhancers. Notably, recent research indicates that genes sharing the 
same CTCF TADs do not exhibit increased transcriptional similarity beyond what is 
predicted by linear genome proximity, and functionally important genes are often situ-
ated within TADs independently [33]. Our results suggest that highly hierarchical TADs 
may shield the encompassed sequences enriched with functionally important genes from 
mutations or facilitate intricate gene regulatory processes, which aligns with observed 
association between hierarchical TADs and transcriptional abnormalities in cancer [34].

In summary, our HTAD analysis using the GM12878 dataset confirms that higher-
order TADs exhibit more active epigenetic signals. In addition, higher-order TADs 
exhibit greater sequence conservation and are associated with genes involved in key bio-
logical processes, suggesting a potential role in gene regulatory processes.

The implementation and user interface of HTAD

The implementation and user interface of HTAD are organized into four functional 
modules: data extraction, front-end labeler, back end, and machine learning, rendering 
HTAD a comprehensive tool and potential framework for identifying various Hi-C data-
related structures (Fig. 6a).

For data extraction, we utilized the widely used cooler library to efficiently retrieve 
Hi-C data from a cooler format file [35]. We improved computational steps, including 
sDI calculation and feature extraction from extensive potential TADs, by converting the 
pixel format data of cooler into Dask’s parallel DataFrame object [36].
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In the machine learning module, we used Tensorflow [37] as the framework to imple-
ment the TAD multilayer perceptron (MLP) model and DAL method. Rendering Hi-C 
data fetched from back-end to zoomable and draggable heatmap was facilitated by PixiJS 
[38]. The back end of web labeler, constructed using the django [39] python library and 
its extension library Channels [40], communicates via WebSocket protocol. During the 
DAL process, potential TADs are labeled using a simple “yes/no” button on the webpage, 
enabling users to train the TAD model effectively (Fig. 6b, c). In addition, HTAD pro-
vides three images at different saturation levels and incorporates a color slider, enhanc-
ing users’ intuitive judgement (Fig. 6c).

Discussion
In this study, we introduced HTAD, a novel approach for identification of the TAD 
architecture from Hi-C data. Our approach integrates preliminary screening, manual 
feature extraction, deep learning, and active learning. Through comparison with several 
state-of-the-art methods, we demonstrated that HTAD is accurate and reliable, outper-
forming existing methods in four key metrics: sensitivity, accuracy, ability to detect hier-
archical TADs, and boundary precision.

Unlike other methods that rely on artificially setting thresholds for parameter deter-
mination, our approach uses manual labeling and training, which alleviates issues 
related to parameter adjustment. HTAD employs Discriminative Active Learning 
(DAL) strategy, which iteratively selects the most informative samples for annotation, 
thus minimizing the time required for manual labeling and model training. As shown 
in Additional file 3: Table S2, each round of manual labeling takes approximately 1–2 
min across our tested datasets, with the entire process of labeling and model train-
ing taking less than 20 min. Our feature extraction method, similar to arrowhead [5], 
adjusts the extraction space based on TAD size, mitigating potential bias in resultant 

Fig. 6 Architecture diagram and user interface of HTAD. a Architecture diagram depicts the modules 
employed in HTAD. b User interfaces of HTAD web-based labeler. After the submission of data path, the 
browser will present a labeler interface with button, color bar slider, and heatmaps corresponding to three 
different saturations. The yellow line in heatmap marks the TAD position
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TAD sizes. Furthermore, our feature extraction and TAD model structure allow for 
expansion and optimization to achieve more accurate and refined TAD identification 
in future studies.

The “easy in, strict out” TAD identification strategy we implemented minimizes 
invalid calculations while maintaining sensitivity. This strategy provides insights that 
can be applied to other analyses on the three-dimensional genome, such as compart-
ment, differential interaction sites, or structural variations across conditions. Through 
empirical testing, we found that 11 labeling rounds yield optimal performance for 
HTAD. While 11 rounds are recommended, users should evaluate the model’s predic-
tion quality to determine whether more rounds may need. Future work could explore 
adaptive stopping mechanisms to further enhance the usability and efficiency of 
HTAD. Moreover, our tool has the potential to simplify the training process further 
through the recent work of zero-round active learning [41]. In addition, Our TAD 
merging strategy effectively maintains TAD boundary accuracy at high resolutions 
while integrating multi-resolution TAD sets. This approach may serve as a reference 
for methods aiming at detecting TAD structures across multiple resolutions.

HTAD establishes a framework for TAD identification, enabling researchers to fine-
tune the TAD model with its labeling facilities to suit specific data contexts. Given 
the absence of a gold standard dataset with labeled TADs for benchmarking, it will be 
valuable to accumulate a large, verified collection of TADs to create a comprehensive 
training set and provide additional measurement indices for thorough evaluation of 
TAD methods. These efforts will facilitate the development of new methods for iden-
tifying TADs and enhance understanding of the role of chromatin conformation in 
biological processes.

While the HITL approach has been applied in image recognition for biomedical 
engineering [42, 43], its application in genomic data analysis is still underexplored. 
Here, we demonstrated how human involvement in model training can improve the 
feature recognition ability in sequencing data. More broadly, integrating HITL into all 
aspects of TAD identification process, such as feature extraction, model training, and 
result feedback, holds promise for improving the accuracy of TAD identification. The 
in-depth embedding of human prior knowledge into machine learning models will 
provide effective guidance and supervision for the generalization of these models and 
generate more accurate TAD identification results.

Conclusions
In this study, we introduce HTAD, a new HITL framework that enhances the supervised 
detection of TAD structure from Hi-C data through the integration of active learning 
and manual labeling. Our evaluation across multiple datasets indicates that HTAD per-
forms well in terms of sensitivity and accuracy while providing a user-friendly experi-
ence that mitigates the challenges of parameter tuning found in traditional unsupervised 
approaches. Overall, HTAD underscores the importance of integrating human-machine 
interaction to enhance machine learning outcomes for complex biological challenges. 
We anticipate that HTAD will become a valuable resource for researchers aiming for 
more accurate and profound analyses of chromatin organization.
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Methods
Feature extraction for TAD

To determine whether a region of the genome qualifies as a TAD, we defined four 
representative TAD features: horizontal border strength (H), vertical border strength 
(V), vertex area (Va), and diamond score (Fig. 1). These features are extracted from 
the observed/expected matrix, computed using the Hi-C matrix normalized by itera-
tive correction and eigenvector decomposition (ICE) [44]. Horizontal border strength 
represents the difference between mean values of the inner and outer side of a 
potential TAD’s horizontal boundary (boundary width: 2). Similarly, vertical border 
strength is defined for the vertical boundary. Vertex area refers to a 5 × 5 square area 
centered on the vertex of a potential TAD. When extracting Va, the 5 ×5 matrix will 
be normalized by subtracting the contact value of the corresponding vertex. Hence 
Va has a length of 24 after discarding the vertex point. The diamond score was cal-
culated following a previous study [45]. Each TAD feature has a total length of 28 
units (H (1) + V (1) + Va (24) + DS (1) + TAD size (1) =28). By employing manual 
feature extraction, as opposed to automated methods like convolutional neural net-
work (CNN), we streamlined the general framework with a deep understanding of 
TAD structure.

Generation of potential TAD

The directionality index (DI) is a classic signal for effectively identifying TAD borders, 
while the sign of the DI value indicates the contact tendency of corresponding bin. In 
this study, we introduce a simplified version of DI (sDI), which solely represents the 
interaction tendency (−  1 for upstream, 0 for neutral, 1 for downstream) of corre-
sponding bin without normalization (see formula 1, where A and B refer to the inter-
action between corresponding bin and its upstream and downstream). This improves 
the sensitivity for calling potential TAD borders (Additional File 1, Fig. S1). To ensure 
robustness in border detection and enhance noise immunity, HTAD calculates sDI 
using five window sizes (ranging from 7 to 12 bins). Results obtained from different 
window sizes are merged to represent overall contact tendencies for potential border 
detection.

Based on our best practice, a bin is considered as a potential border when two con-
ditions are met: the contact tendency changed from upstream (1) to downstream 
(− 1), and the previous 2 bins should both tend to contact more with upstream bins.

To expedite these calculations, we employed the Python library Dask to parallelly 
compute the sDIs based on Hi-C contact data extracted from a cooler format file.

Following the identification of potential TAD boundaries, we generated combina-
tions of these boundaries within a distance range of 7–100 bins to form potential 
TADs. Subsequently, potential TADs exhibiting negative values for H or V (refer to 
manual feature extraction for TAD) were filtered. While most potential TADs may be 

(1)sDI =
(B− A)

|B− A|
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inauthentic, they tend to encompass all correct results and provide an initial screen-
ing outcome. This not only ensures heightened sensitivity of HTAD but also yields an 
appropriate number of TAD samples (around 140,000 TADs for the human genome) 
suitable for active learning.

Active learning‑based sample selection

Our TAD MLP model is a 28 × 64 × 16 × 2 fully connected neural network: 28 input 
features through two hidden layers with 64 nodes and 16 nodes and then spread to the 
output layer for classification. The sigmoid activation function governs the TAD model, 
with all machine learning algorithms within HTAD developed using the Tensorflow 
framework [37]. The number of epochs is set to 1000, and a batch size of 20 is assigned 
for each round of model training.

During each round of model training, excluding the first random round, we used the 
DAL [22] algorithm to fetch unlabeled samples. DAL poses active learning as a binary 
classification task, attempting to choose examples to label in such a way as to make the 
labeled set and the unlabeled pool indistinguishable. After each round of model training, 
the DAL model will be trained based on the current TAD identification model and the 
pool of labeled/unlabeled samples. Although there exists a multitude of potential TADs, 
DAL has the capability to meticulously choose the most valuable samples for manual 
labeling in each subsequent round.

Formally, with TAD identification model � : X → X̂  being a mapping from the origi-
nal input space to some learned representation, DAL is defined as a binary classification 
model with X̂  as input space and Y = l,u  as its label space, where l is the label for a 
potential TAD being in the labeled set and u is the label for the unlabeled set. As shown 
in the active learning part of Fig. 1, the layer of TAD model with red nodes was extracted 
as learned representation for DAL model.

For every iteration of the active learning process, the classification problem is solved 
by minimizing the log loss and obtaining a model P̂(y|�(x)) . The top 50 potential TADs 
that satisfy argmax

x∈U
P̂(y = u|�(x)) are selected (Fig. 1, active learning part).

For each potential TAD, its mirrored counterpart (a TAD with reversed 5′ and 3′ 
ends) should possess the same label. Consequently, we incorporate these mirrored TADs 
into the training set to expedite the model training process.

Web‑based interactive labeler

HTAD features a fast and lightweight interactive labeler, accessible via the web and pow-
ered by the WebSocket protocol. This protocol allows for bidirectional communication, 
ensuring real-time communication, and surpasses http and https protocols for efficient 
and seamless data labeling processes.

The HTAD labeler server is built on Python’s Django framework [39]. The WebSocket 
communication between the server and client labeler is established through the utiliza-
tion of the Django Channels package [40]. Upon connection establishment, the server 
initializes a MLP model for TAD detection and a DAL model for unlabeled sample selec-
tion. Initially, 50 random potential TADs are sent from the server to the client for man-
ual labeling. After each labeling round, the server trains both the TAD detection model 
and updates the DAL model based on this trained TAD model. The refreshed DAL 
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model then identifies 50 most valuable unlabeled potential TADs for subsequent manual 
labeling.

The client web page utilizes PixiJS [38] for Hi-C heatmap rendering and pixiViewPort 
[46] for draggable and zoomable heatmap functionality. Additionally, we have incorpo-
rated a slider into the labeler to regulate the saturation level of the heatmap. Users can 
designate whether the current potential TAD is a genuine by either clicking on the but-
ton or typing the corresponding keyboard shortcut: Q for positive and W for negative.

TAD calling

We evaluated our model using Hi-C matrices at resolutions of 10 kb, 20 kb, and 40 kb, 
revealing its robust performance across these resolutions. Following best practices, we 
employed HTAD to identify TADs in datasets with resolutions of 10 kb, 20 kb, and 40 
kb using the model trained on 10 kb resolution. To ensure performance robustness, we 
introduced a hyperparameter, denoted as “n,” which dictates the number of TADs to 
be extracted from a genome at specific resolution. For the human genome analysis, we 
extract 20,000, 10,000, and 5000 TADs from matrices with resolutions of 10 kb, 20 kb, 
and 40 kb, respectively, based on TADs’ probabilities ranking. A higher “n” value means 
more TADs to be detected. Subsequently, the multi-resolution outcomes are merged 
using HTAD’s TAD merging strategy (see below).

Strategy for merging multi‑resolution TADs

TAD calling at low resolution can compromise the accuracy of TAD boundaries com-
pared to high-resolution outcomes. To address this challenge, we propose a novel and 
highly effective strategy for merging TAD calling results from multiple resolutions.

Firstly, we introduce the concept of the DI check value (DCV) for the highest resolu-
tion of 10 kb. The DCV represents a quantification measure in our merging process and 
is defined as:

When there is a stronger tendency for upstream or downstream bins to interact in 
their respective directions, a bin is more likely to serve as a TAD boundary and will 
exhibit an increased DCV.

Secondly, we merged the boundaries of 5′ and 3′ separately. When two or more 
boundaries are in proximity (within 6 bins), they will be consolidated into a single opti-
mal boundary. The bin with the highest DCV is selected as the most favorable boundary.

In this way, HTAD’s TAD merging approach maintains precise boundaries at the high-
est resolution while seamlessly integrating results from multiple resolutions.

The generation of simulated Hi‑C data

We generated simulated Hi-C data for a single chromosome (length 100Mbp) at 10 
Kb resolution, using a modified method based on Lun and Smyth [47]. The simulation 

(2)DCV =

i+2∑

k=i

sDI[k]−

i−1∑

k=i−3

sDI[k]
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included two types of interactions between bins of 10 kb resolution, including TAD 
interactions and non-specific background interactions.

For TAD interactions, we generated consecutive TADs with width randomly distrib-
uted within the intervals [8, 30]. To establish nested TADs, we randomly merged 50% 
of two adjacent TADs to form larger TADs. This process was repeated twice to form a 
TAD set with up to 3 layers. The size of TAD was defined with an upper limit of 100. 
Each entry (x, y) within TAD was assigned to a value of kt(x − y+ p)c , where kt = 80/3 , 
p = 1 , and decay rate c = −0.8.

Non-specific interactions were simulated by randomly selecting 200000 bin pairs from 
all possible combinations ((x,y), where x ≠ y). The selection probability of each pair (x, y) 
was proportional to (x − y+ p)c , maintaining the distance-abundance relationship. Each 
selected entry was assigned a constant value 5 to represent the non-specific ligation. 
Additionally, the diagonal of interaction matrix was set to a value of 100.

After constructing the simulated Hi-C matrix, we utilized cooler [35] to generate a 
normalized .cool file for further analysis. To evaluate the performance of each method, 
we calculated F1 score using the following formula:

Analysis on the impact of labeling errors in the GM12878 dataset

We introduced a fraction of randomly labeling errors, ranging from 2 to 20%, into the 
manually labeled data of the GM12878 dataset. To evaluate the impact of these errors, 
we utilized the GM12878 test set to assess the area under the curve (AUC) and aver-
age precision scores across different fractions of labeling errors. Each fraction of labeling 
errors was tested in ten independent repetitions to ensure statistical reliability.

Comparison of TAD sets from different methods

To assess the overlap ratio between TAD sets generated by various methods, we used the 
intersect command of bedtools (v2.26.0) [25]. TADs were considered as overlapping if 
their shared region accounts for at least 80% of each domain’s size, as determined by the 
bedtools “intersect -f 0.8 -r” command. This criterion was applied to generate the inter-
section sets and differences of sets. For signal enrichment analysis of these TAD sets, we 
employed deepTools [48] to compute and visualize the enrichment heatmap.

To compute the average number of regulatory element peaks around TAD bounda-
ries, we used intersect command of bedtools with “-c” option. Each TAD boundary was 
expanded to a 20-Kb region. For the index of TADadjR2 , we applied the R script from 
Liu et al. [26] to measure each TAD set using 40 Kb resolution interaction data within a 
1.5 Mb distance.

Gene ontology analysis

Genes within 5- or higher-order TADs were identified using the intersect command of 
bedtools. Biological process enrichment analysis was performed by clusterProfiler [49] 

(3)F1 =
2× Precision× Recall

Precision+ Recall
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with annotation org.Hs.eg.db [50]. PyGenome Tracks [51] was used for the plotting of 
multivariate genomic datasets for genes covered by high-order TADs.
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