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Abstract

Diffusion models have become increasingly popular for generative modeling due
to their ability to generate high-quality samples. This has unlocked exciting new
possibilities for solving inverse problems, especially in image restoration and
reconstruction, by treating diffusion models as unsupervised priors. This survey
provides a comprehensive overview of methods that utilize pre-trained diffusion
models to solve inverse problems without requiring further training. We introduce
taxonomies to categorize these methods based on both the problems they address
and the techniques they employ. We analyze the connections between different
approaches, offering insights into their practical implementation and highlighting
important considerations. We further discuss specific challenges and potential
solutions associated with using latent diffusion models for inverse problems. This
work aims to be a valuable resource for those interested in learning about the
intersection of diffusion models and inverse problems.

1 Introduction

1.1 Problem Setting.

Inverse problems are ubiquitous and the associated reconstruction problems have tremendous ap-
plications across different domains such as seismic imaging [81, 146], weather prediction [65],
oceanography [153], audio signal processing [83, 123, 96, 97, 98, 62], medical imaging [134, 26, 2,
29], etc. Despite their generality, inverse problems across different domains follow a fairly unified
mathematical setting. Specifically, in inverse problems, the goal is to recover an unknown sample
x ∈ Rn from a distribution pX , assuming access to measurements y ∈ Rm and a corruption model

Y = A(X) + σyZ, Z ∼ N (0, Im). (1.1)

In what follows, we present some well-known examples of measurement models that fit under this
general formulation.
Example 1.1 (Denoising). The simplest interesting example is the denoising inverse problem, i.e.
when A is the identity matrix and σy > 0. In fact, the noise model does not have to be Gaussian
and it can be generalized to other distributions, including the Laplacian Distribution or the Poisson
Distribution [52]. For the purposes of this survey, we focus on additive Gaussian noise.

A lot of practical applications arise from the non-invertible linear setting, i.e. for A(X) = AX and
A being an m× n matrix with m < n.
Example 1.2 (Inpainting). A is a masking matrix, i.e. Aij = 0 for i ̸= j and Aii is either 0 or 1,
based on whether the value at this location is observed.
Example 1.3 (Compressed Sensing). A is a matrix with entries sampled from a Gaussian random
variable.
Example 1.4 (Convolutions). Here A(X) represents the convolution of X with a (Gaussian or other)
kernel, which is again a linear operation.

Preprint. Work in progress.



Category Method Non-linear Blind Handle noise Pixel/Latent Text-conditioned Optimization Technique Code1
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Score-ALD [67] ✗ ✗ ✓ Pixel ✗ Grad code
Score-SDE [135] ✗ ✗ ✗ Pixel ✗ Proj code

ILVR [22] ✗ ✗ ✗ Pixel ✗ Proj code
DPS [24] ✓ ✗ ✓ Pixel ✗ Grad code

ΠGDM [130] ✓ ✗ ✓ Pixel ✗ Grad code
Moment Matching [119] ✓ ✗ ✓ Pixel ✗ Grad code

BlindDPS [23] ✓ ✓ ✓ Pixel ✗ Grad code
SNIPS [74] ✗ ✗ ✓ Pixel ✗ Grad code
DDRM [73] ✗ ✗ ✓ Pixel ✗ Grad code

GibbsDDRM [99] ✗ ✓ ✓ Grad ✗ Samp code
DDNM [149] ✗ ✗ ✓ Pixel ✗ Proj code

DDS [25] ✗ ✗ ✓ Pixel ✗ Opt code
DiffPIR [164] ✗ ✗ ✓ Pixel ✗ Opt code
PSLD [118] ✓ ✗ ✓ Latent ✗ Grad code
STSL [116] ✓ ✗ ✓ Latent ✗ Grad ✗

Va
ria
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l
in
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e RED-Diff [94] ✓ ✗ ✓ Pixel ✗ Opt code

Blind RED-Diff [6] ✓ ✓ ✓ Pixel ✗ Opt ✗
Score Prior [54] ✓ ✗ ✓ Pixel ✗ Opt code

Efficient Score Prior [53] ✓ ✗ ✓ Pixel ✗ Opt code

C
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ds DMPlug [147] ✓ ✗ ✓ Pixel ✗ Opt code
SHRED [21] ✓ ✗ ✓ Pixel ✗ Opt ✗

Consistent-CSGM [154] ✓ ✗ ✓ Pixel ✗ Opt ✗
Score-ILO [32] ✓ ✗ ✓ Pixel ✗ Opt code
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ds PnP-DM [152] ✓ ✗ ✓ Pixel ✗ Opt ✗
FPS [47] ✓ ✗ ✓ Pixel ✗ Samp code

PMC [138] ✓ ✗ ✓ Pixel ✗ Samp code
SMCDiff [142] ✗ ✗ ✓ Pixel ✗ Samp code
MCGDiff [17] ✗ ✗ ✓ Pixel ✗ Samp code

TDS [151] ✗ ✗ ✓ Pixel ✗ Samp code
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Implicit denoiser prior [68] ✗ ✗ ✗ Pixel ✗ Proj code
MCG [27] ✗ ✗ ✗ Pixel ✗ Grad/Proj code

Resample [128] ✓ ✗ ✓ Latent ✗ Grad/Opt code
MPGD [61] ✓ ✗ ✓ Pixel/Latent ✓ Grad/Opt code

P2L [30] ✓ ✗ ✓ Latent ✓ Grad/Opt ✗
TReg [77] ✓ ✗ ✓ Latent ✓ Grad/Opt ✗

DreamSampler [78] ✓ ✗ ✓ Latent ✓ Grad/Opt code

Table 1: Categorization of Diffusion-Based Inverse Problem Solvers. This table categorizes meth-
ods by their approach to solving inverse problems with diffusion models. We identified four families
of methods. Explicit Approximations for Measurement Matching: These methods approximate the
measurement matching score,∇ log pt(y|xt), with a closed-form expression. Variational Inference:
These methods approximate the true posterior distribution, p(x|y), with a simpler, tractable distribu-
tion. Variational formulations are then used to optimize the parameters of this simpler distribution.
CSGM-type methods: The works in this category use backpropagation to change the initial noise of
the deterministic diffusion sampler, essentially optimizing over a latent space for the diffusion model.
Asymptotically Exact Methods: These methods aim to sample from the true posterior distribution.
This is typically achieved by constructing Markov chains (MCMC) or by propagating particles
through a sequence of distributions (SMC) to obtain samples that approximate the posterior. Further
categorization is based on being able to address non-linear problems, blind formulations (unknown
forward model), noise handling, pixel/latent space operation, text-conditioning, and the type of
optimization technique used (gradient-based, projection, etc.). Code availability is also indicated.

The same inverse problem can appear across vastly different scientific fields. To illustrate this point,
we can take the inpainting case as an example. In Computer Vision, inpainting can be useful for
applications such as object removal or object replacement [109, 118, 159]. In the proteins domain,
inpainting can be useful for protein engineering, e.g. by mutating certain aminoacids of the protein
sequence to achieve better thermodynamical properties [104, 42, 156, 155]. MRI acceleration is also
an inpainting problem but in the Fourier domain [1, 162, 40, 163, 141]. Particularly, for each coil
measurement yi within the multi-coil setting, we have Ai = PFSi, where P is the masking operator,
F is the 2D discrete Fourier transform, and Si denotes the element-wise sensitivity value. For
single-coil, Si is the identity matrix [92]. Similarly, CT can be considered an inpainting problem in
the Radon-transformed domain A = PR, where R is the Radon transform [105, 57, 13]. Depending
on the circumstances such as sparse-view or limited-angle, the pattern of the masking operator P
differs [70]. Finally, in the audio domain, the bandwidth extension problem, i.e. the task of recovering
high-frequency content from an observed signal, is another example of inpainting in the spectrogram
domain) [43].

Inpainting is just one of many useful linear inverse problems in scientific applications and there are
plenty of other important examples to consider. Cryo-EM [49] is a blind inverse problem that is
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Score ALD:

∝ − A⊤ (y −Axt)

Figure 1: Approximations for the measurements score proposed by different methods.

defined by A = CSR, where C is a blur kernel and S is a shifting matrix, i.e. additional (unknown)
shift and blur is applied to the projections. Deconvolution appears in several applications such as
super-resolution [106, 122] of images and removing reverberant corruption [101] in audio signals.

There are many interesting non-linear inverse problems too, i.e. where A is a nonlinear operator.

Example 1.5 (Phase Retrieval [55]). Phase retrieval considers the nonlinear operatorA(X) := |FX|,
where the measurement contains only the magnitude of the Fourier signal.
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Example 1.6 (Compression Removal). Here A(X;α) represents a (non-linear) compression operator
(e.g., JPEG) whose strength is controlled by the parameter α.

A famous non-linear inverse problem is the problem of imaging a black hole, where the relationship
between the image to be reconstructed and the interferometric measurement can be considered as a
sparse and noisy Fourier phase retrieval problem [3].

1.2 Recovery types

One common characteristic of these problems is that information is lost and perfect recovery is
impossible [140], i.e. they are ill-posed. Hence, the type of “recovery” we are looking for should be
carefully defined [124]. For instance, one might be looking for the point that maximizes the posterior
distribution p(x|y) [10, 107]. Often, the Maximum a posteriori (MAP) estimation coincides with the
Minimum Mean Squared Error Estimator, i.e. the conditional expectation E[x|y] [158, 100]. MMSE
estimation attempts to minimize distortion of the unknown signal x, but often lead to unrealistic
recoveries. A different approach is to sample from the full posterior distribution, p(x|y). Posterior
sampling accounts for the uncertainty of the estimation, and typically produces samples that have
higher perception quality. [14] show that, in general, it is impossible to find a sample that maximizes
perception and minimizes distortion at the same time. Yet, posterior sampling is nearly optimal [67]
in terms of distortion error.

1.3 Approaches for Solving Inverse Problems

Inverse problems have a rich history, with approaches evolving significantly over the decades [113, 9].
While a comprehensive review is beyond the scope of this survey, we highlight key trends to provide
context. Early approaches, prevalent in the 2000s, often framed inverse problems as optimization
tasks [38, 16, 46, 56, 38, 59, 127]. These methods sought to balance data fidelity with regularization
terms that encouraged desired solution properties like smoothness [120, 12] or sparsity in specific
representations (e.g., wavelets, dictionaries) [56, 38, 16, 46, 59].

The advent of deep learning brought a paradigm shift [103]. Researchers began leveraging large paired
datasets to directly learn mappings from measurements to clean signals using neural networks [45,
85, 139, 19, 160, 20, 143, 161]. These approaches focus on minimizing some reconstruction loss
during training, with various techniques employed to penalize distortions, and optimize for specific
application goals (e.g., perceptual quality [66, 80]). Traditional point estimates aim to recover a
single reconstruction by for example minimizing the average reconstruction error (i.e., MMSE) or by
finding the most probable reconstruction through Maximum a Posteriori estimate (MAP), i.e., finding
the x that maximizes p(x|y). While powerful, this approach can suffer from “regression to the mean”,
where the network predicts an average solution that may lack important details or even be outside the
desired solution space [14, 39]. In fact, learning a mapping to minimize a certain distortion metric
will lead, in the best case, to an average of all the plausible reconstructions (e.g., when using a L2
reconstruction loss, the best-case solution will be the posterior mean). This reconstruction might not
be in the target space (e.g., a blurry image being the average of all plausible reconstructions) [14].

Recent research has revealed a striking connection between denoising algorithms and inverse prob-
lems. Powerful denoisers, often based on deep learning, implicitly encode valuable information about
natural signals. By integrating these denoisers into optimization frameworks, we can harness their
learned priors to achieve exceptional results in a variety of inverse problems [144, 136, 18, 114, 31,
69, 71, 95]. This approach bridges the gap between traditional regularization methods and modern
denoising techniques, offering a promising new paradigm for solving these challenging tasks.

An alternative perspective views inverse problems through the lens of Bayesian inference. Given
measurements y, the goal becomes generating plausible reconstructions by sampling from the
posterior distribution p(X|Y = y) – the distribution of possible signals x given the observed
measurements y.

In this survey we explore a specific class of methods that utilize diffusion models as priors for pX ,
and then try to generate plausible reconstructions (e.g., by sampling from the posterior). While other
approaches exist, such as directly learning conditional diffusion models or flows for specific inverse
problems [84, 122, 121, 150, 90, 91, 5, 4, 86, 87, 88, 126], these often require retraining for each
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new application. In contrast, the methods covered in this survey offer a more general framework
applicable to arbitrary inverse problems without retraining or fine-tuning.

Unsupervised methods. We refer as unsupervised methods to those that focus on characterizing the
distribution of target signals, pX , and applying this knowledge during the inversion process. Since
they don’t rely on paired data, they can be flexibly applied to different inverse problems using the
same prior knowledge.

Unsupervised methods can be used to maximize the likelihood of p(x|y) or to sample from this
distribution. Algorithmically, to solve the former problem we typically use (some variation of)
Gradient Descent and to solve the latter (some variation of) Monte Carlo Simulation (e.g., Langevin
Dynamics). Either way, one typically requires to compute the gradient of the conditional log-
likelihood, i.e.,∇x log p(x|y).
A simple application of Bayes Rule reveals that:

∇x log p(x|y)︸ ︷︷ ︸
conditional score

= ∇x log p(x)︸ ︷︷ ︸
unconditional score

+ ∇x log p(y|x)︸ ︷︷ ︸
measurements matching term

. (1.2)

The last term typically has a closed-form expression, e.g. for the linear case, we have that:
∇x log p(y|x) = y−Ax

σ2
y

. However, the first term, known as the score function, might be hard
to estimate when the data lie on low-dimensional manifolds. The problem arises from the fact that
we do not get observations outside of the manifold and hence the vector-field estimation is inaccurate
in these regions.

One way to sidestep this issue is by using a “smoothed” version of the score function, representing
the score function of noisy data that will be supported everywhere. The central idea behind diffusion
generative models is to learn score functions that correspond to different levels of smoothing. Specifi-
cally, in diffusion modeling, we attempt to learn the smoothed score functions,∇xt log pt(xt), where
Xt = X0 + σtZ, Z ∼ N (0, I), for different noise levels t. During sampling, we progressively
move from more smoothed vector fields to the true score function. At the very end, the score function
corresponding to the data distribution is only queried at points for which the estimation is accurate
because of the warm-start effect of the sampling method.

Even though estimating the unconditional score becomes easier (because of the smoothing), the
measurement matching term becomes time dependent and loses its closed form expression. Indeed,
the likelihood of the measurements is given by the intractable integral:

pt(y|xt) =

∫
p(y|x0)p(x0|xt)dx0. (1.3)

The computational challenge that emerges from the intractability of the conditional likelihood has led
to the proposal of numerous approaches to use diffusion models to solve inverse problems [67, 24,
130, 135, 22, 73, 74, 149, 25, 164, 119, 89, 117, 94, 54, 53, 152, 47, 17, 151, 68, 147, 21, 28, 125].
The sheer number of the proposed methods, but also the different perspectives under which these
methods have been developed, make it hard for both newcomers and experts in the field to understand
the connections between them and the unifying underlying principles. This work attempts to explain,
taxonomize and relate prominent methods in the field of using diffusion models for inverse problems.
Our list of methods is by no means exhaustive. The goal of this manuscript is not to list all the
methods that have been proposed but to review some representative methods of different approaches
and present them under a unifying framework. We believe this survey will be useful as a reference
point for people interested in this field.

2 Background

2.1 Diffusion Processes

Forward and Reverse Processes. The idea of a diffusion model is to transform a a simple dis-
tribution (e.g., normal distribution) into the unknown data distribution p0(x), that we don’t know
explicitly but we have access to some of its samples. The first step is to define a corruption process.
The popular Denoising Diffusion Probabilistic Models (DDPM) [63, 133], adopt a discrete time
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Markovian process to transform the input Normal distribution into the target one by incrementally
adding Gaussian noise. More generally, the corruption processes of interest can be generalized to
continuous time by a stochastic differential eqaution (SDE) [135]:

dxt = f(xt, t)︸ ︷︷ ︸
drift coeff.

dt+ g(t)︸︷︷︸
diffusion coeff.

dWt, (2.1)

with x0 ∼ p0,x0 ∈ Rn, and Wt denotes a Wiener process (i.e., Brownian motion). This SDE
gradually transforms the data distribution into Gaussian noise. We denote with pt the distribution that
arises by running this dynamical system up to time t.

A remarkable result by Anderson [7] shows that we can sample from p0 by running backwards in
time the reverse SDE:

dxt =

f(xt, t)− g2(t)∇xt
log pt(xt)︸ ︷︷ ︸
score

 dt+ g(t)dWt, (2.2)

initialized at xT ∼ pT . For sufficiently large T and for linear drift functions f(·, ·), the latter
distribution approaches a Gaussian distribution with known parameters that can be used for initializing
the process. Hence, the remaining goal becomes to estimate the score function∇xt

log pt(xt).

Probability Flow ODE. Song et al. [135] and Maoutsa, Reich, and Opper [93] observe that the
(deterministic) differential equation:

dxt

dt
=

f(xt, t)−
g2(t)

2
∇xt

log pt(xt)︸ ︷︷ ︸
score

 (2.3)

corresponds to the same Fokker-Planck equations as the SDE of Equation 2.2. An implication of this
is we can use the deterministic sampling scheme of Equation 2.3. Any well-built numerical ODE
solver can be used to solve Equation 2.3, such as the Euler solver:

xt−∆t = xt +∆t

(
f(xt, t)−

g2(t)

2
∇xt

log pt(xt)

)
. (2.4)

SDE variants: Variance Exploding and Variance Preserving Processes. The drift coefficients,
f(xt, t), and the diffusion coefficients g(t) are design choices. One popular choice, known as the

Variance Exploding SDE, is setting f(xt, t) = 0 and g(t) =

√
dσ2

t

dt for some variance schedul-
ing {σt}Tt=0. Under these choices, the marginal distribution at time t of the forward process of
Equation 2.1 can be alternatively described as:

Xt = X0 + σtZ, X0 ∼ p(X0), Z ∼ N (0, In). (2.5)

The typical noise scheduling for this SDE is σt =
√
t (that corresponds to g(t) = 1).

Another popular choice is to set the drift function to be f(xt, t) = −xt, which is known as the
Variance Preserving (VP) SDE. A famous process in the VP SDE family is the Ornstein–Uhlenbeck
(OU) process:

dxt = −xtdt+
√
2dWt, (2.6)

which gives:

Xt = exp(−t)X0 +
√
1− exp(−2t)Z, Z ∼ N (0, In). (2.7)

The VP SDE [63] takes a more general form:
Xt =

√
αtX0 + (1− αt)Z, X0 ∼ p(X0), Z ∼ N (0, In). (2.8)

With reparametrization and the Euler solver, this leads to an efficient solution to Equation 2.3, known
as DDIM [129]:

xt−1 =
√
αt−1

(
xt + (1− αt)∇xt

log pt(xt)√
αt

)
︸ ︷︷ ︸

=:x̂0=predicted x0

+
√
1− αt−1 − σ2

t

(
−
√
1− αt∇xt

log pt(xt)

)
︸ ︷︷ ︸

direction toward xt

.

(2.9)
For convenience, in the rest of the paper, this update will be written as: xt−1 ←
UnconditionalDDIM(x̂0,xt).
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2.2 Tweedie’s Formula and Denoising Score Matching

In what follows, we will discuss how one can learn the score function ∇xt log pt(xt) that appears in
Equation 2.17. We will focus on the VE SDE, since the mathematical calculations are simpler.

Tweedie’s formula [50] is a famous result in statistics that shows that for an additive Gaussian
corruption, Xt = X0 + σtZ,Z ∼ N (0, In), it holds that:

∇xt
log pt(xt) =

E[X0|Xt = xt]− xt

σ2
t

. (2.10)

The formal statement and a self-contained proof can be found in the Appendix, Lemma A.2.

Tweedie’s formula gives us a way to derive the unconditional score function needed in Equation 2.17,
by optimizing for the conditional expectation, E[X0|Xt = xt]. The conditional expectation
E[X0|Xt = xt], is nothing more than the minimum mean square error estimator (MMSE) of
the clean image given the noisy observation xt, that is a denoiser.

In practice, we don’t know analytically this denoiser but we can parametrize it using a neural network
hθ(xt) and learn it in a supervised way by minimizing the following objective:

JDSM(θ) = Ex0,xt

[
||hθ(xt)− x0||2

]
. (2.11)

Assuming a rich enough family Θ, the minimizer of Equation 2.11 is hθ(xt) = E[x0|Xt = xt] (see
Lemma A.1) and the score in Equation 2.10 is approximated as

(
hθ(xt)−xt

)
/σ2

t . Note that for each
σt we would need to learn a different denoiser (since the noise strength is different), or alternative
the neural network hθ should also take as input the value of t or σt. Diffusion models are trained
following the later paradigm, i.e. the same neural network approximates the optimal denoisers at all
noise levels by conditioning it on the noise level through t.

Interestingly, Vincent [145] independently discovered that the score function can be learned by
minimizing an l2 objective, similar to Equation 2.11. The formal statement and a self-contained proof
of this alternative derivation is included in the Appendix, Theorem A.3.

2.3 Latent Diffusion Processes

For high-dimensional distributions, diffusion models training (see Equation 2.11) and sampling (see
Equation 2.3) require massive computational resources. To make the training and sampling more
efficient, the authors of Stable Diffusion [115] propose performing the diffusion in the latent space of
a pre-trained powerful autoencoder. Specifically, given an encoder Enc : Rn → Rk and a decoder
Dec : Rk → Rn, one can create noisy samples:

XE
t = XE

0︸︷︷︸
Enc(X0)

+σtZ, Z ∼ N (0, Ik), (2.12)

and train a denoiser network in the latent space. At inference time, one starts with pure noise, samples
a clean latent x̃E

0 by running the reverse process, and outputs x0 = Dec(x̃E
0 )

1. Solving inverse
problems with Latent Diffusion models requires special treatment. We discuss the reasons and
approaches in this space in Section 3.5.

2.4 Conditional Sampling

2.4.1 Stochastic Samplers for Inverse Problems

The goal in inverse problems is to sample from p0(·|y) assuming a corruption model Y =
A(X0) + σyZ, Z ∼ N (0, Im). We can easily adapt the original unconditional formulation
given by Equation 2.2 into a conditional one to generate samples from p0(·|y). Specifically, the
associated reverse process is given by the stochastic dynamical system [102]:

dxt =

f(xt, t)− g2(t)∇xt
log pt(xt| y)︸ ︷︷ ︸

conditional score

 dt+ g(t)dWt, (2.13)

1To give an idea, the original work introducing latent diffusion models [115], propose to use a latent space of
dimension 64× 64× 4 to represent images of size 512× 512× 3.
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initialized at xT ∼ pT (·|y). For sufficiently large T and for linear drift functions f(·, ·), the
distribution pT (·|y) is a Gaussian distribution with parameters independent of y. In the conditional
case, the goal becomes to estimate the score function∇xt log pt(xt|y).

2.4.2 Deterministic Samplers for Inverse Problems

It is worth noting that (as in the unconditional setting) it is possible to derive deterministic sampling
algorithms as well. Particularly, one can use the following dynamical system [135, 102]:

dxt

dt
= −g2(t)

2
∇xt

log pt(xt|y). (2.14)

initialized at pT (·|y) to get sample from the conditional distribution p0(·|y). Once again, to run this
discrete dynamical system, one needs to know the conditional score,∇xt

log pt(xt|y).

2.4.3 Conditional Diffusion Models

Similarly to the unconditional setting, one can directly train a network to approximate the conditional
score,∇xt

log pt(xt|y). A generalization of Tweedie’s formula gives that:

∇ log pt(xt|y) =
E[X0|Xt = xt,Y = y]− xt

σ2
t

. (2.15)

Hence, one can train a network using a generalized version of the Denoising Score Matching,

Jcond, DSM(θ) = Ex0,xt,y

[
||hθ(xt,y)− x0||2

]
, (2.16)

and then use it in Equation 2.15 in place of the conditional expectation. The main issue with this
approach is that the forward model (degradation operator) needs to be known at training time. If the
corruption model A(X) changes, then the model needs to be retrained. Further, with this approach
we need to train new models and we cannot directly leverage powerful unconditional models that are
already available. The focus of this work is on methods that use pre-trained unconditional diffusion
models to solve inverse problems, without further training.

2.4.4 Using pre-trained diffusion models to solve inverse problems

As we showed earlier, the conditional score can be decomposed using Bayes Rule into:

∇xt
log pt(xt|y) = ∇xt

log pt(xt)︸ ︷︷ ︸
score

+ ∇xt
log p(y|xt)︸ ︷︷ ︸

measurements matching term

. (2.17)

that is, the (smoothed) score function, and the measurements matching term that is given by the
inverse problem we are interested in solving. Applying this to equation 2.13, we get that:

dxt =
(
f(xt, t)− g2(t) (∇xt log pt(xt) +∇ log p(y|xt))

)
dt+ g(t)dWt. (2.18)

Similarly, one can use the deterministic process:

dxt =

(
f(xt, t)−

1

2
g2(t) (∇xt log pt(xt) +∇ log p(y|xt))

)
dt. (2.19)

We have already discussed how to train a neural network to approximate ∇xt log pt(xt) (using
Tweedie’s Formula / Denoising Score Matching). However, here we further need access to the term
∇xt

log p(y|xt). The likelihood of the measurements is given by the intractable integral:

pt(y|xt) =

∫
p(y|x0)p(x0|xt)dx0. (2.20)

Gupta et. al [58] prove that there are instances of the posterior sampling problem for which every
algorithm takes superpolynomial time, even though unconditional sampling is provably fast. Hence,
diffusion models excel at performing unconditional sampling but are hard to use as priors for solving
inverse problems because of the time dependence in the measurements matching term. Since the very
introduction of diffusion models, there has been a plethora of methods proposed to use them to solve
inverse problems without retraining. This survey serves as a reference point for different techniques
that have been developed in this space.
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2.4.5 Ambient Diffusion: Learning to solve inverse problems using only measurements

The goal of the unsupervised learning approach for solving inverse problems (Section 2.4.4) is to
use a prior p(x) to approximate the measurements matching term, ∇ log pt(y|xt). However, in
certain applications, it is expensive or even impossible to get data from (and hence learn) p(x) in the
first place. For instance, in MRI the quality of the data is proportionate to the time spent under the
scanner [162] and it is infeasible to acquire full measurements from black holes [3]. This creates a
chicken-egg problem: we need access to p(x) to solve inverse problems and we do not have access
to samples from p(x) unless we can solve inverse problems. In certain scenarios, it is possible to
break this seemingly impossible cycle.

Ambient Diffusion [37] was one of the first frameworks to train diffusion models with linearly
corrupted data. The key concept behind the Ambient Diffusion framework is the idea of further
corruption. Specifically, the given measurements get further corrupted and the model is trained to
predict a clean image by using the measurements before further corruption for validation. Ambient
DPS [2] shows that priors learned from corrupted data can even outperform (in terms of usefulness for
inverse problems), at the high-corruption regime, priors learned from clean data. Ambient Diffusion
was extended to handle additive Gaussian Noise in the measurements. The paper Consistent Diffusion
Meets Tweedie [36] was the first diffusion-based framework to provide guarantees for sampling from
the distribution of interest, given only access to noisy data. This paper extends the idea of further
corruption to the noisy case and proposes a novel consistency loss [33] to learn the score function for
diffusion times that correspond to noise levels below the level of the noise in the dataset.

Both Ambient Diffusion and Consistent Diffusion Meets Tweedie have connections to deep ideas
from the literature in learning restoration models from corrupted data, such as Stein’s Unbiased
Risk Estimate (SURE) [51, 137] and Noise2X [82, 79, 11]. These connections are also leveraged
by alternative frameworks to Ambient Diffusion, as in [74, 1]. A different approach for learning
diffusion models from measurements is based on the Expectation-Maximization (EM) algorithm [8,
119, 148]. The convergence of these methods to the true distribution depends on the convergence of
the EM algorithm, which might get stuck in a local minimum.

In this survey, we focus on the setting where a pre-trained prior p(x) is available, regardless of
whether it was learned from clean or corrupted data.

3 Reconstruction Algorithms

We summarize all the methods analyzed in this work in Table 1. The methods have been taxonomized
based on the approach they use to solve the inverse problem (explicit score approximations, variational
methods, CSGM-type methods and asymptotically exact methods), the type of inverse problems
they can solve and the optimization techniques used to solve the problem at hand (gradient descent,
sampling, projections, parameter optimization). Additionally, we provide links to the official code
repositories associated with the papers included in this survey. Please note that we have not conducted
a review or evaluation of these codebases to verify their consistency with the corresponding papers.
These links are included for informational purposes only.

Taxonomy based on the type of the reconstruction algorithm. We identified four families of
methods. Explicit Approximations for Measurement Matching: These methods approximate the
measurement matching score,∇ log pt(y|xt), with a closed-form expression. Variational Inference:
These methods approximate the true posterior distribution, p(x|y), with a simpler, tractable distribu-
tion. Variational formulations are then used to optimize the parameters of this simpler distribution.
CSGM-type methods: The works in this category use backpropagation to change the initial noise of
the deterministic diffusion sampler, essentially optimizing over a latent space for the diffusion model.
Asymptotically Exact Methods: These methods aim to sample from the true posterior distribution.
This is typically achieved by constructing Markov chains (MCMC) or by propagating particles
through a sequence of distributions (SMC) to obtain samples that approximate the posterior. Methods
that do not fall into any of these categories are classified as Others.

Taxonomy based on the type of optimization techniques used. The objective of all methods is to
explain the measurements. The measurement consistency can be enforced with different optimization
techniques, e.g. through gradients (Grad), projections (Proj), sampling (Samp), or other optimization
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techniques (Opt). Methods that belong to the Grad-type take a single gradient step (either it be
deterministic or stochastic) to xt to enforce measurement consistency. Proj-type projects xt or
E[X0|Xt = xt] to the measurement subspace. Samp-type samples the next particles by defining
a proposal distribution, and propagates multiple chains of particles to solve the problem. Opt-type
either defines and solves an optimization problem for every timestep, or defines a global optimization
problem that encompasses all timesteps. When the method belongs to more than one type, we
seperate them with /. Note that the categorization of different “types” is subjective, and more often
than not, the category that the method belongs to may be interpreted in multiple ways. For instance, a
projection step is also a gradient descent step with a specific step size.

Taxonomy based on the type of the inverse problem. Based on the linearity of the corruption
operator A, the inverse problems can be classified as linear or nonlinear. The inverse problems can
be further categorized based on whether there is noise in the measurements. Additionally, they are
classified as non-blind or blind depending on whether full information about A is available. In blind
problems, the degradation operator (e.g., convolution kernel, inpainting kernel) is known, while its
coefficients are unknown but parametrized. For example, we might know that we have measurements
with additive Gaussian noise, but the variance of the noise might be unknown. Finally, in certain
inverse problems, there is additional text-conditioning. Such inverse problems are typically solved
with text-to-image latent diffusion models [115].

3.1 Explicit Approximations for the Measurements Matching Term

The first family of reconstruction algorithms we identify is the one were explicit approximations for
the measurements matching term, ∇xt log p(y|Xt = xt), are made. It is important to underline that
these approximations are not always clearly stated in the works that propose them, which makes it
hard to understand the differences and commonalities between different methods. In what follows,
we attempt to elucidate the different approximations that are being made and present different works
under a common framework. To provide some insights, we often provide the explicit approximation
formulas for the measurements matching term in the setting of linear inverse problems. In general, it
follows the template form:

∇xt log p(y|Xt = xt) ≈ −
Lt Mt

Gt
. (3.1)

Here,

• Mt represents the error vector measuring the discrepancy between the observation y and
the estimated restored vector; for example, in Score ALD [67],Mt = y −Axt.

• Lt denotes a matrix that projects the error vectorMt from Rm back into an appropriate
space in Rn; for instance, in Score ALD, Lt = A⊤.

• Gt is the re-scaling scalar for the guidance vector LtMt; for example, in Score ALD,
Gt = σ2

y + γ2
t with a hyperparameter γt.

In Figure 1, we summarize the approximation-based methods in this section using the template above.
We use ∝ to omit the guidance strength terms Gt.
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3.1.0 Sampling from a Denoiser [68]

Kadkhodaie and Simoncelli [68] introduce a method for solving linear inverse problems by using the
implicit prior knowledge captured by a pre-trained denoiser on multiple noise levels. The method is
anchored on Tweedie’s formula that connects the least-squares solution for Gaussian denoising to the
gradient of the log-density of noisy images given in Equation 2.10

x̂(y) = y + σ2∇y log p(y), (3.2)

where y = x+ n, n ∼ N (0, σ2In).

By interpreting the denoiser’s output as an approximation of this gradient, the authors develop a
stochastic gradient ascent algorithm to generate high-probability samples from the implicit prior

yt = yt−1 + htr(yt−1) + ϵtzt, (3.3)

where r(y) = x̂(y) − y is the denoiser residual, ht is a step size (parameter), and ϵt controls the
amount of newly introduced Gaussian noise zt.

To solve linear inverse problems such as deblurring, super-resolution, and compressive sensing, the
generative method is extended to handle constrained sampling. Given a set of linear measurements
xc = M⊤x of an image x, where M is a low-rank measurement matrix, the goal is to reconstruct
the original image by utilizing the following gradient:

∇y log p(y|xc) = (I −MM⊤)r(y) +M(xc −M⊤y), (3.4)

This approach is particularly interesting because its mathematical foundation relies solely on
Tweedie’s formula, providing a simple yet powerful framework for tackling inverse problems using
denoisers.

3.1.1 Score ALD [67]

One of the first proposed methods for solving linear inverse problems with diffusion models is the
Score-Based Annealed Langevin Dynamics (Score ALD) [67] method. The approximation of this
work is that:

∇xt
log p(y|Xt = xt) ≈ −

A⊤ (y −Axt)

σ2
y + γ2

t

, (3.5)

where γt is a parameter to be tuned.

measurements error“lifting” matrix

guidance strength

It is pretty straightforward to understand what this term is doing. The diffusion process is guided
towards the opposite direction of the “lifting” (application of the A⊤ operator) of the measurements
error, i.e. (y −Axt), where the denominator controls the guidance strength.

3.1.2 Score-SDE [135]

Score-SDE [135] is another one of the first works that discussed solving inverse problems with
pre-trained diffusion models. For linear inverse problems, the difference between Score-ALD and
Score-SDE is that the latter noises the measurements before computing the measurements error.
Specifically, for t : σt > σy , the approximation becomes:

∇xt
log p(y|Xt = xt) ≈ − A⊤ ( y + σtϵ −Axt) (3.6)

“lifting” matrix yt (noised measurements)

where ϵ is sampled from N (0, Im). Here, A is an orthogonal matrix, and taking a gradient step with
Equation 3.6 yields a noisy projection to yt = Axt where yt = y + σtϵ. Hence, we categorize
Score-SDE as “projection”.

Disregarding the guidance strength of Equation 3.5, Equation 3.5 and Equation 3.6 look very similar.
Indeed, the only difference is that the latter has stochasticity that arises from the noising of the
measurements.
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Special case: Inpainting (Repaint [89]) Observe that for the simplest case of inpainting, Equa-
tion 3.6 would be replacing the pixel values in the current estimate xt with the known pixel values
from the noised yt. Coincidentally, this is exactly the Repaint [89] algorithm that was proposed for
solving the inpainting inverse problem with pre-trained diffusion models. RePaint++ [117] improves
upon this approximation to run the forward-reverse diffusion processes multiple times, so that the
errors arising (e.g. boundaries) can be mitigated. This can be thought of as analogous to running
MCMC corrector steps as in predictor-corrector sampling [135].

3.1.3 ILVR [22]

ILVR is a similar approach that was initially proposed for the task of super-resolution. The approxi-
mation made here is the following:

∇xt
log p(y|Xt = xt) ≈ −A†(yt −Axt) = − (A⊤A)−1A⊤ ( yt −Axt) , (3.7)

where A† is the Moore-Penrose pseudo-inverse of A, and similar to Score-SDE, yt = y + σtϵ.

“lifting” matrix measurements error

ILVR can be regarded as a pre-conditioned version of score-SDE. In ILVR, the projection to the
space of images happens using the Moore-Penrose pseudo-inverse of A, instead of the simple A⊤.

3.1.4 DPS

All of the previous algorithms were proposed for linear inverse problems. Diffusion Posterior
Sampling (DPS) is one of the most well known reconstruction algorithms for solving non-linear
inverse problems. The underlying approximation behind DPS is that:

∇xt
log p(y|Xt = xt) ≈ ∇xt

log p(y|X0 = E[X0|Xt = xt]). (3.8)

It is easy to see that:
p(y|X0 = E[X0|Xt = xt]) = N

(
y;µ = A(E[X0|Xt = xt]),Σ = σ2

yI
)
. (3.9)

Hence, the DPS approximation can be stated as:

∇xt
log p(y|Xt = xt) ≈ ∇xt

logN
(
y;µ = A(E[X0|Xt = xt]),Σ = σ2

yI
)

(3.10)

= ∇xt

(
1

2σ2
y

||y −A(E[X0|Xt = xt])||2
)

(3.11)

=
1

2σ2
y

∇⊤
xt
A(E[X0|Xt = xt]) (A(E[X0|Xt = xt])− y) . (3.12)

For linear inverse problems, this simplifies to:

∇xt log p(y|Xt = xt) ≈ −
1

2σ2
y

∇⊤
xt
E[X0|Xt = xt]A

⊤
(
y −AE[X0|Xt = xt]

)
. (3.13)

measurements error“lifting” matrix

guidance strength

We can further use Tweedie’s formula to further write it as:

∇xt log p(y|Xt = xt) ≈ −
1

2σ2
y

(
I +∇2

xt
log pt(xt)

)⊤
A⊤

(
y −AE[X0|Xt = xt]

)
.

(3.14)
In practice, DPS does not use the theoretical guidance strength but instead proposes to use a reweight-
ing with a step size inversely proportional to the norm of the measurement error.

MCG [27] provides a geometric interpretation of DPS by showing that the approximation used in
DPS can guarantee the noisy samples stay on the manifold. DSG [157] showed that one can choose a
theoretically “correct” step size under the geometric view of MCG, and combined with projected
gradient descent, one can achieve superior sample quality. MPGD [61] showed that by constraining
the gradient update step to stay on the low dimensional subspace by autoencoding, one can acquire
better results.
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3.1.5 ΠGDM [130]

Recall the intractable integral in Equation 1.3. According to this relation, the DPS approximation is
achieved by setting

p(X0|Xt) ≈ δ(X0 − E[X0|Xt = xt]). (3.15)

In ΠGDM, the authors propose to use a Gaussian distribution for approximation

p(X0|Xt) ≈ N (E[X0|Xt = xt], r
2
t In), (3.16)

where rt is a hyperparameter. For linear inverse problems, this leads to

p(y|Xt) ≈ N (AÊ[X0|Xt = xt], r
2
tAA⊤ + σ2

yIn). (3.17)

Subsequently, we have

∇xt
log p(y|Xt = xt)

≈ − ∂E[X0|Xt = xt]

∂xt
(r2tAA⊤ + σ2

yI)
−1A⊤ ( y −AE[X0|Xt = xt] ). (3.18)

“lifting” matrix
measurements error

3.1.6 Moment Matching [119]

In ΠGDM, the distribution p(x0|xt) was assumed to be isotropic Gaussian. However, one can
calculate explicitly the variance matrix, V [x0|xt]. As shown in Lemma A.4, it holds that:

V [x0|xt] = σ4
tH(log pt(xt)) + σ2

t In (3.19)

= σ2
t∇xtE[x0|xt]. (3.20)

The Moment Matching [119] method approximates the distribution p(x0|xt) with an anisotropic
Gaussian:

p(x0|xt) ≈ N (E[x0|xt], V [x0|xt]). (3.21)

For linear inverse problems, this leads to the following approximation for the measurements’ score:

∇ log p(y|Xt = xt)

≈ − ∇xt
E[x0|xt]

⊤A⊤(σ2
yI +Aσ2

t∇xt
E[x0|xt]A

⊤)−1 ( y −AE[x0|xt] ). (3.22)

measurements error“lifting” matrix

In high-dimensions, even materializing the matrix∇xt
E[x0|xt] is computationally intensive. Instead,

the authors of [119] use automatic differentiation to compute the Jacobian-vector products.

3.1.7 BlindDPS [23]

Methods that were considered so far were designed for non-blind inverse problems, where A is fully
known. BlindDPS targets the case where we have a parametrized unknown forward model Aϕ (e.g.
blurring with an unknown kernel ϕ). In BlindDPS, on top of the posterior mean approximation of xt,
one approximates the parameter of the forward model, again, with the posterior mean. Specifically,
we design two parallel generative SDEs

dxt =
(
f(xt, t)− g2(t)∇xt

log pt(xt,ϕt|y)
)
dt+ g(t)dWt (3.23)

dϕt =
(
f(ϕt, t)− g2(t)∇ϕt log pt(xt,ϕt|y)

)
dt+ g(t)dWt, (3.24)

where the two SDEs are coupled through log pt(xt,ϕt|y), where under the independence between
Xt and Φt, the Bayes rule reads

∇xt
log pt(xt,ϕt|y) = ∇xt

log pt(xt) +∇xt
log pt(y|Xt = xt,Φt = ϕt) (3.25)

∇ϕt
log pt(xt,ϕt|y) = ∇ϕt

log pt(ϕt) +∇xt
log pt(y|Xt = xt,Φt = ϕt), (3.26)
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where we see that Xt and Φt are coupled through the likelihood p(y|Xt,Φt). In BlindDPS, the
approximation used in DPS is applied to both the image and the operator, leading to

p(y|Xt = xt,Φt = ϕt) ≈ p(y|X0 = E[X0|Xt = xt],Φ0 = E[Φ0|Φt = ϕt]). (3.27)

The gradient of the coupled likelihood with respect to xt leads to

∇xt
log p(y|Xt = xt,Φt = ϕt)

≈ − 1

2σ2
y

∇⊤
xt
E[X0|Xt = xt]A

⊤
E[Φ0|Φt=ϕt]

(
y −AE[Φ0|Φt=ϕt]E[X0|Xt = xt]

)
. (3.28)

measurements error“lifting” matrixguidance strength

Similarly, for ϕt, we have

∇ϕt
log p(y|Xt = xt,Φt = ϕt)

≈ − 1

2σ2
y

∇⊤
ϕt
E[X0|Xt = xt]A

⊤
E[Φ0|Φt=ϕt]

(
y −AE[Φ0|Φt=ϕt]E[X0|Xt = xt]

)
. (3.29)

measurements error“lifting” matrixguidance strength

3.1.8 DDRM Family

The methods under the DDRM family poses all linear inverse problems to a noisy inpainting
problem, by decomposing the measurement matrix with singular value decomposition (SVD), i.e.
A = UΣV ⊤, where U ∈ Rm×m, V ∈ Rn×n are orthogonal matrices, and Σ ∈ Rm×n is a
rectangular diagonal matrix with singular values {sj}mj=1 as the elements. One can then rewrite
y = Ax+ σyz, z ∼ N (0, Im) as

ȳ = Σx̄+ σyz̄, where ȳ := U⊤y, x̄ := V ⊤x, z̄ := U⊤z. (3.30)

Subsequently, Equation 3.30 becomes an inpainting problem in the spectral space.

SNIPS [74]. SNIPS proceeds by first solving the inverse problem posed as Equation 3.30 in the
spectral space to achieve a sample x̄ ∼ p(x̄|ȳ), then retrieving the posterior sample with x̂ = V x̄.
The key approximation can be concisely represented as

∇x̄t
log p(ȳ|X̄t = xt) ≈ − Σ⊤ ∣∣σ2

yIm − σ2
tΣΣ

⊤∣∣† ( ȳ − Σx̄t ), (3.31)

measurements error“lifting” matrix

For the simplest case of denoising where m = n and Σ = A = I , the method becomes [75]

∇Xt log p(y|Xt = xt) ≈
y − xt

|σ2
y − σ2

t |
. (3.32)

which produces a vector direction that is weighted by the absolute difference between the diffusion
noise level σ2

t , and the measurement noise level σ2
y. For the fully general case in Equation 3.31,

elements in different indices are weighted according to the singular values contained in Σ. In practice,
SNIPS uses pre-conditioning with the approximate negative inverse Hessian of log p(x̄t|ȳ) when
running annealed Langevin dynamics.

DDRM [73]. DDRM extends SNIPS by leveraging the posterior mean x̄0|t := V E[X0|Xt = xt]
in the place of x̄t used in SNIPS. i.e.,

∇x̄t
log p(ȳ|X̄t = xt) ≈ − Σ⊤ ∣∣σ2

yIm − σ2
tΣΣ

⊤∣∣† ( ȳ − Σx̄0|t ). (3.33)

measurements error“lifting” matrix

Expressing Equation 3.33 element-wise, we get

p(x̄
(i)
t |Xt+1 = xt+1,y) =


N (x̄

(i)
t ; x̄

(i)
0|t+1, σ

2
t ) if si = 0

N (x̄
(i)
t ; x̄

(i)
0|t+1, σ

2
t ) if σt <

σy

si

N (x̄
(i)
t ; ȳ(i), σ2

t −
σ2
y

s2i
) if σt ≥ σy

si

, (3.34)
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where x(i) denotes the i-th element of the vector, and si its corresponding singular value. Here,
DDRM introduces another hyper-parameter η to control the stochasticity of the sampling process

p(x̄
(i)
t |Xt+1 = xt+1,y) =


N (x̄

(i)
t ; x̄

(i)
0|t+1 +

√
1− η2σt

x̄
(i)
t+1−x̄

(i)

0|t+1

σt+1
, η2σ2

t ) if si = 0

N (x̄
(i)
t ; x̄

(i)
0|t+1 +

√
1− η2σt

ȳ(i)−x̄
(i)

0|t+1

σy/si
, η2σ2

t ) if σt <
σy

si

N (x̄
(i)
t ; ȳ(i), σ2

t −
σ2
y

s2i
) if σt ≥ σy

si

,

(3.35)

with η ∈ (0, 1] such that η = 1.0 recovers Equation 3.34.

GibbsDDRM. GibbsDDRM [99] extends DDRM to the following blind linear problem y =
Aφx + σyz, where Aφ is a linear operator parameterized by φ. Here, Aφ = UφΣφV

⊤
φ has a φ

dependence SVD decomposition with singular values {sj,φ}mj=1 as the elements of the diagonal
matrix Σφ. In the spectral space, ȳφ := U⊤

φ yφ, x̄φ := V ⊤
φ xφ, z̄φ := U⊤

φ zφ. Subsequently, the
posterior mean in DDRM is replaced with x̄0|t,φ := VφE[X0|Xt = xt], also depending on φ. Thus,
it leads to the sampling process

p(x̄
(i)
t,φ|Xt+1 = xt+1,y,φ) =


N (x̄

(i)
t,φ; x̄

(i)
0|t+1,φ +

√
1− η2σt

x̄
(i)
t+1,φ−x̄

(i)

0|t+1,φ

σt+1
, η2σ2

t ) if si,φ = 0

N (x̄
(i)
t,φ; x̄

(i)
0|t+1,φ +

√
1− η2σt

ȳ(i)
φ −x̄

(i)

0|t+1,φ

σy/si,φ
, η2σ2

t ) if σt <
σy

si,φ

N (x̄
(i)
t,φ; ȳ

(i)
φ , σ2

t −
σ2
y

s2i,φ
) if σt ≥ σy

si,φ

.

(3.36)

At time step t, φ is sampled by using the conditional distribution p(φ|xt:T ,y) and updated for
several iterations in a Langevin manner:

φ← φ+
ξ

2
∇φ log p(φ|xt:T ,y) +

√
ξϵ,

where ξ is a stepsize and ϵ ∼ N (0, In). Here, ∇φ log p(φ|xt:T ,y) ≈ ∇φ log p(φ|x̄0|t,φ,y), and
the gradient can be computed as:

∇φ log p(φ|x̄0|t,φ,y) = −
1

2σ2
y

∇φ

∣∣∣∣y −Aφx̄0|t,φ
∣∣∣∣2 . (3.37)

3.1.9 DDNM [149] family

A different way to find meaningful approximations for the conditional score is to look at the condi-
tional version of Tweedie’s formula, see Equation 2.15. Using Bayes rule and rearranging [111], we
have

E[X0|Xt = xt,y] = xt + σ2
t∇xt log pt(Xt|y) (3.38)

= xt + σ2
t∇xt

log pt(xt) + σ2
t∇xt

log pt(y|Xt = xt) (3.39)

= E[X0|Xt = xt] + σ2
t∇xt log pt(y|Xt = xt). (3.40)

The methods that belong to the DDNM family make approximations to E[X0|Xt = xt,y] by making
certain data consistency updates to E[X0|Xt = xt].

DDNM [149]. The simplest form of update when considering no noise can be obtained through
range-null space decomposition, assuming that one can compute the pseudo-inverse. In DDNM, this
condition is trivially met by considering operations that are SVD-decomposable. DDNM proposes to
use the following projection step to the posterior mean to obtain an approximation of the conditional
posterior mean

E[X0|Xt = xt,y] ≈ (I −A†A)E[X0|Xt = xt] +A†y, (3.41)
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where A† is the Moore-Penrose pseudo-inverse of A. One can also express Equation 3.41 as an
approximation of the likelihood, consistent to other methods in the chapter. Specifically, notice that
by using the relation in Equation 3.40,

∇xt
log pt(y|Xt = xt) =

1

σ2
t

(E[X0|Xt = xt,y]− E[X0|Xt = xt]). (3.42)

Plugging in Equation 3.41 to Equation 3.42,

∇xt
log pt(y|Xt = xt) ≈ − 1

σ2
t

A†
(
y −AE[X0|Xt = xt,y]

)
(3.43)

measurements error“lifting” matrix

guidance strength

When there is noise in the measurement, one can make soft updates

E[X0|Xt = xt,y] ≈ (I − ΣtA
†A)E[X0|Xt = xt] + ΣtA

†y, Σ ∈ Rn×n. (3.44)

Also, similar to Equation 3.43,

∇xt log pt(y|Xt = xt) ≈ − 1

σ2
t

ΣtA
†
(
y −AE[X0|Xt = xt,y]

)
(3.45)

measurements error“lifting” matrix

guidance strength

Here, one can choose a simple Σt = λtI with λt set as a hyper-parameter, or use different scaling for
each spectral component. Observe that due to the relationship between the (conditional) score function
and the posterior mean established in Equation 3.40, we can also easily rewrite the approximation in
terms of the score of the posterior.

DDS [25], DiffPIR [164]. Both DDS and DiffPIR propose a proximal update to approximate the
conditional posterior mean, albeit from different motivations. The resulting approximation reads

E[X0|Xt = xt,y] ≈ argmin
x

1

2
∥y −Ax∥2 + λt

2
∥x− E[X0|Xt = xt]∥2. (3.46)

The difference between the two algorithms comes from how one solves the optimization problem
in Equation 3.46, and how one chooses the hyperparameter λt. In DDS, the optimization is solved
with a few-step conjugate gradient (CG) update steps, by showing that DPS gradient update steps
can be effectively replaced with the CG steps under assumptions on the data manifold [25]. λt is
taken to be a constant value across all t. DiffPIR uses a closed-form solution for Equation 3.46, and
proposes a schedule for λt that is proportional to the signal-to-noise (SNR) ratio of the diffusion at
time t. Specifically, one chooses λt = σtζ, where ζ is a constant.

3.2 Variational Inference

These methods approximate the true posterior distribution, p(x|y), with a simpler, tractable distribu-
tion. Variational formulations are then used to optimize the parameters of this simpler distribution.

3.2.1 RED-Diff [94]

Mardani et al. [94] introduce RED-diff, a new approach for solving inverse problems by leverag-
ing stochastic optimization and diffusion models. The core idea is to use variational method by
introducing a simpler distribution, q := N (µ, σ2In), to approximate the true posterior p(x0|y) by
minimizing the KL divergence DKL between them:

min
q
DKL(q(x0|y)∥p(x0|y)). (3.47)

Here, DKL(q(x0|y)∥p(x0|y)) can be written as follows:

DKL(q(x0|y)∥p(x0|y)) = −Eq(x0|y)[log p(y|x0)] +DKL

(
q(x0|y)∥p(x0)

)︸ ︷︷ ︸
Variational Bound (VB)

+constant. (3.48)
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via classic variational inference argument. The first term in VB can be simplified into reconstruction
loss, and the second term can be decomposed as score-matching objective which involves matching
the score function of the variational distribution with the score function of the true posterior denoisers
at different timesteps:

min
µ

||y −A(µ)||2

2σ2
y

+ Et,ϵ[λt||ϵθ(xt; t)− ϵ||2] (3.49)

where µ is the mean of the variational distribution, and σ2
v is the noise variance in the observation,

ϵθ(xt; t) is the score function of the diffusion model at timestep (t) and λt is a time-weighting factor.

Sampling as optimization. The goal is then to find an image µ that reconstructs the observation y
given by f , while having a high likelihood under the denoising diffusion prior (regularizer). This
score-matching objective is optimized using stochastic gradient descent, effectively turning the
sampling problem into an optimization problem. The weighting factor (λt) is chosen based on the
signal-to-noise ratio (SNR) at each timestep to balance the contribution of different denoisers in the
diffusion process.

3.2.2 Blind RED-Diff [6]

In [6] authors introduce blind RED-diff, an extension of the RED-diff framework [94] to solve blind
inverse problems. The main idea is to use variational inference to jointly estimate the latent image
and the unknown forward model parameters.

Similar to RED-Diff, the key mathematical formulation is the minimization of the KL-divergence
between the true posterior distribution p(x0, γ|y) and a variational approximation q(x0, γ|y):

min
q
DKL(q(x0, γ|y)∥p(x0, γ|y)).

If we assume the latent image and the forward model parameters are independent, the KL-divergence
can be decomposed as:

DKL(q(x0|y)||p(x0)) +DKL(q(γ|y)∥p(γ))− Eq(x0,γ|y)[log p(y|x0, γ)] + log p(y).

The minimization with respect to q involves three terms:

i. DKL(q(x0|y)∥p(x0)) represents the KL divergence between the variational distribution of
the image (x0) and its prior distribution. This term is approximated using a score-matching
loss, which leverages denoising score matching with a diffusion model (as in RED-Diff).

ii. DKL(q(γ|y)∥p(γ)) is the KL divergence between the variational distribution of the forward
model parameters (γ) and their prior distribution. This term acts as a regularizer on γ.

iii. −Eq(x0,γ|y)[log p(y|x0, γ)] is the expectation of the negative log-likelihood of the observed
data y given the image x0 and the forward model parameters γ. This term ensures data
consistency.

The resulting optimization can be achieved using alternating stochastic optimization, where the image
x0 and the forward model parameters γ are updated iteratively.

The formulation assumes conditional independence between x0 and γ given the measurement y, and
it also requires a specific form for the prior distribution p(γ).

3.2.3 Score Prior [54]

We again start by introducing a variational distribution qϕ(x0) that aims to approximate the posterior
distribution determined by the diffusion prior. The optimization problem becomes

min
ϕ
DKL(qϕ(x0)||pθ(x0|y)) (3.50)

min
ϕ

∫
qϕ(x0|y)[− log p(y|x0)− log pθ(x0) + log qϕ(x0)]. (3.51)

17



One of the most expressive yet tractable proposal distributions is normalizing flows (NF) [112, 44].
Choosing qϕ to be an NF, we can transform the optimization problem to

min
ϕ

Ez∼N (0,In)

− log p(y|Gϕ(z))︸ ︷︷ ︸
Likelihood

− log pθ(Gϕ(z))︸ ︷︷ ︸
Prior

+ log π(z)− log

∣∣∣∣det dGϕ(z)

dz

∣∣∣∣︸ ︷︷ ︸
Entropy

 , (3.52)

where the expectation is over the input latent variable z, and π is the reference Gaussian distribu-
tion. Observe that the likelihood term and the entropy can be efficiently computed with a single
forward/backward pass through the NF due to the parametrization of qϕ with an NF. All that is left
for us is to compute the prior term log pθ(Gϕ(z)). In score prior [54], this is solved by leveraging
the instantaneous change-of-variables formula with the diffusion PF-ODE, as originally proposed
in [135]

log pθ(x0) = log pT (xT ) +

∫ T

0

∇ · f̃θ(xt, t) dt, (3.53)

where fθ(xt, t) is the drift term of the reverse SDE in Equation 2.2 with the score replaced by
the network approximation. Notice that by plugging in Equation 3.53 to Equation 3.52, we can
optimize the NF model in an unsupervised fashion. Notice that while this formulation does not incur
approximation errors, it is very costly as every optimization steps involve computing Equation 3.53.
Moreover, observe that the training of NF is done for a specific measurement y. One has to run
Equation 3.52 for every different measurement that one wishes to recover.

3.2.4 Efficient Score Prior [53]

As computing Equation 3.53 is costly, Feng et al. proposed to optimize qϕ with the evidence lower
bound (ELBO), originally presented in the work of Score-flow [132] bθ(x0) ≤ log pθ(x0)

bθ(x0) = Ep(xT |x0) [log π(xT )]−
1

2

∫ T

0

g(t)2h(t) dt, (3.54)

where

h(t) := Ep(xt|X0)

[
1

σ4
t

∥hθ(xt)− x0∥22︸ ︷︷ ︸
Denoising loss

−∥∇xt log p(xt|x0)∥22 −
2

g(t)2
∇xt · f(xt, t)

]
. (3.55)

Intuitively, the value of bθ is small when we have a small denoising loss, and large when our diffusion
denoiser hθ cannot properly denoise the given image. Replacing the exact likelihood Equation 3.53
that requires hundreds to thousands of NFEs to the surrogate denoising likelihood Equation 3.54 that
requires only a single NFE makes the method much more efficient and scalable to higher dimensions.

3.3 Asymptotically Exact Methods

These methods aim to sample from the true posterior distribution. Of course, the intractability
of the posterior distribution cannot be circumvented but what these methods trade compute for
approximation error: as the number of network evaluations increases to infinity, these methods will
asymptotically converge to the true posterior (assuming no other approximation errors).

3.3.1 Plug and Play Diffusion Models (PnP-DM) [152]

As explained in the introduction, the end goal is to sample from the distribution p(x0|y) ∝
p(x0)p(y|x). The authors of [152] introduce an auxiliary variable z and an auxiliary distribution:

π(x0, z|y) ∝ p(x0) · p(y|z) · exp
(
− 1

2ρ2
||x0 − z||2

)
. (3.56)

It is easy to see that as ρ→ 0, the auxiliary distribution converges to the target distribution p(x0|y).
To sample from the joint distribution π(x0, z|y), the authors use Gibbs Sampling, i.e. the alternate
between sampling from the posteriors. Specifically, the sampling algorithm alternates between two
steps:
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• Likelihood term:

z(k) ∼ π(z|y,x(k)
0 ) ∝ p(y|z) · exp

(
− 1

2ρ2
||x(k)

0 − z||2
)
. (3.57)

• Prior term:

x
(k+1)
0 ∼ π(x0|y, z(k)) ∝ p(x0) · exp

(
− 1

2ρ2
||x(k)

0 − z(k)||2
)
. (3.58)

The likelihood term samples a vector that satisfies the measurements and is close to x
(k)
0 . The prior

term samples a vector that is likely under p(x0) and is close to z(k). For most problems of interest,
sampling from Equation 3.57 is easy because the distribution is log-concave, e.g. that’s the case for
linear inverse problems. The interesting observation is that sampling from Equation 3.58 corresponds
to a denoising problem, for which diffusion models excel. Indeed, for any xt at noise level σt, we
have that:

p(x0|xt) ∝ p(x0)p(xt|x0) = p(x0)exp

(
− 1

2σ2
t

||x0 − xt||2
)
. (3.59)

Hence, to sample from Equation 3.58, one initializes the reverse process at z(k) and time t such that:
σt = ρ.

3.3.2 FPS [47]

FPS connects posterior sampling to Bayesian filtering and uses sequential Monte Carlo methods to
solve the filtering problem, avoiding the need to handcraft approximations to the posterior p(y|xt).
Given an observation y, FPS proposes to first construct a sequence {yt}Nt=0 from y, and then
determine a tractable distribution p(xt−1|xt,yt−1). Starting from xN ∼ N (0, In), FPS can then
recursively sample xt for t = N − 1, . . . , 1, and finally obtain x0. Specifically, FPS consists of two
steps:

Step 1. Generating a sequence of {yt}Nt=0 with an observation y. This can be done either using
the forward process or unconditional DDIM backward sampling.
For the construction via the forward process, we recursively construct yt as follows:

yt = yt−1 + σtAzt, initialized with y0 := y. (3.60)

This arises from xt = xt−1 + σtzt and applying the linear operator A to it.
For the construction via backward sampling, FPS uses methods such as unconditional DDIM
as in Equation 2.9,

yt−1 = uty0︸︷︷︸
clean

+ vtyt︸︷︷︸
direction to time t sample

+wtAzt︸ ︷︷ ︸
noise

, initialized with yN ∼ N (0, AA⊤).

(3.61)

Here, ut, vt, and wt are DDIM coefficients that can be explicitly computed. Note that yN is
sampled fromN (0, AA⊤) because the prior distribution of the diffusion model is a standard
Gaussian xN ∼ N (0, I), and due to the linearity of the inverse problem, yN = AxN .

Step 2. Generating a backward sequence of {xt}Nt=0 from Step 1’s {yt}Nt=0. First, note that
p(xt−1|xt,yt−1) is a tractable normal distribution. This results from applying Bayes’ rule
and the conditional independence of xt and the random vector Yt−1 given xt−1:

p(xt−1|xt,Yt−1) ∝ p(xt−1|xt)p(Yt−1|xt−1). (3.62)

Here, p(xt−1|xt) is approximated via backward diffusion sampling with learned scores, and
p(Yt−1|xt−1) = N (Axt−1, c

2
t−1I), where ct−1, dependent on σy > 0, can be computed

explicitly [134]. Thus, with {yt}Nt=0 and initial condition xN ∼ N (0, In), FPS recursively
samples xN−1, · · ·x1 using p(xt−1|xt,Yt−1 = yt−1), ultimately yielding x0.

FPS algorithm is theoretically supported to recover the oracle p(x|y) once the step size is sufficiently
small.
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3.3.3 PMC [138]

Plug-and-Play (PnP) [71] and RED [114] are two representative methods of using denoisers as priors
for solving inverse problems. Let gy(x) = 1

2σ2
y
∥y −Ax∥22 be the log-likelihood function, hσ

θ(·) an
MMSE denoiser from Equation 2.11 conditioned on the noise level σ, and Rσ

θ(·) := Id− hσ
θ(·) the

residual projector. Note that conditioning on the noise level σ is equivalent to the network being
conditioned no t, since the mapping is one-to-one. A single iteration of these methods read

• PnP proximal gradient method [72]:

xk+1 = hσ
θ(xk − γ∇xk

gy(xk)) (3.63)

= xk − γ

(
∇xk

gy(xk) +
1

γ
Rσ

θ (xk − γ∇xk
gy(xk))

)
. (3.64)

• RED gradient descent [114]:

xk+1 = xk − γ (∇xk
gy(xk) + τ (xk − hσ

θ(xk))) (3.65)
= xk − γ (∇xk

gy(xk) + τRσ
θ(xk)) . (3.66)

Notice that by using Tweedie’s formula, we see that Rσ
θ (x) = −σ2∇x log pσ(x). Rearranging

Equation 3.64 and Equation 3.66,

• PnP:

xk+1 − xk

γ
= −P (xk), P (x) := ∇xgy(x)−

σ2

γ
∇x log pσ(x− γ∇xgy(x)), (3.67)

• RED:
xk+1 − xk

γ
= −G(xk), G(x) := ∇xgy(x)− τσ2∇x log pσ(x). (3.68)

Moreover, by setting γ = σ2 and τ = 1/σ2, one can show that

lim
σ→0

P (x) = ∇xgy(x)− lim
σ→0
{∇x log p(x− σ2∇xk

gy(xk))}

= ∇xgy(x)− lim
σ→0
{ lim
σ→0

log pσ(x)} = lim
σ→0

G(x)

= −∇x log p(y|x)−∇x log p(x) = −∇x log p(x|y). (3.69)

In other words, we see that the iteration of PnP/RED in Equation 3.64 and Equation 3.66 will converge
to sampling from the posterior as σ2 = γ → 0

dxt = ∇xt
log p(xt|y) dt, (3.70)

where t indexes the continuous time flow of x, as opposed to the discrete formulations in Equation 3.64
and Equation 3.66. Note that this notion of t does not match the diffusion time t, where the time
index matches a specific noise level. In PMC, the authors propose to incorporate noise level annealing
as done in the usual reverse diffusion process by starting from a large noise level σ and gradually
reducing the noise level. Solving Equation 3.70 with PMC then boils down to iterative application
of Equation 3.64 and Equation 3.66 with the annealing strategy. Moreover, introducing Langevin
diffusion yields a stochastic version

dxt = ∇xt
log p(xt|y) dt+

√
2dWt, (3.71)

which can be solved in the same way, but with additional stochasticity.

3.3.4 Sequential Monte Carlo-based methods

SMCDiff [142], MCGDiff [17], and TDS [151] belong to the category of sequential Monte Carlo
(SMC)-based methods [48]. SMC aims to sample from the posterior by constructing a sequence of
distributions X1:T , which terminates at the target distribution. The evolution of the distribution is
approximated by K particles. In a high level, SMC can be described with three steps: 1) Transition
with a proposal kernel {x1:K

t } ∼ p(Xt|Xt−1), 2) computing the weights to re-weight the importance,
and 3) resampling from a reweighted multinomial distribution. Methods that belong to this category
propose different ways of constructing the proposal distribution and the weighting function.
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3.4 CSGM-Type methods

3.4.1 DMPlug [147], SHRED [21]

Compressed sensing generative model (CSGM) [15, 34] is a general method for solving inverse
problems with deep generative models by aiming to find the input latent vector z through

z∗ = argmin
z

∥y −AGθ(z)∥2, (3.72)

where Gθ is an arbitrary generative model. DMPlug and SHRED can be seen as extensions of CSGM
to the case where one uses a diffusion model. Unlike GANs or Flows where the mapping from the
latent space to the image space is done through a single NFE, diffusion models require multiple NFE
to solve the generative SDE/ODE. One can rewrite Equation 3.72 as

z∗ = argmin
z

∥y −Ax̂(z)∥2, (3.73)

where x̂ = x̂(z) is the solution of the deterministic sampler initialized at z. Essentially, the models
in this category optimize over the “latent” space of noises that are fed to the deterministic ODE
sampler. One caveat of Equation 3.73 is the exploding memory required for backpropagation through
time. To mitigate this, when sampling from pθ(x0|xT ), a few-step sampling (e.g. 3 for DMPlug and
10 for SHRED) is used to approximate the true sampling process.

3.4.2 CSGM with consistent diffusion models [154]

Diffusion models can be distilled into one-step models, known as Consistency Models [131], that
solve in one step the Probability Flow ODE. These models can be used in Equation 3.73, replacing
the ODE sampling, to reduce the computational requirements [154].

3.4.3 Intermediate Layer Optimization [34, 32]

CSGM has been extended to perform the optimization in some intermediate latent space [34]. The
problem is that the intermediate latents need to be regularized to avoid exiting the manifold of realistic
images. Score-Guided Intermediate Layer Optimization (Score-ILO) [32] uses diffusion models to
regularize the intermediate solutions.

3.5 Latent Diffusion Models

3.5.1 Motivation

In this subsection, we focus on algorithms that have been developed for solving inverse problems
with latent diffusion models (see Section 2.3). There are a few additional challenges when dealing
with latent diffusion models that have led to a growing literature of papers that are trying to address
them.

Loss of linearity. The first challenge in solving inverse problems with latent diffusion models is
that linear inverse problems become essentially non-linear. The problem stems from the fact that
diffusion happens in the latent space but measurements are in the pixel-space. In order to guide the
diffusion there are two potential solutions: i) either project the measurements to the latent space
through the encoder, or, ii) project the latents to the pixel space as we diffuse through the decoder.
Both approaches depend on non-linear functions (Enc, Dec respectively) and hence even linear
inverse problems need a more general treatment.

Decoding is expensive. The other issue that arises is computational. Most of the time, we need to
decode the latent to pixel-space to compare with the measurements. The motivation behind latent
diffusion models is to accelerate training and sampling. Hence, we want to avoid repeated calls to the
decoder as we solve inverse problems.

Decoding-encoding map is not one-to-one. Even if we ignore the computational challenges, it
is not straightforward to decode the latent to the pixel-space, compare with the measurements and
get meaningful guidance in the latent space since the decoding-encoding map is not an one-to-one
function.
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Text-conditioning. Finally, latent diffusion models typically get a textual prompt as an additional
input. A lot of algorithms that have been developed in the space of using latent diffusion models to
solve inverse problems innovate on how they use text conditioning.

3.5.2 Latent DPS

The first algorithm we review in the space of solving inverse problems with latent diffusion models is
Latent DPS, i.e. the straightforward extension of DPS for latent diffusion models. The approximation
made in this algorithm is:

∇xE
t
log p(y|XE

t = xE
t ) ≈ ∇xE

t
log p(y|X0 = Dec(E[XE

0 |XE
t = xE

t ])). (3.74)

The algorithm works by performing one-step denoising in the latent space and measuring how much
the decoding of the denoised latent matches the measurements y.

3.5.3 PSLD [118]

The performance of Latent DPS is hindered by the fact that the decoding-encoding map is not an
one-to-one function, as discussed earlier. The approximation made above could pull xE

t towards any
latent xE

0 that has a decoding that matches the measurements while the score function is pulling xE
t

towards a specific xE
0 , i.e. towards E[xE

0 |xE
t ].

PSLD mitigates this problem by adding an additional term that pulls towards latents that are fixed
points of the decoder-encoder map. Concretely, the approximation made in PSLD is:

∇xE
t
log p(y|XE

t = xE
t ) ≈

∇xE
t
log p(y|(X0 = Dec(E[XE

0 |XE
t = xE

t ]))

+γt∇xE
t

∣∣∣∣E[xE
0 |xE

t ]− Enc(Dec(E[xE
0 |xE

t ]))
∣∣∣∣2 , (3.75)

where γt is a tunable parameter.

3.5.4 Resample [128]

Resample, a concurrent work with PSLD, proposes an alternative way to improve the performance
of Latent DPS. After each clean prediction x̂0(x

E
t+1) is obtained from the previous sample xE

t+1
via Tweedie’s formula in Equation 2.10, and the unconditional reverse denoising process is updated
using, say, DDIM:

x′
t := UnconditionalDDIM

(
x̂0(x

E
t+1),x

E
t+1

)
(3.76)

the authors project the latent back to a point x̂t that satisfies measurements using:

N
(
x̂t;

σ2
t

√
ᾱtx̂0(y) + (1− ᾱt)x

′
t

σ2
t + (1− ᾱt)

,
σ2
t (1− ᾱt)

σ2
t + (1− ᾱt)

Ik

)
. (3.77)

Here, σ2
t is a hyperparameter used to tune the alignment with measurements, ᾱt is predefined in

forward process, and x̂0(y) is found by solving:

x̂0(y) ∈ argmin
x

1

2
||y −A(Dec(x))||22 initialized at x̂0(x

E
t+1). (3.78)

3.6 MPGD [60]

The MPGD authors note that some methods require expensive computations for measurement
alignment during gradient updates, as they involve passing through the gradient (chain rule) of the
pre-trained diffusion model ϵθ(xE

t , t):

xE
t ← xE

t − ηt∇xE
t

∣∣∣∣y −A(Dec(x0|t)
)∣∣∣∣2

2
, (3.79)

where x0|t :=
1√
ᾱt

(
xE
t −
√
1− ᾱtϵθ(x

E
t , t)

)
is a clean estimation via Tweedie’s formula in Equa-

tion 2.10. This gradient bottleneck slows down the overall inverse problem solving. MPGD proposes
bypassing the direct gradient∇xE

t
with theoretical guarantees by updating with∇x0|t :

x′
0|t ← x0|t − ηt∇x0|t

∣∣∣∣y −A(Dec(x0|t)
)∣∣∣∣2

2
(3.80)
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with

x0|t :=
1√
ᾱt

(
xE
t −
√
1− ᾱtϵθ(x

E
t , t)

)
, (3.81)

and use the obtained x′
0|t for unconditional reverse denoising process

x′
t−1 := UnconditionalDDIM

(
x′
0|t,x

E
t

)
. (3.82)

3.6.1 P2L [30]

While text conditioning is a viable option for modern latent diffusion models such as Stable diffusion,
the actual use was underexplored due to ambiguities on which text to use. P2L addresses this question
by proposing an algorithm that optimizes for the text embedding on the fly while solving an inverse
problem.

c∗t = argmin
c
∥y −ADec(E[xE

0 |xE
t , c])∥2, (3.83)

where c is the text embedding, and one can approximate E[xE
0 |xE

t , c] by using the Tweedie’s formula
with the denoiser conditioned on c. Using the optimized embedding at each timestep c∗t , sampling
follows the procedure of Latent DPS

∇xE
t
log p(y|xE

t = xE
t , c) ≈ ∇xE

t
log p(y|X0 = Dec(E[xE

0 |xE
t = xE

t , c
∗
t ])) (3.84)

In addition to the optimization of the text embedding, P2L further tries to leverage the VAE prior by
decoding - running optimization in the pixel space - re-encoding

x∗ = argmin
x

∥y −Ax∥22 + λ∥x−Dec(E[xE
0 |xE

t = xE
t ])∥22 (3.85)

xE = Enc(x∗) (3.86)

3.6.2 TReg [77], DreamSampler [78]

Instead of automatically finding a suitable text embedding to achieve maximal reconstructive perfor-
mance, another advantage of text conditioning is that it can be used as an additional guiding signal to
lead to a specific mode. This may seem trivial, as one has access to a conditional diffusion model.
However, in practice, simply using a conditional diffusion model does not induce enough guidance as
reported in [41, 64], and naively using classifier free guidance [64] (CFG) does not lead to satisfactory
results. In addition to using data consistency imposing steps as in P2L, TReg proposes adaptive
negation to update the null text embeddings used for CFG guidance.

c∗∅ = argmin
c

sim(T (x∗), c), (3.87)

where x∗ comes from Equation 3.85, sim denotes the CLIP similarity [110] score, and T is the CLIP
image encoder. In essence, Equation 3.87 minimizes the similarity between the current estimate of
the image and the null text embedding. Hence, when the optimized c∅ is used for CFG with

ϵθ(x
E
t , c

∗
∅) + ω

(
ϵθ(x

E
t , c)− ϵθ(x

E
t , c

∗
∅),
)

(3.88)

the conditioning vector direction ϵθ(x
E
t , c) − ϵθ(x

E
t , c

∗
∅) is amplified. Later, TReg was further

advanced by devising a way to better make use of CFG by combining score distillation sampling [108]
into the sampling framework.

3.6.3 STSL [116]

Most methods leverage the mean of the reverse diffusion distribution p(X0|Xt), and take a single
gradient step with Equation 3.74. To further leverage the covariance of p(X0|Xt), Rout et al. [116]
propose to use the following fidelity loss

L(xE
t ,y) = ∇xE

t
log p(y|X0 = Dec(E[xE

0 |xE
t = xE

t ]))

+γ∇xE
t

(
Trace

(
∇2

xE
t
log p(xE

t )
))

, (3.89)

where γ is a constant. To effectively compute the trace, one can further use the following approxima-
tion

Trace
(
∇2

xE
t
log p(xE

t )
)
≈ Eϵ∼π

[
ϵ⊤
(
∇xE

t
log p(xE

t + ϵ)−∇xE
t
log p(xE

t )
)]

, (3.90)

where π can be a Gaussian or a Rademacher distribution. Using the loss in Equation 3.89 with
Equation 3.90, STSL uses multiple steps of stochastic gradient updates per timestep.
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4 Thoughts from the authors

In the previous section, we presented several works in the space of using diffusion models to solve
inverse problems. A natural question that both experts and newcomers to the field might have is,
eventually,: “which approach works the best?”. Unfortunately, we cannot provide a conclusive
answer to this question within the scope of this survey, but we can share a few thoughts.

Thoughts about Explicit Approximations. In this survey we tried to express seemingly very
different works, such as DPS and DDRM, under a common mathematical language that contains
the explicit approximations made for the measurements score. We observed that all the methods
compute an error metric that matches consistency with the measurement and then lift the error back
to the image space dimensions to perform the gradient update. Some of the methods used noised
versions of the measurements to compute the error while others use the clean measurements. To the
best of our knowledge, it is not clear which one works the best and one can derive new approximation
algorithms by simply making the dual change to any of the methods that already exist, e.g. one
can propose Score-ALD++ by using the noisy measurements to compute the error. By looking at
Figure 1, it is also evident that methods propose increasingly more complex “lifting” matrices. Some
of these approximations require increased computation, e.g. the Moments Matching method. We
strongly believe that the field would benefit from a standardized benchmark for diffusion models and
inverse problems to understand better the computational performance trade-offs of different methods.
We also believe that under certain distributional assumptions, it should be possible to characterize
analytically the propagation of the approximation errors induced by the different methods.

Thoughts about Variational Methods. Variational Methods try to estimate the parameters of a
simpler distribution. The benefit here is that one can employ well-known optimization techniques
to better solve the optimization problem at hand. A potential drawback of this approach is that the
proposed distribution might not be able to capture the complexity of the real posterior distribution.

Thoughts about CSGM-type Methods. CSGM-type frameworks can benefit from the plethora of
techniques that have been previously developed to solve inverse problems with GANs and other deep
generative modeling frameworks. The main issue here is computational since the generative model
to be inverted here is the Probability Flow ODE mapping that requires several calls to the diffusion
model. Consistency Models [131, 76] and other approaches such as Intermediate Layer Optimization
could mitigate this issue.

Thoughts about Asymptotically Exact Methods. Asymptotically Exact Methods, usually based
on Monte Carlo, could be useful when sampling from the true posterior is really important. However,
the theoretical guarantees of these methods only hold under the setting of infinite computation and it
remains to be seen if they can scale to more practical settings.

5 Conclusion

In this survey, we discussed different types of inverse problems and different approaches that have
been developed to solve them using diffusion priors. We identified four distinct families: methods
that propose explicit approximations for the measurement score, variational inference methods,
CSGM-type frameworks and finally approaches that asymptotically guarantee exact sampling (at
the cost of increased computation). The different frameworks and the works therein are all trying
to address the fundamental problem of the intractability of the posterior distribution. In this survey,
we tried to unify seemingly different approaches and explain the trade-offs of different methods.
We hope that this survey will serve as a reference point for the vibrant field of diffusion models for
inverse problems.

Acknowledgments

This research has been supported by NSF Grants AF 1901292, CNS 2148141, Tripods CCF 1934932,
IFML CCF 2019844 and research gifts by Western Digital, Amazon, WNCG IAP, UT Austin Machine
Learning Lab (MLL), Cisco and the Stanly P. Finch Centennial Professorship in Engineering. Giannis

24



Daras has been supported by the Onassis Fellowship (Scholarship ID: F ZS 012-1/2022-2023), the
Bodossaki Fellowship and the Leventis Fellowship. The authors would like to thank our colleagues
Viraj Shah, Miki Rubinstein, Murata Naoki, Yutong He, and Stefano Ermon for helpful discussions.

References
[1] Asad Aali, Marius Arvinte, Sidharth Kumar, and Jonathan I Tamir. “Solving Inverse Prob-

lems with Score-Based Generative Priors learned from Noisy Data”. In: arXiv preprint
arXiv:2305.01166 (2023) (pages 2, 9).

[2] Asad Aali, Giannis Daras, Brett Levac, Sidharth Kumar, Alexandros G Dimakis, and Jonathan
I Tamir. “Ambient Diffusion Posterior Sampling: Solving Inverse Problems with Diffusion
Models trained on Corrupted Data”. In: arXiv preprint arXiv:2403.08728 (2024) (pages 1, 9).

[3] Kazunori Akiyama, Antxon Alberdi, Walter Alef, Keiichi Asada, Rebecca Azulay, Anne-
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A Proofs

Lemma A.1 (Conditional Expectation and MMSE). Let X0 and Xt be two random variables, and
hθ(xt, t) be a function parameterized by θ. Then:

argminθE
[
|||hθ(xt, t)− x0||2

]
= argminθE

[
||hθ(xt, t)− E[x0|xt]||2

]
(A.1)

That is, the function hθ(xt, t) that minimizes the mean squared error with respect to x0 is the one
that best approximates the conditional expectation E[x0|xt].

Proof.

argminθE
[
||hθ(xt, t)− x0||2

]
(A.2)

= argminθE
[
||hθ(xt, t)− E[x0|xt] + E[x0|xt]− x0||2

]
(A.3)

= argminθE
[
||hθ(xt, t)− E[x0|xt]||2 − 2(hθ(xt, t)− E[x0|xt])

⊤(x0 − E[x0|xt])

+||x0 − E[x0|xt]||2
]

(A.4)

= argminθE
[
||hθ(xt, t)− E[x0|xt]||2 − 2hθ(xt, t)

⊤(x0 − E[x0|xt])
]
. (A.5)

Now, for the second term, we have:

Ex0,xt

[
hθ(xt, t)

⊤(x0 − E[x0|xt])
]
= Ext

Ex0|xt

[
hθ(xt, t)

⊤(x0 − E[x0|xt])
]

(A.6)

= Ext

[
hθ(xt, t)

⊤ (Ex0|xt
[(x0 − E[x0|xt])]

)]
= 0, (A.7)

which concludes the proof.

A.1 Tweedie’s Formula

Lemma A.2 (Tweedie’s Formula). Let:

Xt = X0 + σtZ, (A.8)

for X0 ∼ pX0
and Z ∼ N (0, I). Then,

∇xt
log pt(xt) =

E[X0|xt]− xt

σ2
t

. (A.9)

Proof.

∇xt log pt(xt) =
1

pt(xt)
∇xtpt(xt) =

1

pt(xt)
∇xt

∫
pt(xt,x0)dx0 (A.10)

=
1

pt(xt)
∇xt

∫
pt(xt|x0)p0(x0)dx0 (A.11)

=
1

pt(xt)

∫
∇xtpt(xt|x0)p0(x0)dx0 (A.12)

=
1

pt(xt)

∫
pt(xt|x0)∇xt log pt(xt|x0)p0(x0)dx0 (A.13)

=

∫
p0(x0|xt)

x0 − xt

σ2
t

dx0 (A.14)

=
E[X0|xt]− xt

σ2
t

. (A.15)
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A.2 Denoising Score Matching

By leveraging the MMSE interpretation of the conditional expectation and Tweedie’s formula, one
can approximate the score function by training a model to predict the clean image from a corrupted
observation (via supervised learning). At inference time, the trained network can be converted to a
model that approximates the score through Tweedie’s formula. This training procedure is typically
known as x0-prediction loss. An alternative, but equivalent, way is to train for the score directly.
Vincent [145] independently discovered Denoising Score Matching, which has as a unique minimizer
the score function. DSM and the x0-prediction objective are the same up to a simple network
reparametrization.

Theorem A.3 (Denoising Score Matching [145]). Let p0, pt be two distributions in Rn. Assume that
all the conditional distributions, pt(xt|x0), are supported and differentiable in Rn. Let:

J1(θ) =
1

2
Ext∼pt

[
||sθ(xt)−∇xt

log pt(xt)||2
]
, (A.16)

J2(θ) =
1

2
E(x0,xt)∼p0(x0)pt(xt|x0)

[
||sθ(xt)−∇xt

log pt(xt|x0)||2
]
. (A.17)

Then, J1 and J2 have the same minimizer.

We include the proof listed in [35] for completeness.

Proof.

J1(θ) =
1

2
Ext∼pt

[
||sθ(xt)||2 − 2sθ(xt)

⊤∇xt
log pt(xt) + ||∇xt

log pt(xt)||2
]

(A.18)

=
1

2
Ext∼pt

[
||sθ(xt)||2

]
− Ext∼pt

[
sθ(xt)

⊤∇xt
log pt(xt)

]
+ C1. (A.19)

Similarly,

J2(θ) =
1

2
Ext∼pt

[
||sθ(xt)||2

]
− E(x0,xt)

[
sθ(xt)

⊤∇xt
log pt(xt|x0)

]
+ C2. (A.20)

It suffices to show that:

Ext∼pt

[
sθ(xt)

⊤∇xt
log pt(xt)

]
= E(x0,xt)∼p0(x0)pt(xt|x0)

[
sθ(xt)

⊤∇xt log pt(xt|x0)
]
. (A.21)
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We start with the second term.

E(x0,xt)∼p0(x0)pt(xt|x0)

[
sθ(xt)

⊤∇xt log pt(xt|x0)
]

=

∫
x0

∫
xt

p0(x0)pt(xt|x0)sθ(xt)
⊤∇xt

log pt(xt|x0)dxtdx0 (A.22)

=

∫
x0

∫
xt

s⊤θ (xt) (p0(x0)pt(xt|x0)∇xt
log pt(xt|x0)) dxtdx0 (A.23)

=

∫
x0

∫
xt

s⊤θ (xt)

(
p0(x0)pt(xt|x0)

1

pt(xt|x0)
∇xtpt(xt|x0)

)
dxtdx0 (A.24)

=

∫
x0

∫
xt

s⊤θ (xt) (p0(x0)∇xtpt(xt|x0)) dxtdx0 (A.25)

=

∫
xt

∫
x0

s⊤θ (xt) (p0(x0)∇xtpt(xt|x0)) dx0dxt (A.26)

=

∫
xt

s⊤θ (xt)

(∫
x0

p0(x0)∇xt
pt(xt|x0)dx0

)
dxt (A.27)

=

∫
xt

s⊤θ (xt)

(∫
x0

∇xt
(p0(x0)pt(xt|x0)) dx0

)
dxt (A.28)

=

∫
xt

s⊤θ (xt)

(
∇xt

(∫
x0

p0(x0)pt(xt|x0)dx0

))
dxt (A.29)

=

∫
xt

s⊤θ (xt)∇xtpt(xt)dxt (A.30)

=

∫
xt

pt(xt)s
⊤
θ (xt)∇xt log pt(xt)dxt (A.31)

= Ext∼pt(xt)

[
s⊤θ (xt)∇xt log pt(xt)

]
. (A.32)

A.3 Jacobian of the score

Lemma A.4 (Jacobian of score-function). Let:

Xt = X0 + σtZ, (A.33)

for X0 ∼ pX0
and Z ∼ N (0, I). Then,

H(log pXt
)(xt) =

E[X0X
⊤
0 |xt]− E[X0|xt]E⊤[X0|xt]

σ4
t

− I

σ2
t

. (A.34)

Proof.

∇xt log pXt(xt) =
E[X0|xt]− xt

σ2
t

(A.35)

⇒ σ2
tH(log pXt

)(xt) = Jacob (E[X0|xt])− I. (A.36)
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We will now analyze the Jacobian.

Jacob (E[X0|xt]) =

∫
∇xt

(pX0
(x0|xt)x0) dx0 (A.37)

=

∫
x0∇⊤

xt
pX0(x0|xt)dx0 (A.38)

=

∫
x0pX0(x0|xt)∇⊤

xt
log

(
pXt

(xt|x0)pX0
(x0)

pXt(xt)

)
dx0 (A.39)

=

∫
x0pX0

(x0|xt)∇⊤
xt

log

(
pXt(xt|x0)

pXt
(xt)

)
dx0 (A.40)

=

∫
x0pX0

(x0|xt)∇⊤
xt

log pXt
(xt|x0)dx0 −

∫
x0pX0

(x0|xt)∇⊤
xt

log pXt
(xt)dx0 (A.41)

=

∫
x0pX0(x0|xt)

x⊤
0 − x⊤

t

σ2
t

dx0 −
∫
x0pX0(x0|xt)∇⊤

xt
log pXt(xt)dx0 (A.42)

=

∫
x0pX0(x0|xt)

x⊤
0 − x⊤

t

σ2
t

dx0 −
∫
x0pX0(x0|xt)

E⊤[x0|xt]− x⊤
t

σ2
t

dx0 (A.43)

=
1

σ2
t

(
E[x0x

⊤
0 |xt]− E[x0|xt]E[x0|xt]

⊤) . (A.44)

Corollary A.5. Let:

Xt = X0 + σtZ, (A.45)

for X0 ∼ pX0 , X0 ∈ Rn and Z ∼ N (0, I). Then,

∇2
xt

log pt(xt) =
E[||X0||2 | xt]− ||E[X0|xt]||2

σ4
t

− n

σ2
t

. (A.46)
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