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Presentation plan

“ Change detection challenge in
text data

“ A new combined approach for
change detection

“** Principle of application for
diachronic analysis of
heterogeneous text collection In
the ISTEX-R WP1 context

“* Novel approaches based on
contrast graphs

“** Some results comparison with
LDA
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Introduction

Facing with learning or mining model evaluation,
Facing with distance ambiguities or inefficiency,
Facing with multiple data representations,

Facing with synthetizing and visualizing mining results.

Opinion tracking and sentiment analysis,
Technological and scientific surveys,
Remote people control, ...



Diachronic analysis

“Arts" “Budgets” “Children” “Education”
NEW MILLION CHILDREN SCHOOL
FILM TAX WOMEN STUDENTS
SHOW PROGRAM FPEOFLE SCHOOLS
MUSIC BUDGET CHILD EDUCATION
MOVIE BILLION YEARS TEACHERS
FEDERAL FAMILIES HIGH
YEAR WORK PUBLIC
3 SPENDING PARENTS i
AC ‘Ti 1R NEW SAYS A
FIRST STATE FAMILY MANIGAT
YORK PLAN WELFARL NAMPHY
OPERA MONEY 0 STATE
THEATER PROGRAMS ] N PRESIDENT
ACTRESS GOVERNMENT CARE ELEMENTARY
LOVE CONGRESS LIFE HAITI

The William Randolph Hearst Foundation will give $1.25 million m Lincoln Center, Metropoli-
tan Opera Co.. New York Philharmonic and Juilliard School, rd felt that we had a
real opportunity to make a mark on the future of the performing arts with these grants an act
every bit as important as our traditional areas of support in health, medical 1o 1, education
and the social services” Hearst Found ent Randulph A Hearql sald Monday in

uncing the g Lincoln Center’s ahare will be S200.000 for its new buildimg. which

cilities. The Metropolitan Opera Co. and
f each 'he Juilliard School, where music and

will house young artists and
New ‘mrk Philharmonic wil e §4
the performing arts are taught, will get £250.000. The Hearst Fo I
of the Lincoln Center Consolidated Corporate Fund. will make its usual annual S100.000
donation, too.

1. aleading supporter

LDA [Blei et al. 03]

considers that :
|




LDA inference principle
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e From a collection of documents, infer

e Per-word topic assignment zy ,
e Per-document topic proportions 64
e Per-corpus topic distributions /3

e Use posterior expectations to perform the task at hand, e.g.,
information retrieval, document similarity, etc.




LDA inference techniques
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Approximate posterior inference algorithms
e Mean field variational methods (Blei et al., 2001, 2003)
e Expectation propagation (Minka and Lafferty, 2002)
e Collapsed Gibbs sampling (Griffiths and Steyvers, 2002)
e Collapsed variational inference (Teh et al., 2006)
For comparison, see Mukherjee and Blei (2009) and Asuncion et al. (2009).
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Diachronic analysis

* Visualization of change is still an open problem
and many methods are experienced
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A new reliable approach for
diachronic analysis



How to find efficient alternative to LDA

“ A combination of techniques is used to

substitute to LDA and cope with its known
problems

* A new metric based on feature maximization is exploited
in all steps,

* Neural clustering is used for topic detection,

* Unsupervised Bayesian reasoning is exploited for
detection of changes.

“* Variation of former techniques help to :

* Period detection,
* Optimal model identification,

The method has not parameters, computation time is
low and granularitv of topics is homogeneous.



The feature maximization metric

Let us consider a partition C resulting from a grouping method
applied on a set of data D represented with a set of descriptive
features F, feature maximization is a metric which favors
groups (i.e. clusters or classes) with maximum Feature F-

measure which represents the harmonic mean between :

4 ? A
\ ZdEc Wd
FRo(f) = -
Z:a:"eC ZdEc’ Wd
\ /
4 . I
Zde d
FR() =g —=
S Z:f’EFC dec "'d )

= P(clf)

= P(flc)




A simple example

“* We consider a sample of
for which we measure
and

and

and
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A simple example

We compute the Feature Recall (FR) and the
Feature Precision (FP) and the Feature F-measure

(II:F) for each class and each feature and each
class

FR(SSM)= / =0.62
FP(SM)= / =0.35

R (S,M)XFP(S,M))
FF(S,PEE§’%‘&§;{(5,W +EP (S,M)
— gl4z=045




A simple example

“ We compute the average marginal values of

Feature
F-measure by feature (local) and the overall

e o e edEr sty re a nd

T Feature F-measure is un

size

N 03 0 0 the global Feature F-mesure
average are removed

The remaining (i.e. selected) features
whose F-measure is over

marginal average in one class

are considered as active in

this class

14



A simple example

“* The contrast factor highlights the degree of activity/
passivity of selected features relatively to their

marginal Feature F-measure average in the different
classes

Hair —— Hair 0.39/0.50.66/0.5
_lengt 0.66| 0.53 _length 3

h

Shoes 0.48/0.3 0.22/0.3
ngzees 0.48 022 0.35 _size 5 5

The constrast can be seen as a function
that will tend to:

lengtr

“aive

15
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1.858265 dynamisme
1.811123 exigence
1.775048 compatriotes
1.769069 vision
1.768280 honneur

1.763166 asie

1.762665 efficacité
1.745192 saluer
1.743871 soutien
1.737269 renforcer
1.715155 concitoyens
1.709736 réforme
1.703412 devons
1.695359 engagement
1.689079 estime
1.671255 titre
1.669899 pleinement
1.662398 coeur
1.661476 ambition
1.654876 santé
1.640298 stabilité
1.632421 amitié
1.628630 accueil
1.622473 publics
1.616558 diversité
1.614945 service
1.612488 valeurs
1.610123 détermination
1.601097 réformes
1.592938 état

MITTERAND

1.881835 douze
.852007 est-ce

1.800091 eh

1.786760 quoi

1.758319 gens
1.747909 assez
1.741650 capables
1.716491 penser
1.700678 bref
1.688314 puisque
1.672872 on
1.662164 étais
1.620722 parle
1.618184 fallait
1.604095 simplement
1.589586 entendu
1.580018 suite
1.572140 peut-étre
1.571393 espére
1.560364 parlé
1.550856 dis
1.549594 cela
1.538523 existe
1.535598 facon
1.529225 pourrait
1.525645 la
1.525508 chose
1.523575 époque
1.522290 production
1.519365 trouve




Classification with FMC

DICKENS

1,227361 coming
1,04304 heart
1,197376 going

COLLINS

948 SpeaKing

DICKENS answered

CHILDNESS (IDF only)

COLLINS
CHILDNESS (IDF only)

1,531862 boy

men
gentleman
street
dear

love

like

young
light
seemed
dark
happy
know
indeed
fire

often
great
pretty

1,480477
1,477346
1,480015
1,782888
1,638954
100 10
1,57313
1,585134
1,562992
1,49908
1,463912
1,439286
1,436957
1,4481

1,454421
1,389128
1,461329
1,531321
1,476144
1,396892
1,298137
1,405204
1,238744

rolling
sing
horses
worked
sun

comfortable

touching
teach
pleasant
shadows
windows
pains
youre
raising
wall

waiting
heard
servan
interest
woman
led

left

feel
remember
met

open
will
look

means
husband
doctor
present
suddenly
herself
truth
letter

1,454853
1,341769
1,459178
1,374366
1,567781
1,486814
1,542078
1,53803

1,449153
1,709461
1,429975
1,450273
1,464363
1,416902
1,41972

1,464345
1,540817
1,386233
1,416557
1,685569
1,364304
1,45935

proceeding
explain
anxiety
notted
discovery

events
informed
approached
eagerly
confession
accepted
necessity
evidence
address
capable
patence
sadly
entering
importance
resoluton
alarm
possessed
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Feature maximization

Shown to vutperforrn both

Staie-oi- Lllt arl sy.nbo!!f (FCA)
gnd numeric {Specira Clusterin )
methods in complex problems

Can be ed to highlight latent
classes in ciassificetion

~l
(AooCO 111 |1

problems:

Co- 14(14) [197(197)]

Prevalent Label — = AgExp-Cause

0.341100 G-AgExp-Cause
0.274864 C-SUJ:Ssub.OBJ:NP
0.061313 C-SUIJ:Ssub

0. 042544 C-SUJ:NP.DEOBIJ:Ssub

0.017787 C-SUJINP.DEOBIJ: VPinf
0.008108 C-SUIJ:.VPinf, AOBJ:PP

[**déprimer 0.934345 4(0)] [affliger 0.879122 3(0)]
[éblouir 0.879122 3(0)] [choquer 0.879122 3(0)]
[décevoir 0.879122 3(0)] [décontenancer t].b?E'JIEE
3(0)] [décontracter 0.£79422 3(0)] [désillusionner
0.879122 3(0)] [**ennuyer 0.879122 3(0)] [fasciner
(0.879122 3(0)] [**heurter 0.879122 3(0)] ...




Diachronic analysis exploiting feature

Stability
Cluster labels
extraction

Stability

Disappearing $

maximization

Multiple functions of the
MVDA model are
exploited :

' Optimized clustering

using neural
methods and
unbiased quality
measures

High performance
(F-max based)
labeling techniques

Appearing

19




Diachronic analysis exploiting feature
maximization

MVDA paradigm relies
on Bayesian reasoning

Bayesian network is
generated in an
unsupervised way

Uses clustering models
shared data to perform
cluster comparisons

Applicable with any
clll)lstering method

Gayesian network model A

\_ Y,

\

Features (F)

Target model (T)
Viewpoint (2)

Source model (S)

Viewpoint (1) O O O /
O ® O




Diachronic analysis exploiting feature
maximization

Strong focalizatior

Weak focalization

Activation of a class
on the source
viewpoint

Potential activity profile on the target viewpoint

21



Diachronic analysis exploiting feature
maximization

Fichier Options

[ [ ][#]

Patentees

B

Multi-view patent analysis

Advantages




Diachronic analysis exploiting feature
maximization

On line generalizations

Original model

Viewpoint 1 Viewpoint 2

D bomsed Dayeon reng.
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Diachronic analysis exploiting feature
maximization

* Only clusters labels with labeling F-measure
over average are considered for comparison

* Comparison is performed using an
adal]lptation of MVDA Bayesian reasoning
with :

where L, represent the set of labels associated to
the cluster x, and L, n L, represent the common

labels, which can be called the label matching
kernel, between the cluster x and the cluster y.



Diachronic analysis exploiting feature
maximization

The similarity between a cluster s of the
source period and a cluster t of the target
period is established using :

*The average matching probabilities P,(x) of a
period cluster

*The global average activity A, generated by a
period model on the model of the alternatlve
period and its standard deviation 6,

Similarity is found if :
1) P(t|s) > P (s) et P(t|5) > A -+ 6
2)




Diachronic analysis exploiting feature
maximization

source cluster: 27 [28/12] target cluster: 37 [16/8]

- Stable labels - gimilarityv kernel
f£fl: 0.048624127] £2: 0.0252281371
£1: 0.050103127] £2: 0.251873[37]

- Highly dominant] (pr peculiar) labke
0.139284[27] £2: 0.000000[-1]
0.099508[27] £f2: 0.000000[-1]
0.078289[27] £2: 0.000000[-1]
0.076769[27] £2: 0.000000[-1]

- Highly dominanf] (pr peculiar) labe
£f1: 0.000000[-1] £2: 0.042154[37]
£1: 0.000000[-1] £2: 0.038080[37]

£2: 0.033203[37]

Label
is absent
or not
significant

Microchannel plates (**%*)
Photon counting (***)

= in source period

Photocathodes
Plasma diagnostic
Tokamak devices
Photomultipliers

= in target period

Quantum cryptography
Lidar
Quantum dot

in period 1 Label Feature F-measures Label Feature F-measures Label names
L------l I} L] 1] [}
in source period (1) in target period (2)

(***) = matching kernel labels

Matching kernel
(core labels)

Dominant labels
in period 1
Dominant labels
in period 2




Diachronic analysis exploiting feature
maximization

source cluster: 27 [28/12] target cluster: 37 [16/8]

- Stable labels - similarity kernel
f1: 0.048624[27] f2: 0.025228[37] Microchannel plates (*#%)

- Highly dominant (or prevalent) labels in source period

f1: 0.139294[27] f2: 0.000000[-1] Photocathodes

f1: 0.099508[27] f2: 0.000000[-1] Plasma diagnosfic

f1: 0.078299[27] 12: 0.000000[-1] Tokamak devices Highlighted labels
f1: 0.076769[27] f2: 0.000000[-1] Photomuliipliers with high (italic)

-Highly dominant (or prevalent) labels in target period or middle high

f1: 0.050103[27] f2: 0.251873[37] Photon counting (**%) (others)

f1: 0.000000[-1] f2: 0.042154[37] Quantum cryptography Feature F-measure
f1: 0.000000[-1] f2: 0.038080[37] Lidar difference between
f1: 0.000000[-1] f2: 0.033203[37] Quantum dot

Label r:rwigrated from e Rem : blue color codes are used for highlighted labels in source period (1)
matching kernel to period 2 _ and red color codes are used for for highlightedlabels in target period (2)




Diachronic analysis exploiting feature

maximization
TIME NBR NBR NBR NBR NBR NBR
PERIOD GROUPS MATCH DISAP APPE SPLI MERG

1996- 43
1999

2000- 50
2003

. Small temporal chan?es can be identify in the context of the
global topic temporal matches,

. Big temporal changes can be associated to topics that do
not participate to matching kernels.



Diachronic analysis exploiting feature
maximization

[12/7]) 24 [20/B)

poend. (")

CIFEF, i Conagetin i ) R =

.

= Bighly dominant ([or pa.:u].i.a.r} labels in source period : 043265(1 [-1]1 MI5 structure
£1: 0.034510023) £2: 0.0000000-1] Experimental study 1: 0-REERE21) . {~1] Dianond
for peculiar) labels in target period
£1; 0.061132[15)] £2: 0.222402([24]) Anorphous semicooductors
£1: 0.054647(15) =2 o, 1314?3[:41 Hydrogen (**)
6000001-1] £2: f.067403( gelenium
£2: D.0IS0ZE] ] Plasma CVD coatihgs

= Highly deminant (or peculiar) labels in target paricd
£1: 0.072004[23) £3: .“’ﬂﬂh’f ] Polymer films (*=*)

28471 source clust 17/13)
= Mo stable

lager (***)
= Highly dominanc (Or peOllliar; lanels 10 SOUrca pariod
1= 8, ;ﬂd.ﬁ-mf}-lj f2: 0.088187[33] optical fabricatiop (4ve)
2: 0. 000¢ =11 Integrated clirouit technology
! Interfersnca filter
=11 Sémiconductor technology

= Highly dominant [(or p-:u:.n-] labels In source period
-148833[14d] £2: D, 057783 [14] Semicondictor lasar [(*T®)
0. PO r14]) F2: 0.033436[14] Lager dicdes (***)
O.026458[14]) F2x 0.000 =1] Surface
i f2r 0,000000f 1 Waveguide laser

for peculisr) Im in target parisd = Highly dominast [(or peculfar] Ilabsals in target perdiod
£2: 0.068B95[14] ight sources fi . J"-"?T:;'?.!'n-l_u £2: B.213THH[33] Optical design techoigues [é#s)
f2r 0.032487[14) Laser boam applications 1: Q.00000 1] fz: 055834 [33) Rberrationa
25 0, :l""":l'l‘:. ] Vertis=al eavity laser Il Q000 [=-1] £2: D.039636(31) Fay tracing
rae

source cluster 16 is wvanishing

fi: 0.141845[16] £2: 0.000000[-1]} oOptical fiber

fi: 0.0TATE2[16] f2: 0.000000[-1] Fiber laser

fi; 0.0607T06[16] fz: 0.000000[-1] Acoustooptical device
£l: 0.04%628([16] f2: 0.000000[-1] Ring laser

target cluster 9 iz appearing target cluster 39 is appearing
£1: 0. {33552“ £] !2 0. 160462[ 9] Fluorescence £1: 0.000000[-1] £2: 0.144184[39] Pixsl
1 11 5 B1 Phosthalescsncs £1: D,GE}'}DDD[—H f2 0.110076€[35] CMOS imags sSensors

£1: 0.0638881 1] £2: 0.1051321 91 Exciton £1: 0 1: 0.077572[39] Chip

fi: t‘- .J--C.-Cﬂf.tlf- -l E : 0.0e0044[39] Hiqh sensitivity




Diachronic analysis exploiting feature
maximization

CLUSTER REF. TOPIC MAIN KEYWORDS FEATURE PAPER PAPER

F-MEASURE COUNT IN COUNT IN
DIFFERENCE PERIOD 1 PERIOD 2
BETWEEN (1996-1999) (2000-2003)
PERIODS

16

9

39 \ \CMOS image sensors

39 - Pixel

48 Semiconductor quantum dots

—f— Semicenductor guantum
dots (48]

-~ Pixel{339)

—de— CMO5 image sensor (39)

Paper count

== Fluorescence {9)

=== Optical fiber (16)




Contrast graphs

“* Constrast graphs are bipartite graphs
based on the relations between a set of
Eeoaltgi'es S and a set of labels L [Lamirel

“* Theoretically, the set of labels L could
represent any kind of information to which
features can be related with and the set of
features S Is a subset of a global feature
set F (i.e. he original feature space on
which rely the data of a dataset) that has
been obtained through a feature selection
process, like feature maximization.

“In the case of the use of feature
maximization, the weight c(u,v) of an edge
(U V), UES, VEL represents the constrast of*’



Building contrast graphs

Constrast issued
from feature
maximization
metric is used for
materializing force.




Building contrast graphs

Strong links of

different types can
be highlighted

Multidisciplinary

links

* Electronics —
Physics

* Electronics-
Medicine

* Electronic-
medicine

Diachronic links
Medicine-Medicine

Rz



Building contrast graphs

Can be used to analyze and exploit social tagging

Authors graph
with
contributor-topic
links highlight the
transmitters of
knowledge

1- Between
disciplines

2 - Between
periods

35
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Cluster quality evaluation

Most of de quality indexes are based on Euclidean distance,

Behavior of indexes is analyzed on low dimensional problem

and results are often contradictory
[Liu et al 2011],

Min-square error optimization have been proven to be unable

to solve complex clustering problem
| Lamirel 2011],

Min-square and Euclidean distance based indexes are unable to
produce optimal results in high dimensional context (CH and
DB)

| Kassab et al. 2006] [Ghribi et al. 2010],

Most of the realistic problems are not low dimensional
problems with well-shaped clusters with more or less low
overlap,

Clustering methods are imperfect and error-prone,
Indexes results depends on the methods [Lamirel 2004].



Quality evaluation using full-feature
maximization

% Ay f@%@ﬁﬁéﬁyﬁ aBie i3 maximize
(e @lﬁzﬁ%ﬁ#ﬁ- RS ii%%‘%ttii%%%%

n

il 1
PCr=—-> — > G.(f) . |
* A more complete approge d combine summation
. Of positive and summation of invert of negative .
o5 t¢ complete approach could combin€ summation
R %’gﬁé ARG SRR AR e REPRFAYS:
cofitras
(= generic intra-cluster and inter-cluster inertia):

| Skl S| 1
EC, = 1i(“szeskf"c<f I+ Ty 26, ()
e il + 15|




Quality evaluation using feature

maximization
Number
S IRIS-B | WINE PEN Z00 VRBF R8 R52 L
correct
(HEL S

2
2
1
4
2
3
3
3

K-
means

W W W NP P W uv

K-
means

4
-out-
7
9 7
11 10

GNG IGNGF

2
-out
23
18
15

12-16

IGNF

4

6
-out-
-out-
-out-
-out-

6

6

IGNGF




Quality evaluation using full-feature
maximization

e PC INdeX e EC Index




Quality evaluation using feature
maximization

\/
0‘0

L)

L)

L)

L)

Data of clusters are
migrated in a random
way to other clusters to
different fixed amount
for all model sizes,

Indexes are
recalculated on noised
models to look for
potential variation in
their behavior,

This experiment
highlights robustness
to weak clustering
results.

yAole

Z00
Noise
10%

4

5

2
-out-
-out-

4

5

7
IGNGF

200
Noise
20%

3
3
2
-out-
-out-
11
6
10
IGNGF

200
Noise
30%

Numb
er of
correc
t
match
es




Quality evaluation using feature
maximization

2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

e FC e EC-N0OiS€10% s EC-N0ise20% EC-Noise30%




Quality evaluation using feature

maximization

nouibeen 6 frimatahes

p(ili P(ili
OMA = Z'Sijl : (llj)‘; Jli)

|, JEM
where M Lrépresents the set of

VoRMRIS PLRsiERs AT wbigl a match
cléLfE)%es usters for which a match
1s detected.

In temporal matching
process, hypothesis is that
an accurate

model selection will produce
the larger number of
matches,

with matching kernels of the
largest sizes and with the
highest matching
probability.

We consequently exploit
two

complementary criteria for
the evaluation of the
behavior of the indexes.




Quality evaluation using feature

maximization
Number
Opt. Opt. QMA
- - Opt of :
Period Period Period P3 |t | evaluation
Pl P3 emporall - ijteria
matches




Specific challenges on ISTEX data
for diachronic analysis

ISTEX data are issued from different editors, and there is
no standardization of metadata or even no available
metadata in some cases

The exploited method must be able to tackle with large
collection in an unsupervised way (time efficiency + a
few of even no parameters)

Overall time period lengths including stable topics can
vary over time

Visualization of diachronic changes is still on open
problem



A paper sample

CLINICAL AND RESEARCH REPORTS

Psychogeriatric
Services at Certified
Home Health
Agencies

Case Reports and
Guidelines for
Psychiatric Consultants

Gary J. Kennedy, M.D.
Nelly Katsnelson, M.D.
Leila Laitman, M.D.
Ernesto Alvarez, M.S.W.

Because of the unmet mental beafth needs
of older prersons in the community, Medi-
carecertified bome bealth agencies are
increasingly taking the role of bealth
providers. Here the awthors review their
experience and argue that the patbology
seen in bome mental bealth care situ-
ations is similar (o that seen by special-
ized menmtal bealth ouireach teams. Also
the relations between the bome care feam
and the psychiatric consultant require
skilifirl management even when the team
are mental bealth specialisis. The autbors
offer gutdelines for psyebiatric consult-
ants, given the extent lo which bome care
services surpiee in g volatile, oosi-con-
tained environment. (American Jowrnal of
Geriatric Psychiatry 1995; 3:339-347)

nsiderable information is available
n specialized outreach programs for

mentally ill eldedy patients,"” but these
programs are not in the context of Medi-
care-certified home health agencles,
which have craditionally limited their sene
ices 10 nursing, social work, and physical
oroccupational therapy " Existing studies
of outreach to mentally ill eldedy patients
are descriptive, with few conerolied com-
parisons of interventions, personnel, or
outcomes that might be used 1o establish
the indications, benefits, cost offsets, or
critical aspects of team composition.
Nonetheless, they demonstrare a compel-
ling need and document a variery of prac-
tical interventions and viable team

Less than 5% of older community
residents in need of menmal health ser-
vices receive cire.” Because of the stigma
of mental illness and biases about the
efficacy of mental health services in old
age, older adults are less likely 1o be of
fered and to accepr a referral for psychiat-
ric care." Also, older adults ase reluctant
1w scck services for fear thar disclosing
their impairments would sacrifice their
liberty"" Case-finding by social service
agencies is also inadequate in that area
agencies on aging and the mental health
delivery systems lack systematic linkage.™
As a result, Medicare-certified home
health agencies are likely o encounter
substantial unmet menml health needs
among their older clients.

Among nonpsychiatric home care
studies, measures of cost offsets, mortal-
ity, functional starus, cognition, and rates
of nursing home admission yield equivo-
eal resulrs. Failure to target appropriate
patients and to manage care and the cire
team may account for the observation
thar more home care means more cnst
without much improvement in the older
person’s fumetioning. '
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Overall view of the methodology
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Data indexing

1) From title + abstracts
2) From full text **

Part -of-Speech method ** (Python) :
Tokenization

Tagging

Lemmatization

Stop words list

Inadequate strings cleansing
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Comparison with state-of-art indexing methods
(Termsuite, Rake, ...)



Automatic meta-period detection

“* From global dataset and on the basis of a Year-Terms
matrix, feature selection based on feature maximization
is applied and a contrast graph is build up

“* The state-of the art graph partitioning methods are
tested on the graph and their parameters are adjusted :

“* FastGreedy
“* SpinGlass
“ MCL

% Walktrap (adjustment of walkstep) ** [Pons et al. 2005]
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Clustering and detection of changes

K Many clustering method are tested :
“* K-means

* SOM

* GNG **

IGNGF
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< Optimal model| of each period is
highlighted using feature maximization
metrics

<

*

< Detection of changes is performed using
unsupervised Bayesian reasoning on
features and contrast measures



Neural Clustering Methods

Kohonen Self Organizing
Map (SOM) [Kohonen 82]
fixed topology

* Neural Gas (NG)
[Martinetz 91]
free topology

* Growing Neural Gas
(GNG) [Fritzke 95]
free topology + periodically
changing neuron count

Neural clustering methods are less dependant to initial condition than
classical clustering methods

“Incremental” versions of SOM or GNG exist :

ISOM [Merk 03];
IGNG [Prud 05], I2GNG [Hamz 08].




Clustering and detection of changes (1)
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Clustering and detection of changes (1)
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Clustering and detection of changes (2)
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On going work on F-max metric
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On going research on contrast graph

* Contrast graphs can be directly used to highlight
diachronic paths

* The principle is to interpret the result of the clustering
process (topic extraction) as a contrast graph in which
only the salient properties of the clusters are considered

* The salient properties of the clusters are identified by
the feature maximization process

* The optimal clustering model is detected by the use of

Founding : ANR-10-IDEX-0004-02



On going research on contrast graph

< Temporal tags of the clusters data (documents) can be
used to identify the most influent periods in the clusters

The older or root topics that are densely connected to
the others tend to appear at the center of the obtained
graph, the younger topics tend to appear at the

periphery
« Further analysis of the temporal tags in the clusters can

be performed to evaluate the influence of the clusters
over time

¢ Such methodology has been applied for the study the
f Science of Science in China

i;"'Lﬁ’--r--'f’---.-.- br & upcoming SeTEHftONTELPES 29>
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On going research on contrast graph
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Comparison with LDA

Topic extraction capabilities is a critical point in the
diachronic analysis process

Weak or improper topic extraction can lead to non
interpretable or trivial results and put further diachronic
analysis step into problems

The more complex is this task, the higher is the
difference between the methods

Using a 10000 patents dataset related to IA and
extracted from USPTO we manage to retrieve the main
topic of IA by the comparative use of LDA and
ombination of GNG clustering and feature

ster labeling and optimal model
sorla, Foundtng : ANR-10-IDEX-0004-02




Comparison with LDA

Term topic

client.web,mobile rer.ontology.content,concept. knowledge, Mobile Internet
information.dialog.s
personality.data.context.
Autonomous and distributed systems repository
Control (industrial processes and vehicles)
Image processing 2 data.yz arameter,st ity ime.device.system. Signal process
Diagnosis systems jork,unit. function,infon A . resource
Neural networks and neuro-inspirited approaches and circuits 5
Prediction and forecasting (supervised learning — type 1)
Natural language processing (NLF) -
Man/machine interfaces = =5 . i Neural networks
Clustering and knowledge discovery (unsupervised learning) ol ~ o
Recommendation systems and personalized user’s services and assistance
Genetic and evolutionary algorithms
Relevance evaluation and scoringf’ranklng_ e Verification and
Classification (supervised learning - type 2) ¥ i g " V. Application

5 treatment.advertisement e, proxi stion, Recommendation and

request.rating.document wolutionuses -‘ search
content.search.described.category.queried.compiling.g eenome (uery,
impression

In the 10 topic it found, LDA method e e
identify 2 only main topics (including one ——

with high noise) among main topics of Al

domain. Other found topics were either

minor topics or a mix of general terms and

noise.

Our proposed method put all the 12 main

topics of Al into evidence with very low Founding : ANR-10-IDEX-0004-02
noise in their descriptions.




Comparison with LDA

—: Neural networks and neuro-inspirited approaches and circuits

8.726535 neuron
8.407532 gate
Term topic 7.735760 semiconductor
chenl web, meblle paae server. omoloE, content pt.knc Mobile Internet 7.689034 coupling
B 7.525440 summing
6.760579 cell
i _ 6.605940 interconnected
el peoccaing wad 6.460970 circuit
resource allocation :
6.432827 synaptic
6.344198 layer
T ©.295610 charge
1 . 6.184274 floating

&8 - but noi
6.139169 interconnecting
6.096223 sum

signature.markov.evidence, \\mless query.y; iolation, validated.cache, Verification and 6.089437 ar'np lifier .
spa.rscpost:rlors‘plmmn ppli i ‘ﬂ"ﬂ'm nlarmty Application 5.783809 differential
estination,ui.recursively.sea i, optimize | | 5.763820 spike
Recommendation and 5.657769 synapse

search 5.586802 connected

| 5.582337 realized
5.537529 layern

7 Eipa e A S Problem solving 5.48087¢6 electrode

hancst fmgu.\:nr s.lgual parametnc montc car]o taxouom)r ﬁ'am:'\\‘ork method 5,438975 coup le
diverse ot':‘]"?cig generative.network.trie.data.customizable,clean, 5.415030 intermediate
5.389476 synapsis
5.382641 activation
5.373843 array
5.276979 analog

The comparison clearly highlights topic
precision of the proposed method as well
as topic imprecision (i.e. low resolution Founding : ANR-10-IDEX-0004-02
capabilities) of LDA.




Conclusion

“* 'We present a fully unsupervised approach for

diachronic analysis of large collection of
heterogeneous text data. The approach is
parameter-free and incremental and has superior
performance as compared to state-of the art
approaches (computation time, flexibility, stability
of results, scalability, ...)

“* 'We successfully propose a simplified variant of our
original approach using contrast graphs. The new
approach proved to be powerful enough to produce
very relevant results on complex “real life” data
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Conclusion

Comparison of the topic extraction capabilities of
the method with the ones of LDA clearly high a
very significant difference with sufficiently
complex data to deal with, such difference being
critical for further accurate diachronic analysis

Contrast graph are multiscale knowledge and
parameter free approach that has also powerful
application at the document level for automatic
summarization and meta data extraction

Feature maximization approach can also be
successfully transposed to community detection in
complex graph analysis



Contact and questions

emails:
lamirel@loria.fr, Pascal. Cuxac@inist.fr

Some references :

1) Lamirel J.-C. : A new diachronic methodology for automatizing the analysis of research topics
dynamics : an example of application on optoelectronics research, Scientometrics 93(1): 151-166

(2012).

2) Lamirel J.C., Cuxac P.,, Chivukula A.S., Hajlaoui K.: Optimizing text classification through
efficient feature selection based on quality metric. Journal of Intelligent Information Systems, May
2014, p.1-18, Springer.

3) Lamirel J.-C., Cuxac P. :New quality indexes for optimal clustering model identification with
high dimensional data, Proceedings of ICDM-HDM’15 - International Workshop on High
Dimensional Data Mining, Atlantic City, USA, November 2015.



	Slide 1
	Presentation plan
	Introduction Text mining and change detection challenges
	Slide 4
	LDA inference principle
	LDA inference techniques
	Slide 7
	Diachronic analysis Visualization of changes
	Slide 9
	How to find efficient alternative to LDA
	Slide 11
	A simple example
	A simple example
	A simple example
	A simple example
	Classification with FMC Deft challenge [JADT 2014]
	Slide 17
	Feature maximization Exploitation in clustering [Lamirel 12]
	Slide 19
	Slide 20
	Slide 21
	Slide 22
	Slide 23
	Slide 24
	Slide 25
	Slide 26
	Slide 27
	Slide 28
	Slide 29
	Slide 30
	Slide 31
	Slide 32
	Slide 33
	Slide 34
	Slide 35
	Cluster quality evaluation Pending problems
	Quality evaluation using full-feature maximization (Principle)
	Quality evaluation using feature maximization (Results)
	Slide 39
	Slide 40
	Slide 41
	Quality evaluation using feature maximization (Validation)
	Quality evaluation using feature maximization (Validation)
	Slide 44
	A paper sample
	Overall view of the methodology
	Data indexing
	Automatic meta-period detection
	Slide 49
	Slide 50
	Clustering and detection of changes
	Neural Clustering Methods
	Clustering and detection of changes (1)
	Clustering and detection of changes (1)
	Clustering and detection of changes (2)
	Slide 56
	Slide 57
	Slide 58
	Slide 59
	Slide 60
	Slide 61
	Slide 62
	Slide 63
	Slide 64
	Conclusion
	Conclusion
	Contact and questions

