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Abstract 

The video reconstruction quality largely depends on the employed sparse 

representation which approximates the video frame by a sparse linear combination of 

items from an over-complete dictionary. In this paper, we propose a novel adaptive-

weighted side information extraction method is proposed to improve the reconstruction 

video quality. First, the similarity of the measured values between CS frame and the key 

frames is calculated. Then the weighted factors are decided according to the calculated 

similarities. The two key frames which have been made motion estimation multiply the 

weighted factor to obtain the side information. Then the dictionary is generated by the 

side information and KSVD algorithm. The simulation results show that the proposed 

algorithm outperforms the existed non-weighted side information algorithm in terms of 

peak-signal-to-noise ratio (PSNR) by 0.2~0.5 dB and visual perception. 

 

Keywords: distributed video compressive sensing; K-SVD algorithm; dictionary 

learning; video codec; sparse representation 

 

1. Introduction 

The conditional video coding systems based on motion-compensated-prediction, such 

as H.26x, MPEG, are highly asymmetrical since the computationally intensive motion 

prediction is performed in the encoder. It satisfies the needs in applications such as video 

streaming, broadcast system, and digital versatile disk (DVD), where power constrains are 

less a concern at the encoder. However, new applications with limited access to power, 

memory, and computational resources at the encoder have difficulties using the 

conventional video coding systems. Therefore, a simple encoder with low complexity is 

needed. Distributed coding is one method to achieve low complexity at the encoder. In 

distributed coding, source statistics are exploited at the decoder and the encoder can be 

simplified. The theoretical basis for the problem dates back to two theorems in the 1970s. 

Slepian and Wolf proved a theorem to address lossless compression [1]. Wyner and Ziv 

extended the results to the lossy compression case [2]. Since these theoretic results were 

revisited in the late 1990s, several methods have been developed to achieve the results 

predicted in these two theorems, such as the European DISCOVER codec architecture [3], 

Bernd Girod’s DVC scheme with feedback channel [4], Ramchandran’s PRISM (Power-

efficient Robust high-compression Syndrome-base Multimedia) scheme [5], and etc. 

These methods are based on the channel coding techniques, for example turbo codes and 

low-density-parity-check (LDPC) codes. Even though these methods have been proposed, 

but the encoding efficiency is lower than the traditional inter-frame encoders. 
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More recently, an emerging signal acquisition technology Compressed Sensing 

(CS) provides a new way for the signal sampling, signal compression reconstruction 

based on the sparsity of signal, random measurement matrix and nonlinear 

optimization algorithm [6]. It broke through the limitations of traditional Nyquist 

sampling theorem, which has been applicable to directly capture compressed image 

data efficiently. Combination of distributed video coding and CS, known as 

distributed compressed video sensing (DCVS) [7], results in more low-complexity 

and low-cost for video coding. It asserts that a K-sparse signal can be faithfully 

recovered from less incoherent measurements via linear programming, which 

exploits linear projection to keep the original structure of image signal, suggesting a 

significant cost reduction of digital data acquisition. Due to the simplicity of the 

measurement acquisition at the encoder, the CS framework is a natural fit for 

distributed applications of limited video coding devices in the wireless network 

environment. CS is an emerging technology and enables to directly and efficiently 

capture compressed image data via randomly projecting raw image data to obtain 

linear and non-adaptive measurements. The image can then be reconstructed at the 

decoder via solving the convex optimization problem or using some iterative  greedy 

algorithms from the captured data measurement [8]. 

Prior works have been done in DVCS. In [9], a framework called Distributed 

Compressed Video Sensing (DISCOS) is introduced. At the encoder, video frames 

are grouped into group of pictures (GOP) consisting of a key frame and a number of 

non-key frames. Key frames are encoded using traditional MPEG/H.26x encoding. 

For non-key frames (i.e., CS frames), both local block-based and global frame-based 

CS measurements are taken. Side information is generated by using a block-based 

prediction frame which is created by sparsity-constraint block prediction. In this 

approach, the block-based measurements of a CS frame are compared with two 

neighboring decoded key-frames. The measurement vector of the prediction frame is 

subtracted from that of the input frame to form a new measurement prediction error 

vector. The reconstructed CS frame is simply the sum of the prediction error and the 

prediction frame. In this approach, the complex MPEG/H.26x encoding is still 

required. In [10], the authors' approach is different from [9] in that CS measurement 

is applied to both key frames and CS frames. Key frames are reconstructed using 

GPSR at the decoder. For every CS frame, a stopping criteria based on side 

information generated from the key frames is used during the reconstruction 

process. Side information is generated by an efficient frame rate up-conversion tool. 

This work is extended by H. W Chen and etc., [11][12] with the concept of 

dictionary learning. The dictionary is learned from adjacent video frames. After 

that, many dictionaries have been applied. In [10], a DVCS framework was 

proposed with respect to the discrete wavelet transform (DWT) basis, where an 

efficient initialization and several stopping criteria were proposed to improve and 

speed up the employed convex optimization algorithm for CS frame reconstruction.  

The technique presented in [13] incorporated reconstruction from a residual arising 

from ME/MC that had been widely deployed for several decades in video 

compression standards and applied discrete cosine transform (DCT) as the sparse 

representation basis. Besides using the above orthonormal basis (e.g., the DCT basis 

and wavelet basis), an overcomplete dictionary was proposed for sparse 

representation of signals in [14]. The overcomplete dictionary contains prototype 

signal-atoms, and the video signals can be represented by the sparse linear 

combinations of these atoms. Recent activity in this field concentrated mainly on the 

study of pursuit algorithms that decompose signals with respect to a given 

dictionary. Designing dictionaries to better than the above model can be done by 

either selecting one from a pre-specified set of linear transforms, such as multi-

scale Gabor function, wavelet and cascaded sine function, or adapting the dictionary 
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to a set of training signals, such as MOD, K-SVD, ICA-like and etc. [15-17]. A 

dictionary learning method using K-SVD algorithm was proposed in [12] and [18], 

based on the training samples extracted from previous reconstructed neighboring 

frames together with the side information. Furthermore, a “local dictionary” based 

scheme was proposed in [19-21], for their major core employing the local blocks 

extracted a set of spatially neighboring blocks of previous decoded neighboring key 

frames as the dictionary for each block in a CS frame. In our previous work in [22], 

we adopted PCA algorithm based on the concepts of sparse-land model and nonlocal 

similarity to construct the global over-complete dictionary, and seek the best 

representation for video signals. 

Another distributed approach to DVCS is reported in [23]. For each image block 

in CS frame, two different coding modes, SKIP and SINGLE, are used. In the SKIP 

mode, a block is skipped for decoding of it does not change much from the co-

located decoded key frame. This is achieved by increasing the complexity at the 

encoder. In the SINGLE mode, CS measurements in a dictionary using the MSE 

criterion. If it is blow some threshold, then the block is marked as a decoded block. 

A feedback channel is needed to communicate with the encoder that this block has 

been decoded and no more measurements are required. For blocks that are not 

encoded by either the SKIP or the SINGLE mode, normal CS reconstruction is 

performed. 

For all these methods have been considered, there is a need for a CS based video 

codec which does not require a feedback channel with simple side information 

generation methods to keep the complexity of the encoder low. In this paper, we 

follow the idea proposed recently in [9] to implement a distributed video code 

system with an adaptive dictionary. Side information is generated based on the 

similarity of CS measurements in video frames by an adaptive-weighted extraction 

algorithm. In our scheme, each source video frame is compressed independently by 

a number of random sampling operations so as to keep the simplicity at the encoder. 

On the other hand, all analysis will be conducted at the decoder, leading to a joint 

and more complicated decoding to deliver a higher performance. Compared with the 

original work in [9], our contributions in this paper are summarized as follows.  

(1) Side information generation. We propose a weighted side information 

generation method in measurement domain by calculating the similarity factors.  

(2) The sparse dictionary in [9] keeps a constant size, which ignores the 

diversified contents in various blocks within a frame as well as temporal variations 

among frames. In this paper, we propose to adjust adaptively the block-based sparse 

dictionary size to improve the coding performance.  

The rest of this paper is organized as follows. In Section 2, we introduce the 

related works including compressive sensing, K-mean Singular Value 

Decomposition (KSVD), motion estimation, and similarity measurement. Our 

proposed distributed video compressed sensing framework is presented in Section 3. 

It is tested using several typical video sequences, and the experimental results and 

comparing the performance of the proposed algorithm with previously proposed 

methods are presented in Section 4. Finally, conclusions and future works are 

discussed in Section 5. 

 

2. Related Works 
 

2.1. The DISCOS Framework 

The DISCOS framework in [9] is shown in Figure 1. A source video sequence is 

divided into several GOPs (group of pictures), where a GOP consists of a key-frame 

followed by some CS-frames. Each key-frame is intra-coded by a conventional 
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video coding method (such as MPEG or H.26x). CS-frames are compressively 

sampled by using two kinds of measurements, block-based (local) and frame-based 

(global) ones, and all measured data are transmitted to the decoder. The  frame-based 

measurements is similar to the generic CS coding, i.e., each frame Ft (of size N×N, t 

denoting the time) is first vectorized as xt (with height N2) and then compressed via 

a CS-sampling process as: 

t ty x                                                                               (1) 

where yt denotes the output measurement-vector of length Mt, Φ represents the 
2

tM N  measurement (or sampling) matrix generated by the method of structurally 

random matrices (SRMs) [14]. The measurement rate for xt is denoted as 
2

t
t

M
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N
 . 
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Figure 1. The DISCOS Framework 

The block-based measurements are also exploited to preserve local information 

that helps the decoder construct more accurate side information (SI) in DISCOS. 

Each CS-frame is first partitioned into non-overlapped blocks of size B×B. Then, 

each vectorized block xi (where i stand for the block’s index) is sampled with the 

same CS operator as: 

i B iy x                                                                                    (2) 

where 
B  is the measurement matrix. The equivalent sampling operator Φ 

appeared in (1) for the whole frame is a block-wise diagonal matrix composed by 

B . At the decoder side, an independent reconstruction by using the necessary video 

decoding method is first carried out for all key-frames, while the reconstruction for 

CS-frames are much more complicated. As shown in Figure 1, each block in a frame 

is reconstructed via solving an l1 minimization problem as: 

1
ˆ argmin . .i i i B i is t y                                          (3) 

where yi is obtained from (2), Ψi is a sparse basis matrix which can provide a 

sparse representation for xi, i.e., 
i i ix   . Instead of using a fixed linear 

transform (e.g., the block DCT), DISCOS uses a dictionary formed from a set of 

spatially neighboring blocks of previously decoded neighboring key-frames as the 

sparsifying matrix Ψi. Block-based prediction uses the sparsity adaptive matching 

pursuit (SAMP) [19] reconstruction algorithm to solve the l1-minimization. Then, 

DISCOS employs a sparse recovery with SI from its global measurements and its 

local block-based prediction to jointly reconstruct a CS-frame: to subtract the 

measurement vector of an original CS-frame from that of a block-based prediction 

frame to form a new measurement vector of the prediction error. Finally, the CS-
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frame is recovered by adding the prediction error to the prediction frame,  and the 

gradient projection for sparse reconstruction (GPSR) algorithm [20] is used. 

 

2.2. K-means Singular Value Decomposition (K-SVD) 

K-SVD is a dictionary learning algorithm for creating a dictionary for sparse 

representations, via a singular value decomposition approach [24]. K-SVD is a 

generalization of the K-means clustering method, and it works by iteratively 

alternating between sparse coding the input data based on the current dictionary, and 

updating the atoms in the dictionary to better fit the data. Let Y be a set of n-

dimensional N input signals, i.e.,  1...
n N

NY y y R   . Learning a reconstructive 

dictionary with K items for sparse representation of Y can be accomplished by 

solving the following problem 
2

0 0,
min{ } . . , iFD X

Y DX s t i x T                                       (4) 

where D is the learned dictionary, i.e.,  1...
n K

KD d d R   (K>n, making the 

dictionary over-complete),  1...
K N

NX x x R   are the sparse codes of input signals 

Y, and T0 is a sparsity constraint factor (each signal has fewer than T0 items in its 

decomposition). The term 
2

F
Y DX  denotes the reconstruction error. 

The construction of D is achieved by minimizing the reconstruction error and 

satisfying the sparsity constraints. The K-SVD algorithm is an iterative approach to 

minimize the energy in Eq. (4) and learns a reconstructive dictionary for sparse 

representations of signals. It is highly efficient and works well in image 

compression. Given D, sparse coding computes the sparse representation X of Y by 

solving: 
2

0
,

. .min || || || ||i F
D X i

s t ix Y DX                                                (5) 

where ε is the reconstruction error. 

The implementation of K-SVD algorithm includes two steps: sparse coding and 

dictionary updating, described as: 

Step1. Sparse coding. For a given initial dictionary D and the objective function, 

adapt a purchasing algorithm to approach the optimal approximate sparse 

representation matrix X of the sampling points. The reconstruction algorithm used 

in this paper is OMP algorithm. 

Step2. Dictionary updating. Update each dictionary column and the corresponding 

values of sparse matrix X orderly, according to the SVD (singular value 

decomposition). Suppose that the column to be updated is K-column, then the 

objective function can be written in the following form: 

2 2 2 2 2

1

2

k

|| || || || || ( ) ||

|| ||

k
k

F j T F j T k T F

j j k

k

k T F

Y DX Y d X Y d X d X

E d X

 

     

 

 
                  (6) 

In order to remove the zero samples, we define 
k  as the set of K values which 

satisfied   0k

Tx i  , i.e.,   |1 , 0k

k Ti i k x i     . Then we define matrix 
k , 

which size is 
kN . The values of matrix 

k  is 1 at ( ( ), )k i i , and the others is 0. Let 

k k
kR Tx x  , 

R
k kkE E  , then (6) can be rewritten as 

2

k|| E || || ||k R k

k k T k F k k Rd X E d x                                                            (7) 

http://en.wikipedia.org/wiki/K-means_clustering
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The SVD (singular value decomposition) of matrix 
R

kE  is 
R T

kE U V  . The 

atoms dk of the initial dictionary D is replaced by the first column of matrix U. The 

first column of matrix V multiplies Δ(1,1), the result is used to update the sparse 

matrix 
k

Rx . The above two steps will be repeated until the convergence condition is 

satisfied. 
 

2.3. Motion Estimation 

At DCVS decoder, for a CS frame xt, its side information It can be generated from 

the motion-compensated interpolation of its previous and next reconstructed key 

frames, respectively, denoted by xt-j and xt+j. Motion estimation is the process of 

determining motion vectors that describe the transformation from adjacent 

reconstructed key frames. 

Block matching is the most popular and efficient motion estimation technique 

[25]. The key steps of the block-matching method are reviewed as follows: 

(1) partition frame Fi-1 (e.g., previous frame) into P×P (pixels) blocks; 

(2) pre-define a window size M×M (pixels); 

(3) search all the P×P blocks in the M×M windows in frame Fi (e.g., current 

frame) around the selected block in frame Fi-1; 

(4) find the best-matching block in the window according to some metric (e.g., 

mean squared error), and use this to compute the block motion. The block size used 

in this paper is 16×16. 

The most well known matching criteria for block matching motion estimation are 

Mean Absolute Error (MAE), Mean Squared Error (MSE), Cross Correlation 

Function (CCF), and etc. Because the Sum of Absolute Difference (SAD) criterion 

gives good performance in terms of the operation speed and accuracy, so we use 

SAD criterion which can be calculated by 

1

1 1

( , ) | ( , ) ( , ) |
M N

k k

i j

SAD h v x i j x i h j v

 

                                                       (8) 

where ( , )kx i j  is the pixel value of current frame, 
1( , )kx i h j v    is the pixel 

value of the decoded key frame, M×N is the block size, (h, v) is the relative 

displacement. 
 

2.4. Similarity Measurement 

Measurement of the similarity between key frames and CS frames is very 

important for compression. At the encoder, we only know the CS measurement, the 

reconstructed key frame and the measuring matrix, so the similarity between the key 

frame and the CS frame is valued by the similarity between the measurement values 

of the key frame and the CS frame. 

Lemma 2.1 [Johnson-Lindenstrauss (JL) lemma] [26] 

Let (0,1)   be given. For every set Q of #Q points in RN, if n is a positive 

integer such that 
2

0 (ln(#( )) / )n n O Q   , there exists a Lipschitz mapping 

: N nf R R  such that 

2 2 2
(1 ) ( ) ( ) (1 )u v f u f v u v                                                        (9) 

for all ,u v Q . 

JL lemma states that a small set of points in a high-dimensional space can be 

embedded into a space of much lower dimension by a random linear projection, and 

the similarity between the high dimensional space mapping and low dimensional 

space remains within a controllable range of similarity. Key frames and CS frames 
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after measuring the equivalent transformation to a low dimensional space, according 

to the similarity between the measured values can be inferred before measuring the 

similarity. 

The most common similarity measures are mean squared error (MSE) and peak signal-to-

noise ratio (PSNR). In this paper, we use MSE to measure the similarity between the 

measured values of key frames and CS frames: 

22

1 1, , 1 1 1

1 1

1 1 1
( , ) ( , ) ( , ) ( , ) ,

n n
T

t t t k t k t t t t t t

k k

u x x x x x x x x x x
n n n

    

 

                 (10) 

where xt-1 and xt are the measured values of key frame and CS-frame, respectively. 

Greater values of u (xt-1, xt ) indicate lower similarity. 
 

3. Proposed WME-KSVD dictionary based DCVS 

The distributed compressive video sensing (DCVS) is a solution for distributed 

video coding based on the compressed sensing theory. The DCVS framework 

compressively samples each video frame independently at the encoder and recovers 

video frame jointly at the decoder by exploiting an interframe sparsity model by 

performing sparse recovery with side information. In this paper, we propose a new 

DCVS based on adaptive weighted side information and KSVD algorithm, 

abbreviated as WME-KSVD algorithm (WME: Weighted Motion Estimation). 
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Figure 2. Block Diagram of WME-KSVD Dictionary based Distributed 
Compressive Video Sensing 

3.1. WME-KSVD Dictionary based DCVS Framework 

The proposed WME-KSVD dictionary based DCVS framework is depicted in 

Figure 2. At the encoder, video frames are divided into key frames (also called K-

frames) and non-key frames (also called CS-frames). In order to make the coding 

simple, both K-frames and CS-frames adopt consistent block-based random 

measurements. The difference lies in that: the sampling rate of K-frame is higher 

and fixed, while the sampling rate of CS-frame is lower and variable. At the decoder, 

K-frames are directly reconstructed using CS reconstruction algorithm, and CS-

frames are jointly reconstructed by the side information SI, which is obtained by the 

previous reconstructed K-frame to produce the prediction of the CS-frame. It is a 

typical “separate encoding, joint decoding” distributed video coding framework.  

 

3.2. WME-KSVD dictionary generation 

To achieve a well-performed sparse basis for CS frames, blocked-based 

prediction technique is used to generate side information by exploiting temporal 
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correlation between adjacent decoded key frames and the current CS frame. Note 

that different regions in a video sequence have different inter-frame correlation, we 

propose an adaptive weighted motion estimation scheme to generate side 

information 
wI , and the dictionary D is trained by KSVD algorithm At the decoder, 

for a CS-frame 
tX , its side information It is generated from the motion-

compensated interpolation of its previous and next reconstructed K-frames, 

respectively, denoted by 
1tX 
 and 

1tX 
. Then we use 

1tX 
, 

1tX 
 and an adaptive 

weighted side information Iw to train the dictionary for this CS frame Xt as follows. 

(1) as mentioned in section 2.3, ° 1tX   is generated from the forward motion 

estimation of key frame 
1tX 

, and ° 1tX   is generated from backward motion 

estimation of key frame 
1tX 
. 

(2) the measurements of ° 1tX   and ° 1tX   (denoted as xt-1 and xt+1, respectively) can 

be calculated as 

°

°

11

11

tt

tt

x Phi X

x Phi X





  


 

                                                                   (11) 

Then the similarity u(xt-1, xt) is calculated by (11), and the weighted factor α is 

chosen according to the calculated result of u(xt-1, xt). The great u(xt-1,xt ) means a 

great weighted factor α is chosen. In our experiments, we set 9 weighted factors: 

αi={0, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 1}. According to u( xt-1, xt ) and u(xt+1, xt ), the 

weighted factor αi is adaptively selected. Then the side information It is calculated 

by 

° °
1 1(1 )t tt i iI X X                                                                  (12) 

(3) Finally, constitutes the WME-KSVD dictionary by using KSVD algorithm and 

side information It in Step2. 

In summary, the description of WME-KSVD algorithm is described as follows. 

Table 1. WME-KSVD Algorithm 

Algorithm 1 WME-KSVD algorithm 

Input: Xt-1 and Xt+1 are the two neighboring decoded key frames as reference for 

the i-th CS-frame. 

Output:  

1: motion estimation to search the optimal blocks in adjacent decoded fames: ° 1tX 

，° 1tX   

2: calculates °
11 ttx Phi X     and °

11 ttx Phi X     

3:calculates u( xt-1, xt ) and u( xt+1, xt ), and selects αi according to u( xt-1, xt ) and u( 

xt+1, xt ) 

4: generates the side information SI: ° °
1 1(1 )t ti iSI X X      

5: initializes the dictionary D using SI in step4, then constitutes the dictionary D 

during KSVD algorithm 

6: returns D 
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3.3. CS Reconstruction with WME-KSVD Dictionary 

In our DVCS, applying WME-KSVD dictionary D for CS-frame reconstruction, 

(2) can be rewritten as 

opt 2 1=argmin{|| y || || || }D


                                                     (13) 

where (   
 
is the factor that trades off between the reconstruction error and 

sparsity, D is WME-KSVD dictionary, and   is the representation coefficient 

matrix of CS-frame ( )
i

tx  over D. (14) is a reweighted l1-minimization problem, 

which can be effectively solved by the GPSR (Gradient Projection for Sparse 

Reconstruction algorithm) [27] or the iteration shrinkage algorithm [28]. 

The reconstructed algorithm of CS frames is described as follows. 

Table 2. The Reconstructed Algorithm of CS Frames 

The reconstructed algorithm 

Input: y, Φ and λ 

output: 

1. initialization: set initial 
(0)Z  , 

0 min max[ , ]   , 
min max0 1    , counter 

k=0 

2. projection: if 
( )kZ  meet the conditions, then stop; otherwise, the search direction is 

( ) ( ) ( ) ( )( ( ))k k k k

kd P Z GZ q Z     

Where 
( )kGZ q  is the gradient of the objective function, ( )P g  is orthogonal 

projection on Ω. 

3: line searching: calculate 
( 1) ( ) ( )k k k

kZ Z d   , (0,1]k   

4: iteration: calculate 
min max[ , ]k   , k ++ 

5: repeats step 2 

6: returns 
opt  

 

4. Experimental Results 

To testify the proposed WME-KSVD Dictionary based DCVS, we implement it 

and assess the performance on four QCIF video sequences: Foreman, Coastguard, 

News and Akiyo. We perform experiments including ME-KSVD dictionary [19] and 

the proposed WME-KSVD dictionary. The dictionary size is 256×256, the atom size 

is 16×16. 

In DCVS, the block size is 16×16, the sampling rate of key frame is 0.5, the 

sampling rate of CS frame varies from 0.1 to 0.5, and both key frame and CS frame 

are adopted GPSR algorithm for reconstruction. The other parameters are setting as: 

λ=0.8; block size=16×16. 

The average reconstructed qualities are shown in Figure 3 and Table 3. As we can 

see, under the same condition, the reconstructed quality of the proposed WME-

KSVD dictionary outperforms the ME-KSVD dictionary above 0.2~0.5dB in PSNR. 

In our experiments, we find that the times costs of GPSR reconstruction 

algorithm is a little higher than training the dictionary. The use of specialized 

decoding hardware can reduce the reconstruction time to achieve real -time 

decoding. Note that in our experiments, the video frames are divided into blocks for 

measuring and reconstruction, so there are block effects in the reconstructed frames, 

which can be eliminated by filtering and post-processing. 
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(a)                                     (b)                                                     (c) 

Figure 3. Reconstructed CS Frame of Akiyo at Sampling Rate of 0.3: (a) 
Original; (b) ME-KSVD Dictionary; (c) Proposed WME-KSVD Dictionary 

We have also carried out experiments on 4 video sequences with different CS 

sampling rates. Table 1 lists the average PSNR values of while the CS frame 

sampling rate varies from 0.1 to 0.5. As we can see from Table 3, the proposed 

WME-KSVD algorithm is better than ME-KSVD algorithm, and the reconstructed 

video quality is improved in terms of PSNR by 0.2~0.5dB. Because of the intensity 

of video sequences, the results of these two methods are different. When the 

sampling rate r≥0.3, improving sampling rate cannot greatly improve the 

reconstruction quality. So, the CS sampling rate is set to 0.3.  The performance 

comparison between ME-KSVD and the proposed WME-KSVD for CS frames is 

shown in Figure 4, while the sampling rate is 0.3. 

Table 3. The Average Reconstructed Quality of CS Frames in PSNR 

 Average PSNR(dB) 

 rate 

Foreman 0.1 0.2 0.3 0.4 0.5 

ME-KSVD 26.71 28.18 28.96 29.45 29.74 

WME-KSVD 27.24 29.02 29.22 29.79 29.98 

Coastguard  

ME-KSVD 23.68 25.23 25.99 26.44 26.89 

WME-KSVD 24.27 26.09 26.41 26.94 27.11 

News  

ME-KSVD 24.05 26.54 27.81 28.59 29.17 

WME-KSVD 25.58 27.94 28.16 29.17 29.54 

Akiyo  

ME-KSVD 27.85 29.45 30.41 31.34 31.93 

WME-KSVD 28.54 30.56 30.86 31.64 32.13 
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 (a)  (b) 

 (c)  (d) 

Figure 4. Performance Comparison between ME-KSVD and the Proposed WME-
KSVD(CS Frames): (a) Foreman Sequence; (b) News Sequence; (c) Coastguard 

Sequence; (d) Akiyo Sequence 

5. Conclusions 

In this paper, a distributed compressive video sensing (DCVS) framework via 

adaptive weighted motion estimation and KSVD dictionary training method is 

proposed to improve the reconstructed quality. The weighted factors have been 

selected according to the calculated similarity between the key frame and the CS 

frame. The simulation results have shown that our algorithm outperforms ME-

KSVD dictionary method in [15] in both PSNR and visual quality. For future works, 

several important issues need to investigate in depth for achieving a complete CS-

based video coding system are described as follows. (1) More efficient sparse 

representation for video signals to exploit the underlying video in DCVS. (2) 

Adaptive measurement matrix learning: If a measurement matrix can be adaptively 

learned based on the characteristics of current signal to be captured, the number of 

captured measurements should be reduced while preserving a certain performance.  

(3) Fast dictionary training at the decoder and more accurate side information 

generation. If more accurate side information for a CS frame can be generated, the 

trained dictionary can provide much sparser representation for this frame, resulting 

in better compression performance. 
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