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Figure 2. Deep learning architectures: (a) a multi-layer perceptron (MLP) composed of a sequence of three fully-connected layers. Every

layer is connected to the following one by weights, represented by directed arrows. The values of the input, hidden, and output layers are

represented, respectively, by vectors x0, x1, and ŷ; (b) an MLP encoder-decoder. The input data x0 is encoded into a lower dimensional

layer x1,and then decoded into the output ŷ. This structure is also applicable to convolutional and recurrent layers; (c) a convolutional

neural network (CNN) composed of a convolutional layer, and a fully-connected layer. The green squares represent an input tensor, the

orange squares represent hidden layers and the red parallelogram on the right represents the output layer. The small box K1 represents the

convolutional kernel described in Eq. 3. The final layer depends on the task; (d) visual explanation of how convolutional kernels work. Each

element of the kernel is multiplied by its matching input value. Then, all values are summed to obtain the convolved output. This process is

repeated across the whole input, as the kernel shifts along it. (e) a recurrent neural network (RNN) in compact form (left) and in the unfolded

form (right). The iterative structure of the RNN (left) can be unfolded in time to show how hidden states influence the solution at each time

step (right). The colouring scheme indicates for each architecture the input (green), the state (orange), and the output (red).
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