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HARDWARE TO SOFTWARE TRENDS
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Hybrid / Heterogeneous Designs

Multicore + GPUs

HETEROGENEITY-AWARE ALGORITHMS
INNOVATIVE DATA STRUCTURES
PRECONDITIONING TO REDUCE PIVOTING
MIXED PRECISION ALGORITHMS.

Matrix Algebra on GPU and Multicore Architectures
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3 PERFORMANCE RESULTS
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