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Abstract: Recent in-hardware GPU acceleration of half precision arithmetic (FP16) -- motivated 
by various machine learning (ML) and artificial intelligence (AI) applications -- has reinvigorated a great 
interest in the mixed-precision iterative refinement technique. The technique is based on use of low 
precision arithmetic to accelerate the general HPC problem of solving Ax = b, where A is a large dense 
matrix, and the solution is needed in FP64 accuracy. While being a well known technique, its successful 
modification, software development, and adjustment to match architecture specifics, is challenging. 
For current manycore GPUs the challenges range from efficient parallelization to scaling, and using the 
FP16 arithmetic. Here, we address these challenges by showing how to algorithmically modify, develop 
high-performance implementations, and in general, how to use the FP16 arithmetic to significantly 
accelerate, as well as make more energy efficient, FP64-precision Ax = b solvers. One can reproduce 
our results as the developments will be made available through the MAGMA library. We quantify in 
practice the performance, and limitations of the approach stressing on the use of the Volta V100 
Tensor Cores that provide additional FP16 performance boost.
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