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computing communities. Proposed themes/issues should address timely, emerging topics that 
will be of broad interest to Computer’s readership. Special issues are an important component 
of Computer, as they deliver essential research insights and well-developed perspectives on 
new and established technologies and computing strategies. 

We encourage submissions of high-quality proposals for the 2023 editorial calendar. Of 
particular interest are proposals centered on: 

• offsite educational and business continuity
technology challenges,

• privacy related to personal location tracking
and surveillance (digital and physical),

• artificial intelligence and machine learning,

• technology’s role in disrupted supply chains,

• misinformation and disinformation (fake
information—malicious or non-malicious), and

• cyberwarfare/cyberterrorism

Proposal guidelines are available at:  
www.computer.org/csdl/magazine/co/write-for-us/15911
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Magazine Roundup

The IEEE Computer Society’s lineup of 12 peer-reviewed technical magazines covers cutting-edge topics rang-

ing from software design and computer graphics to Internet computing and security, from scientific appli-

cations and machine intelligence to visualization and microchip design. Here are highlights from recent issues.

When Scientific Software 
Meets Software Engineering

The authors of this article from the 

December 2021 issue of Computer 

investigate the different levels of 

abstraction, linked to the diverse 

artifacts of the scientific soft-

ware development process, that 

a software language can propose 

and the validation and verification 

facilities associated with the cor-

responding level of abstraction the 

language can provide to the user.

Reproducibility Practice 
in High-Performance 
Computing: Community 
Survey Results

In a recent survey of the SC con-

ference community, the authors 

of this article from the September/

October 2021 issue of Comput-

ing in Science & Engineering col-

lected information about the SC 

reproducibility initiative activities. 

Results show that the reproduc-

ibility initiative activities have con-

tributed to higher levels of aware-

ness on the part of SC conference 

technical program participants, 

and hint at contributing to greater 

scientific impact for the published 

papers of the SC conference 

series. Stringent point-of-manu-

script-submission verification is 

problematic, as are inherent dif-

ficulties of computational repro-

ducibility in HPC. Future efforts 

should better decouple the com-

munity educational goals from 

goals that specifically strengthen 

a research work’s potential for 

long-term impact through reuse 5 

to 10 years down the road.

Leonardo Torres Quevedo: 
Pioneer of Computing, 
Automatics, and 
Artificial Intelligence

The search for little-known pio-

neers of automation, missed 

fathers or mothers of the com-

puter, unfamiliar founders of com-

puter science, or unrecognized 

creators of artificial intelligence 

invites us to look at the past with 

an open mind. In this article from 

the July–September 2021 issue of 

IEEE Annals of the History of Com-

puting, the authors provide a com-

prehensive examination of the 

almost unknown contribution of a 

Spanish pioneer in all those fields 

during the first two decades of the 

20th century, the engineer and 

mathematician Leonardo Torres 

Quevedo (1852–1936).

DeepGD: A Deep Learning 
Framework for Graph 
Drawing Using GNN

Many graph drawing techniques 

have been proposed for generat-

ing aesthetically pleasing graph 

layouts, but it remains a challeng-

ing task since different layout 

methods tend to highlight differ-

ent characteristics of the graphs. 

Recently, studies on deep learn-

ing-based graph drawing algo-

rithms have emerged, but they are 

often not generalizable to arbi-

trary graphs without retraining. 

In this article from the Septem-

ber/October 2021 issue of IEEE 

Computer Graphics and Applica-

tions, the authors propose a con-

volutional graph neural network-

based deep learning framework, 

DeepGD, which can draw arbitrary 

graphs once trained. It attempts to 

generate layouts by compromis-

ing among multiple prespecified 
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aesthetics, considering a good 

graph layout usually complies 

with multiple aesthetics simulta-

neously. To balance the tradeoff, 

they propose two adaptive training 

strategies, which adjust the weight 

factor of each aesthetic dynami-

cally during training. 

An Emotional Recommender 
System for Music

Recommender systems have 

become essential to users for find-

ing “what they need” within large 

collections of items. Meanwhile, 

recent studies have demonstrated 

that user personality can effec-

tively provide more valuable infor-

mation to significantly improve 

recommenders’ performance, 

especially considering behavioral 

data captured from social network 

logs. In this article from the Sep-

tember/October 2021 issue of IEEE 

Intelligent Systems, the authors 

describe a novel music recommen-

dation technique based on the 

identification of personality traits, 

moods, and emotions of a single 

user, starting from solid psycho-

logical observations recognized 

by the analysis of user behavior 

within a social environment. Users’ 

personality and mood have been 

embedded within a content-based 

filtering approach to obtain more 

accurate and dynamic results.

Future of HPC: The Internet  
of Workflows

Driven by convergence with arti-

ficial intelligence and data analyt-

ics, increased heterogeneity, and a 

hybrid cloud/on-premises delivery 

model, dynamic composition of 

workflows will be a key design cri-

teria of future high-performance 

computing (HPC) systems. While 

tightly coupled HPC workloads 

will continue to execute on dedi-

cated supercomputers, other jobs 

will run elsewhere, including public 

clouds and at the edge. Connect-

ing these distributed computing 

tasks into coherent applications 

that can perform at scale is what 

the authors of this article from the 

September/October 2021 issue 

of IEEE Internet Computing call 

“Internet of Workflows.”

The Birth of  
the Microprocessor

The story starts in February 1968 

when the author of this article 

from the November/December 

2021 issue of IEEE Micro joined 

Fairchild Semiconductor R&D Lab 

in Palo Alto, CA, USA. At that time, 

nearly all the integrated circuits in 

production used bipolar technol-

ogy. Metal–oxide–semiconductor 

(MOS) technology was up and com-

ing but still had many problems; it 

was extremely slow and was not 

yet reliable. The author believed 

that the future of digital electron-

ics belonged to MOS technology 

because one could integrate in the 

same silicon area ten times more 

logic gates with half the number of 

manufacturing steps required by 

bipolar technology.

EGGAN: Learning Latent 
Space for Fine-Grained 
Expression Manipulation

Fine-grained facial expression 

aims at changing the expres-

sion of an image without alter-

ing facial identity. Most current 

expression manipulation meth-

ods are based on a discrete 

expression label, which mainly 

manipulates holistic expression 

with details neglected. To han-

dle the above-mentioned prob-

lems, the authors of this article 

from the July–September 2021 

issue of IEEE MultiMedia pro-

pose an end-to-end expression-

guided generative adversarial net-

work (EGGAN), which synthesizes 

an image with expected expres-

sion given continuous expression 

label and structured latent code. 

An adversarial autoencoder is 

used to translate a source image 

into a structured latent space. The 
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encoded latent code and the tar-

get expression label are input to 

a conditional GAN to synthesize 

an image with the target expres-

sion. A perceptual loss and a mul-

tiscale structural similarity loss 

are introduced to preserve facial 

identity and global shape during 

expression manipulation. 

Electronic Textile Gaia: 
Ubiquitous Computational 
Substrates Across  
Geometric Scales

From in-body implantables to 

geotextiles and large-area space-

craft blankets, electronic fabric 

is now poised to operate across 

geometric scales that span many 

orders of magnitude, and thus 

across operational contexts 

with divergent material resil-

iency requirements—reaching 

far beyond the wearable device 

regime that is typically consid-

ered. This article from the July–

September 2021 issue of IEEE Per-

vasive Computing reviews the 

key technical trends and lingering 

hurdles that are relevant to using 

functional fibers and e-textiles 

for operating at disparate scales. 

The authors focus on leveraging 

the unique material properties of 

a textile and the miniaturization 

of electronic devices in concert 

with the revolution in mass-man-

ufacturing and digital fabrication 

technologies used to customize 

the device at the level of polymer, 

fiber, fabric, three-dimensional 

form, and system.

A Research Road Map for 
Building Secure and Resilient 
Software-Intensive Systems

Poor software engineering pro-

cesses can result in insecure and 

brittle software-intensive systems. 

A new US agenda addresses this by 

advancing development and archi-

tectural paradigms, and by provid-

ing concrete research and devel-

opment recommendations. The 

authors of this article from the 

November/December 2021 issue of 

IEEE Security & Privacy propose that 

the security community work closely 

with the software engineering 

community to realize secure, resil-

ient software-intensive systems.

Managing Technical Debt 
Under Uncertainty

Managing technical debt in the 

presence of uncertainty is a fun-

damental problem and an open 

challenge. The authors of this arti-

cle from the November/December 

2021 issue of IEEE Software provide 

an overview of the research, practi-

cal limitations, and future study of 

the current state of technical debt 

management under uncertainty.

A Process Model for Service-
Oriented Development of 
Embedded Software Systems

The concepts of service-oriented 

computing (SOC) have previously 

been used in the embedded sys-

tems domain, mostly at the device 

level in ad hoc manners to achieve 

advantages of device integration. 

However, SOC has not been used 

for the development of embed-

ded software systems (ESS), i.e., 

software controlling the embed-

ded devices. To fill this gap, a pro-

cess model is proposed in this arti-

cle from the September/October 

2021 issue of IT Professional that 

allows the systematic develop-

ment of ESS based on SOC con-

cepts. The proposed process con-

sists of analysis and design phases 

of embedded software develop-

ment. The analysis phase is con-

cerned with the collection of sys-

tem information and preparation 

for system design. Based on this, 

the service-based software archi-

tecture is developed in the design 

phase. The effectiveness of the 

proposed process model is dem-

onstrated through its application 

in a smart home case study. 

Join the IEEE 
Computer 
Society
computer.org/join
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Editor’s Note

The People behind the Data

Data engineers are respon-

sible for collecting and 

preparing the data that we rely 

on in myriad industries and con-

texts. Despite advances in data 

analysis software, humans often 

perform better than algorithms at 

certain tasks, such as data label-

ing and validation. This Com-

putingEdge issue reflects on the 

essential role of data engineers 

and highlights developments in 

the field.

IT Professional ’s “Data Label-

ing for the Artificial Intelligence 

Industry: Economic Impacts in 

Developing Countries” describes 

the labor-intensive work of 

data labelers and how this new 

type of job has grown in coun-

tries like China and India. Com-

puter ’s “Validating ‘Data Valida-

tion’” proposes a dashboard as 

a means for an experienced data 

practitioner to monitor auto-

mated processes to ensure data 

quality and accuracy.

Large amounts of data are 

stored and processed in the 

cloud. In Computer’s “The Next 

Wave in Cloud Systems Architec-

ture,” experts discuss emerging 

data-hosting approaches such 

as hybrid, multicloud, and edge. 

In IEEE Internet Computing’s 

“Interhost Orchestration Plat-

form Architecture for Ultrascale 

Cloud Applications,” the authors 

present an intelligent page man-

agement method to reduce mem-

ory utilization and access time in 

cloud datacenters.

Both hardware and soft-

ware will need to adapt to quan-

tum computing. In IEEE Micro’s 

“Emerging Technologies for Quan-

tum Computing,” the authors aim 

to improve quantum hardware 

scalability by evaluating new 

technologies such as supercon-

ducting resonant cavities and 

neutral atoms. The authors of IEEE 

Software’s “Quantum Comput-

ing” argue that software develop-

ment methodologies must evolve 

to address a future with quantum 

technology.

Finally, this ComputingEdge 

issue features two articles about 

the history of computing. In “Pre-

serving the Past by Industry Par-

ticipants,” from IEEE Annals of 

the History of Computing, the 

author encourages practitioners 

in industry to preserve mate-

rials related to computing his-

tory. “History of the Marching 

Cubes Algorithm,” from IEEE Com-

puter Graphics and Applications, 

recounts the creation of an influ-

ential and widely used algorithm 

in computer graphics. 
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DEPARTMENT: IT ECONOMICS

Data Labeling for the Artificial Intelligence
Industry: Economic Impacts in Developing
Countries
Nir Kshetri, University of North Carolina at Greensboro

Artificial intelligence (AI) applications, although
at a nascent stage of development, are already
having considerable economic and social

impacts in developing countries.1 An equally fascinating
and important aspect of the development of the global
AI industry is that a high proportion of jobs that require
relatively low skills in this industry are being performed
by the developing countries. The multibillion-dollar data
labeling industry represents an interesting example to
illustrate this trend.

According to the professional services firm PwC,
AI’s contribution to the global economy will reach
about US$16 trillion by 2030 (https://www.pwc.com/
gx/en/issues/data-and-analytics/publications/
artificial-intelligence-study.html). Accurately labeling
data for training machine learning (ML) models is inte-
gral to the creation of this value. The global market for
data labeling, also known as content labeling or data
annotation, is expected to reach US$5 billion by 2023.2

Data labelingactivities, however, are extremely timeand
labor intensive. Developing countries are in a position to
take advantage of the opportunities provided by the global
AI industry. This phenomenon has thus created a whole
new industry of data labeling in developing countries,
which is described as “a new type of blue-collar industry”
(https://www.forbes.com/sites/korihale/2019/05/28/
google-microsoft-banking-on-africas-ai-labeling-workforce/
#34b0fd0d541c). Data labelers are referred to as the blue-
collar workers of the AI age (https://towardsdatascience.
com/the-invisible-workers-of-the-ai-era-c83735481ba).

DATA LABELING IN DEVELOPING
COUNTRIES POWERING THE
GLOBAL AI INDUSTRY

Data need to be cleaned, categorized into appropriate
groups, and labeled so that AI algorithms can

recognize patterns.3 For instance, for ML algorithms
to accurately recognize a car, the algorithms may
need to be trained with a large number of car pictures
(https://www.vice.com/en_us/article/7xyabb/china-ai-
dominance-relies-on-young-data-labelers). In the most
common form of AI–the supervised learning—the
algorithms need to be fed with millions of pretagged
examples of car pictures until they correctly identify
the pictures.2 These activities need a large amount of
human labor. For instance, one hour of video data
related to autonomous driving may need as much as
800 man-hours of data labeling work (https://www.
axios.com/ai-data-labeling-billion-dollar-market-
409704bc-e63c-4af0-b0d0-44424abcd561.html). Esti-
mates suggest that data labeling activities account
for as much as 80% of the time needed to build AI
systems.4

Labeling data for some AI apps may need high lev-
els of skills and knowledge. For instance, to develop
an AI app to detect cancer on images from a CT scan,
experienced radiologists may have to train the algo-
rithms (https://towardsdatascience.com/the-invisible-
workers-of-the-ai-era-c83735481ba). However, there
are many tasks that computers lack the capability to
perform as well as ordinary human beings. Even less-
skilled workers can easily be trained to perform such
tasks. Most data labeling trainings can be completed
in a short period of time. For instance, in order to learn
their tasks, data labelers at iMerit typically take a one-
week online training course via video calls with U.S.
-based trainers.4

Table 1 provides some examples of data labeling
companies operating in developing economies. These
firms mainly serve foreign clients. Chinese data label-
ing firms such as MBH, on the other hand, mainly sup-
port the domestic AI industry.

In China, which has gained global prominence in
recent years in the AI field, research and development
activities to support the growth of the AI industry are
conducted in wealthy cities such as Beijing, Shanghai,
Hangzhou, and Shenzhen. Most of the data labeling

1520-9202 � 2021 IEEE
Digital Object Identifier 10.1109/MITP.2020.2967905
Date of current version 31 March 2021.

IT Professional Published by the IEEE Computer Society March/April 202196



www.computer.org/computingedge� 9

IT ECONOMICS

23mitp02-kshetri-2967905.3d (Style 7) 26-03-2021 15:2

DEPARTMENT: IT ECONOMICS

Data Labeling for the Artificial Intelligence
Industry: Economic Impacts in Developing
Countries
Nir Kshetri, University of North Carolina at Greensboro

Artificial intelligence (AI) applications, although
at a nascent stage of development, are already
having considerable economic and social

impacts in developing countries.1 An equally fascinating
and important aspect of the development of the global
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groups, and labeled so that AI algorithms can

recognize patterns.3 For instance, for ML algorithms
to accurately recognize a car, the algorithms may
need to be trained with a large number of car pictures
(https://www.vice.com/en_us/article/7xyabb/china-ai-
dominance-relies-on-young-data-labelers). In the most
common form of AI–the supervised learning—the
algorithms need to be fed with millions of pretagged
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the pictures.2 These activities need a large amount of
human labor. For instance, one hour of video data
related to autonomous driving may need as much as
800 man-hours of data labeling work (https://www.
axios.com/ai-data-labeling-billion-dollar-market-
409704bc-e63c-4af0-b0d0-44424abcd561.html). Esti-
mates suggest that data labeling activities account
for as much as 80% of the time needed to build AI
systems.4

Labeling data for some AI apps may need high lev-
els of skills and knowledge. For instance, to develop
an AI app to detect cancer on images from a CT scan,
experienced radiologists may have to train the algo-
rithms (https://towardsdatascience.com/the-invisible-
workers-of-the-ai-era-c83735481ba). However, there
are many tasks that computers lack the capability to
perform as well as ordinary human beings. Even less-
skilled workers can easily be trained to perform such
tasks. Most data labeling trainings can be completed
in a short period of time. For instance, in order to learn
their tasks, data labelers at iMerit typically take a one-
week online training course via video calls with U.S.
-based trainers.4

Table 1 provides some examples of data labeling
companies operating in developing economies. These
firms mainly serve foreign clients. Chinese data label-
ing firms such as MBH, on the other hand, mainly sup-
port the domestic AI industry.

In China, which has gained global prominence in
recent years in the AI field, research and development
activities to support the growth of the AI industry are
conducted in wealthy cities such as Beijing, Shanghai,
Hangzhou, and Shenzhen. Most of the data labeling
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works, on the other hand, are performed in the coun-
try’s disadvantaged regions such as smaller towns and
rural areas in Shandong, Henan, Hebei, and Shanxi
provinces in the North.5 In particular, Henan Province
is the epitome of an economy that has experienced an
AI-led transformation. The Province’s Zhengzhou city
has been known for themanufacturing plants of Taiwa-
nese electronics company Foxconn. It was estimated
that Foxconn employed about 350 000 people and
produced about half of the world’s iPhones in Zhengz-
hou in 2016 (https://www.businessinsider.com/apple-
iphone-factory-foxconn-china-photos-tour-2018-5).

The growth in data labeling also reflects the influ-
ences of a number of trends in the manufacturing
sector. First, manufacturing activities have become
increasingly automatized. For instance, between 2012
and 2016, Foxconn was reported to deploy tens of
thousands of robots, which replaced more than
400 000 jobs. The company’s plan includes full auto-
mation of 30% of production activities by 2020
(https://www.scmp.com/economy/china-economy/
article/2185993/man-vs-machine-chinas-workforce-
starting-feel-strain-threat).

Second, manufacturing jobs in China are declining
due to a decline in the country’s economic growth
and, hence, demand for products, increasing costs,
and competition from other economies (https://www.
nytimes.com/2016/07/23/business/international/
china-jobs-donald-trump.html). For instance, the Bos-
ton Consulting Group’s study conducted in 2015 found
that manufacturing costs in some of China’s major

manufacturing hubs were almost at the same levels
as in the U.S. Unsurprisingly, many western companies
have been moving and relocating manufacturing activ-
ities into other developing countries in Asia as well as
to the U.S., Canada, and Mexico (https://www.nytimes.
com/2016/07/23/business/international/china-jobs-
donald-trump.html). For instance, factory workers in
Bangladesh and Vietnam can be hired for less than a
quarter and a half, respectively, of the salary of a Chi-
nese worker.

Finally, there has been a generational shift in prefer-
ence for work. An increasing number of Chinesemillenni-
als do not like dull, boring, and tedious factory jobs
(https://www.latimes.com/world/la-fg-china-millennials-
jobs-20190512-story.html).

The upshot of the above is a decline in industrial
manufacturing and exports in China. For instance,
Henan’s mobile phone exports reduced by 23.7% in
January 2019 compared to a year earlier (https://www.
scmp.com/economy/china-economy/article/2188162/
foxconn-tale-slashed-salaries-disappearing-benefits-
and-mass). China’s economically backward regions
are embarking on ambitious plans to develop the data
labeling industry. For instance, North China’s land-
locked province Shanxi, which is among the poorest
provinces in China, plans to attract more than 100
data labeling companies and train more than 10 000
workers by 2022. The province’s goal is to have a RMB
5 billion (US$726 million) industry by 2025 (https://
kr-asia.com/data-labeling-jobs-are-coming-to-
underdeveloped-regions-in-china-but-can-they-stay).

TABLE 1. Some Examples of Data Labeling Companies Operating in Developing Economies.

Data labeling
company

Operations and workforce Profiles of clients

iMerit Based in India and the U.S. 2500 in data
labeling centers in India such as Ranchi,
Shillong, Vizag, and Kolkata (https://tinyurl.
co m/y465cqmq).

90% are U.S.-based (https://tinyurl.com/
yyzn8vjd).

Samasource Offices in San Francisco, New York, the
Hague, Kenya, and Uganda. Global staff of
2900: East Africa’s largest AI and data
annotation employer (https://tinyurl.com/
wqanmja).

Include 25% of the Fortune 50 companies
including major automakers and U.S.
-based technology companies such as
Google, Microsoft, and IBM (https://tinyurl.
com/qnwlgxo).

MBH 300,000 in China’s backward provinces
(https://tinyurl.com/yeb7qtbb).

Mainly Chinese companies such as the
Beijing-based video-sharing social
networking platform TikTok.

Playment Based in India and the U.S. More than 300
000 crowdsourced data labelers (https://
tinyurl.com/y2dqm3c3).

Over 100 customers in more than 12
countries (https://tinyurl.com/upp4wsu).
Some include Samsung, Didi Chuxing Tech-
nology, Alibaba, Drive.ai, and Continental
AG. Most clients are in the autonomous
vehicle industry (https://tinyurl.com/
y2dqm3c3).
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Workers who were employed in assembly lines and
construction sites before are thus finding new jobs in
the Chinese data labeling industry.6

Partly as a response to the decline in manufactur-
ing activities, in recent years, data labeling companies
are mushrooming in the towns and villages of back-
ward regions such as the Henan province.7 In the Ping-
dingshan village of the province, some large data
labeling projects are reported to employ tens of thou-
sands of people.8

ECONOMIC AND SOCIAL IMPACTS
OF THE DATA LABELING
INDUSTRY

Finding high quality AI talents such as ML engineers
has been big challenge for companies in developing econ-
omies (https://factordaily.com/india-ai-talent-gap-google-
microsoft/). For instance, India is estimated to have
only about 50-75 AI researchers (https://via.news/asia/
artificial-intelligence-development-india/). According to
India’s skill assessment company Aspiring Minds’ Annual
Employability Survey 2019, 80% of Indian engineers were
considered to be unfit for a job. The survey also found
that only 2.5% of them had skills required by the AI indus-
try (https://www.businesstoday.in/current/corporate/
indian-engineers-tech-jobs-survey-80-per-cent-of-indian-
engineers-not-fit-for-jobs-says-survey/story/330869.
html). India has also faced a severe shortage of qualified
facultymembers to teachAI courses in its universities.9

On the other hand, there is an abundant supply of
low-skill and low-wage labors in India and other devel-
oping countries. For instance, Indian high schools
graduated 20 million students in 2017.10 There are,
however, only a few job opportunities available to
absorb these graduates. As an example, in a Mumbai
city police’s job advertisement for 1137 constable posi-
tions with US$357/month salary, which required only a
high school education, over 200 000 people applied.
Many of the candidates had been trained in highly
skilled jobs such as doctors, lawyers, and engineers.11

In light of the high rates of unemployment and
underemployment in developing countries, the eco-
nomic impacts of the newly emerging data labeling
industry are undoubtedly important. However, contro-
versies have arisen regarding ethical and fair practices
of data labeling firms.

Some data labeling firms have been accused of
paying low wages to their workers. In this way, organi-
zations engaged in this industry are allegedly facilitat-
ing a “new kind of slavery in the digital era” (https://
www.weforum.org/agenda/2019/08/ai-low-skilled-
workers/).

Although some data labeling firms have claimed to
produce positive social effects, such claims cannot be
easily verified. There are virtually no regulations that
govern the working conditions of data labelers. Indus-
try standards related to ethical sourcing are weak.
There is no standard for reporting data-labeling firms’
social impacts. There is also the lack of validation of
such impacts by third parties. There is little hard evi-
dence to counter critics’ concerns that these firms
claiming that they engage in impact sourcing is nothing
more thanmarketing gimmicks or “impact-washing.”3

Some data labeling firms such as CloudFactory,
DDD, iMerit, and Samasource are members of the
Global Impact Sourcing Coalition (GISC), which was
founded in 2016. Among other measures, the GISC has
established an “impact sourcing standard.” The stan-
dard defines minimum requirements that the GISC
members are to satisfy. It has also provided voluntary
best practices for employment. The GISC requires its
members’ performance on criteria such as nondis-
crimination and equal pay to be assessed every two
years.3

When it comes to promoting ethical and socially
responsible behaviors, however, the GISC at best is of
questionable effectiveness and value. For instance, the
violators face no penalty or sanction if they do not pass
the assessment. They do not lose the GISC member-
ship. the GISC members also differ significantly in the
terms of the information they publish. Samasource’s
impact audits report includes indicators such as work-
force demographics and the number of people lifted
from poverty. The data labeling firm DDD’s reports con-
tain information about employees’ earnings and
increase in lifetime income. CloudFactory had not pub-
lished social impact report since 2015. As of 2019, iMerit
had not published any such reports.3 The U.S.-based
provider of data labeling and annotation services Ale-
gion, which is not a GISC member, has outlined broad
targets that it seeks to achieve but lacks specific
metrics.3

Another challenge that arises here is that unlike
fair-trade goods that are directly sold to consumers,
data labeling firms provide their services to busi-
nesses. These firms thus face little public pressure to
be honest, and it is ineffective to pressure them to
engage in ethical practices.3

SUMMARY
The rapidly growing global AI industry has created
demands for highly skilled jobs such as ML engineers
and data scientists, as well as less-skilled works such
as those of data labelers. In particular, most AI
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Workers who were employed in assembly lines and
construction sites before are thus finding new jobs in
the Chinese data labeling industry.6

Partly as a response to the decline in manufactur-
ing activities, in recent years, data labeling companies
are mushrooming in the towns and villages of back-
ward regions such as the Henan province.7 In the Ping-
dingshan village of the province, some large data
labeling projects are reported to employ tens of thou-
sands of people.8

ECONOMIC AND SOCIAL IMPACTS
OF THE DATA LABELING
INDUSTRY

Finding high quality AI talents such as ML engineers
has been big challenge for companies in developing econ-
omies (https://factordaily.com/india-ai-talent-gap-google-
microsoft/). For instance, India is estimated to have
only about 50-75 AI researchers (https://via.news/asia/
artificial-intelligence-development-india/). According to
India’s skill assessment company Aspiring Minds’ Annual
Employability Survey 2019, 80% of Indian engineers were
considered to be unfit for a job. The survey also found
that only 2.5% of them had skills required by the AI indus-
try (https://www.businesstoday.in/current/corporate/
indian-engineers-tech-jobs-survey-80-per-cent-of-indian-
engineers-not-fit-for-jobs-says-survey/story/330869.
html). India has also faced a severe shortage of qualified
facultymembers to teachAI courses in its universities.9

On the other hand, there is an abundant supply of
low-skill and low-wage labors in India and other devel-
oping countries. For instance, Indian high schools
graduated 20 million students in 2017.10 There are,
however, only a few job opportunities available to
absorb these graduates. As an example, in a Mumbai
city police’s job advertisement for 1137 constable posi-
tions with US$357/month salary, which required only a
high school education, over 200 000 people applied.
Many of the candidates had been trained in highly
skilled jobs such as doctors, lawyers, and engineers.11

In light of the high rates of unemployment and
underemployment in developing countries, the eco-
nomic impacts of the newly emerging data labeling
industry are undoubtedly important. However, contro-
versies have arisen regarding ethical and fair practices
of data labeling firms.

Some data labeling firms have been accused of
paying low wages to their workers. In this way, organi-
zations engaged in this industry are allegedly facilitat-
ing a “new kind of slavery in the digital era” (https://
www.weforum.org/agenda/2019/08/ai-low-skilled-
workers/).

Although some data labeling firms have claimed to
produce positive social effects, such claims cannot be
easily verified. There are virtually no regulations that
govern the working conditions of data labelers. Indus-
try standards related to ethical sourcing are weak.
There is no standard for reporting data-labeling firms’
social impacts. There is also the lack of validation of
such impacts by third parties. There is little hard evi-
dence to counter critics’ concerns that these firms
claiming that they engage in impact sourcing is nothing
more thanmarketing gimmicks or “impact-washing.”3

Some data labeling firms such as CloudFactory,
DDD, iMerit, and Samasource are members of the
Global Impact Sourcing Coalition (GISC), which was
founded in 2016. Among other measures, the GISC has
established an “impact sourcing standard.” The stan-
dard defines minimum requirements that the GISC
members are to satisfy. It has also provided voluntary
best practices for employment. The GISC requires its
members’ performance on criteria such as nondis-
crimination and equal pay to be assessed every two
years.3

When it comes to promoting ethical and socially
responsible behaviors, however, the GISC at best is of
questionable effectiveness and value. For instance, the
violators face no penalty or sanction if they do not pass
the assessment. They do not lose the GISC member-
ship. the GISC members also differ significantly in the
terms of the information they publish. Samasource’s
impact audits report includes indicators such as work-
force demographics and the number of people lifted
from poverty. The data labeling firm DDD’s reports con-
tain information about employees’ earnings and
increase in lifetime income. CloudFactory had not pub-
lished social impact report since 2015. As of 2019, iMerit
had not published any such reports.3 The U.S.-based
provider of data labeling and annotation services Ale-
gion, which is not a GISC member, has outlined broad
targets that it seeks to achieve but lacks specific
metrics.3

Another challenge that arises here is that unlike
fair-trade goods that are directly sold to consumers,
data labeling firms provide their services to busi-
nesses. These firms thus face little public pressure to
be honest, and it is ineffective to pressure them to
engage in ethical practices.3

SUMMARY
The rapidly growing global AI industry has created
demands for highly skilled jobs such as ML engineers
and data scientists, as well as less-skilled works such
as those of data labelers. In particular, most AI
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systems heavily rely on human-powered data labeling
activities. Developing countries provide very large and
seemingly bottomless sources and resources to sup-
port these activities to boost the global AI industry.
Data labelers in these countries are playing a key role
in curating the data that powers AI systems.

A notable feature of the data labeling industry is
that it does not favor locations with specific cultural
contexts. The data labeling market thus is character-
ized by a low entry barrier for most developing coun-
tries. Whereas the outsourcing of call center jobs
gravitated to countries with sizable English-speaking
populations such as India and the Philippines, English
skill is less of a factor in data labeling jobs. Digital liter-
acy is sufficient to participate in most data labeling
tasks such as image classification.

Among developing countries, China has emerged
as a key global AI player. The country’s wealthy
regions and big cities lack attractiveness for the devel-
opment of data-labeling services industry. Such serv-
ices in the country are thus mostly performed in the
poorer and backward regions, which are providing
economic incentives for data labeling firms.

What is not clear is whether data labeling firms
in developing countries are operating in more or
less ethical ways compared to other foreign firms
operating in these countries. Some critics have
claimed that this industry has features that are
akin to slavery. While data labeling firms claim to
engage in activities that have positive social
impacts, it is not easy to assess the validity of
such claims. Data labeling companies have their
own definitions as to what are ethical and fair prac-
tices. Moreover, the definitions vary widely across
them. Thus, we may not be able to take self-
reported information provided by data labeling
firms as proof positive that these firms are creating
more positive social impacts in developing coun-
tries compared to other foreign firms. In many
cases, the problem of assessing such claims is
made more complex by the fact that they do not
publish any information or fail to provide relevant
information on such impacts.
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DEPARTMENT: DATA

Validating “Data Validation”
Norita Ahmad, American University of Sharjah

Kevin Dias, MRM

We have more access to data than ever before, but it is difficult to make sense of it 
when the data is incomplete or inaccurate. As such, data validation is necessary to 
increase data quality for effective decision making.

Data validation is an essential part of data 
handling, notably in the fields of data sci-
ence, artificial intelligence, and the Internet 

of Things. As the name suggests, it is the checking 
of quality and accuracy of data prior to processing 
it. Data validation is not a new topic; however, most 
data handling processes do not follow a systematized 
data validation approach and hence lead to small- 
or large-scale error-prone conclusions.1–3 The use 
of a proper data validation process could prevent 
life-threatening scenarios such as incorrectly clas-
sifying a cancerous tissue as benign,1 prevent the 
loss of millions of dollars by ensuring the accuracy of 
a price prediction model,2 or prevent a fatal accident 
of a self-driving car that failed to recognize a jaywalk-
ing pedestrian.3 As such, there is an urgent need for 
efficient and effective data validation procedures.

Today, with the advances in big data and analytics, 
businesses, governments, and individuals can apply 
diverse data mining and machine-learning algorithms 
to bring new business opportunities and improve 
quality of life. The International Data Corporation 
predicted that, by 2025, data will grow to 175 trillion 
gigabytes worldwide, and businesses will become 
even more reliant on big data for decision making.4 
However, given the nature of big data (that is, huge 
volume of generated data, fast velocity of arriving 
data, and large variety of heterogeneous data), the 
quality of data can easily be compromised.5 There are 
anecdotes where collected data was so voluminous 

that people eventually discarded it since it derived 
no benefit.6

WHAT IS DATA VALIDATION?
There are different definitions of data validation but, in 
general, data validation is a process of delivering clean 
and accurate data to specific programs, applications, 
and services.7 For example, in machine learning, data 
validation means checking the quality and accuracy 
of source data before training a new model.8 Different 
types of validation can be performed depending on the 
objectives and constraints of a given data set.

Data validation usually occurs during the transform 
stage of the extract, transform, and load (ETL) data pro-
cess, where data are first extracted from a data source 
(Stage 1); validated, cleaned, merged, formatted, and/or 
appended with other data set extracts (Stage 2); and 
finally ready to load (Stage 3) and process as per the 
given use case.9

WHY DATA VALIDATION?
Depending on a specific industry, there are numerous 
reasons why data validation is critical to data-driven 
projects. The two most important reasons that are 
often taken too lightly are: 1) early detection of errors 
and 2) the cost of time saved.5,8,10 These two go hand 
in hand, but it is important to highlight them indepen-
dently as various decision makers and data experts 
tend to exclude data validation due to a lack of knowl-
edge on the many consequences from each of the two.

Early detection of errors
Validating details of data are necessary to mitigate 
any project defects. Given that businesses rely on 
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high-quality data to make critical decisions, they run 
the risk of basing decisions on data that are not accu-
rately representative of the situation at hand if data 
validation is not properly performed. According to 
Gartner, on average, the financial impact of poor data 
quality on organizations is US$9.7 million per year.2

Cost of time saved
It is without question that data scientists, analysts, 
and engineers are in one of the highest paid lines of 
work. The reported median annual wage for these 
positions in 2020 was higher than the median annual 
wage for all other occupations.11 However, it was 
reported that one out of three data analysts spend 
over 40% of their time “vetting and validating their 
analytics data before it can be used for strategic 
decision-making.”12 In the past, data prep tasks have 
occupied around 80% of a data scientist’s time—chal-
lenging the wisdom of asking highly paid data sci-
entists to spend most of their time preparing data 
instead of using them for the actual analysis and deci-
sion making. Imagine the value of time saved if there 
is a solution to this efficiency gap.

HOW IS DATA VALIDATION 
PERFORMED?

The most straightforward rules used in data valida-
tion are rules that ensure data integrity, for exam-
ple, the correct format to enter a phone number or 
the minimum password length. These basic data val-
idation rules help to uphold standards that will effec-
tively make working with data more efficient. Dur-
ing the data validation process, it is important that 
the standards and structure of the data model is also 
well understood. Structured data are data that has 
been formatted into a well-defined data model while 
unstructured data are data in a raw form. There is 
also semistructured data that fall in between struc-
tured and unstructured data.13 Understanding the 
difference between these types of data will help in 

maintaining compatibility with applications and other 
data sets with which data are integrated and stored.

There are many methods available for data valida-
tion. The most common methods are using script and 
software programs. Writing a script may be an option 
for those who are fluent in coding languages such as 
Python and R. Script allows for a better interpretation 
of the data, such as comparing data values and struc-
ture against predefined rules and verifying all the nec-
essary information within the required quality parame-
ters. This method can however be very time consuming 
depending on the complexity and size of the data set. 
Today, there are many commercial software programs 
that can be used to perform data validation. For most 

people, this is the preferred method since the pro-
gram has been developed to understand the common 
rules and file structures used in data validation in the 
industry. No in-depth understanding of the underlying 
format is required from the user. However, this method 
can be a bit costly. As an alternative, a more technical 
user would opt for an open source software such as 
SourceForge and OpenRefine because they are more 
cost-effective.

Another important aspect of data validation is the 
evaluation of the validity of range measurements. The 
top use case is in satellites or deep-space exploration 
systems such as those used by NASA. Given that the 
system state estimates can be altered significantly by 
erroneous sensor data, an algorithm which decides 
whether to assimilate or reject data are required. 
Algorithms such as least squares, linear combinations, 
Bayesian, or Kalman filtering can be used to select 

DIFFERENT TYPES OF VALIDATION 
CAN BE PERFORMED DEPENDING ON 
THE OBJECTIVES AND CONSTRAINTS 
OF A GIVEN DATA SET.
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sensors that are consistent with the computed esti-
mates and reject those that are far from the predicted 
values.14,15

WHAT ARE THE CHALLENGES?
Let’s face it, data validation is by far the least excit-
ing data-related buzzword that exists. This is a funda-
mental failure in both industry as well as academia. 
The only people you see actively talking about it are 
veterans in the field who have firsthand experience 
in realizing its importance too late. Furthermore, as 
of the writing of this column, there is a surplus of 
data practitioners dominated by millennials, with a 
demand from employers who have a flawed view of 
recruiting based on quantity and not quality. It is only 
being part of a “trend” for 20-year-olds to hone in on 
their ability to build predictive models rather than 

verify the credibility of their data sources.5 Addi-
tionally, the majority of data analytics teams today 
is so time constrained in delivering “quick insights” 
that data validation is unfortunately classified as a 
waste of time. To further stress on the broad lack of 
love for data validation in the industry, there are over 
a hundred different data science/analysis certifica-
tions available but how many data validation certifi-
cations are there?

The ETL processes are inherently so focused on 
“getting the job done” with speed and efficiency, with 
accuracy being a low priority. In the top-down team 
structures where there is a cascading effect of pres-
sure, the data analyst doing the heavy lifting is left 
with a difficult choice between spending time sense 
checking their data or keeping their job. Data gover-
nance and data ethics–related roles such as the chief 
data officer are only recently being birthed into the 
industry and will hopefully bring more emphasis on the 
importance of allocating engineering hours specifi-
cally to data validation.

Additionally, the management teams often fail 
to make a clear distinction between a data sci-
ence data validation and a human-oriented data 
validation. There is an industry-coined phrase called 
“human-in-the-loop” validation that is used for situa-
tions when it isn’t enough to run if/else error tests but 
also necessary for a person to sense-check the data 
themselves. Examples of this are phone numbers (that 
require an actual phone call), email addresses (email 
bounce-back test), and websites (that need a Google 
search). When a human successfully makes these vali-
dation tests, machine learning can be applied to both 
learn from the validations and also to assess newly 
recruited “human data validators.”

It is, however, important to note that personally 
identifiable information (PII) is sensitive, personal data 
that is protected by data regulatory laws such as the 
General Data Protection Regulation16 and can make 
data validation tedious. This is particularly a challenge 
with the types of data mentioned earlier (that is, email 
address and phone number) that can be tied back to a 
person. Since these regulations make attaining, stor-
ing, and using PII data a costly liability for a company, it 
can be risky when PII data are used as part of the data 
validation approach or as the data being validated itself.

Perhaps the most challenging of all is scalability. 
Scalability of data validation is how decision makers 
find the easiest excuse to turn a blind eye on. It is a 
costly aspect of the data pipeline that needs more 
research and attention. To go from 95% accuracy to 
99% accuracy, in confidence intervals, can cost a 
company an exponential amount more versus their 
standard resourcing cost in data validation due to the 
human aspect of it. When a business decision maker is 
more comfortable to go with 95% over 99% accuracy, it 
is often too late to realize that it could cost thousands 
of dollars to a startup or billions of dollars to a Fortune 
500 company in a worst-case scenario. This needs to 
change. Decision makers need to have fundamental 
standards for quality and reliable data because they 
are critical for corporate survival.2

DATA VALIDATION DASHBOARD
We have discussed some of the essential key concepts 
and challenges regarding data validation. It is evident 
that when it comes to data validation, human over-
sight cannot be completely removed from the practice. 

DECISION MAKERS NEED TO HAVE 
FUNDAMENTAL STANDARDS FOR 
QUALITY AND RELIABLE DATA 
BECAUSE THEY ARE CRITICAL FOR 
CORPORATE SURVIVAL.
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Data validation is a part of a project that exists to help 
a human with a data-driven decision. For example, 
before digital marketing existed, traditional marketers 
with little to no data, would make decisions based on 
gut instinct and “intuition” from their experiences—
invaluable human traits that cannot be learned. Even 
today, no matter how advanced data validation soft-
ware is, or automated methodologies are, humans are 
unlikely to proceed with decisions that are not vetted 
by another human. The final decision would probably 
be made by someone at a senior level, with experience 
and contextual knowledge, who can tell whether the 
data validation process was successful.

A data validation dashboard might serve as a 
means for an experienced data practitioner to moni-
tor data analysis processes from start to finish. The 
dashboard could also be used as a tool that, over time, 
improves recommendations for handling data valida-
tion by suggesting the appropriate time to be spent at 
each step, the number and types of people involved, 
the format of the data validation technique, and the 
expected results.

Two of the core functions of such a dashboard 
would be

a.	 a checklist to help decide and sequence the 
most appropriate tasks to apply for a given 
problem

b.	 a reference list of learned data quality issues fil-
tered specific to the data set/problem at hand.

The dashboard could enable teams or project 
managers to allocate resources, tasks, and also more 
effectively supervise the status and the best outcome 
possible for projects.

S ince many people are comfortable with knowing 
that they understand data validation at the funda-

mental level, it is most important for you to take away 
the more subtle nuances about it that this column 
article highlights. Data validation generally occurs 
but isn’t exclusively at the data source level. Data 
sources or data sets should be acknowledged as being 
comparatively “more” or “less” accurate, as perfect 
accuracy is impossible to conclude. Records and data 
points, although confirmed accurate, can run the risk 
of inaccuracy over time if not routinely verified.

As marketing automation and data-driven retarget-
ing becomes more widespread, there will be an increas-
ing need to guarantee the accuracy of data pertaining 
to real people and business entities. A data analytics 
operation can produce ground-breaking data-driven 
solutions or recommendations, but when presented to 
an already risk-averse business decision maker, the last 
thing you want is to allow the risk of having employed 
inaccurate data from the very beginning. 
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DEPARTMENT: PREDICTIONS

The Next Wave in Cloud  
Systems Architecture
Amin Vahdat, Google 

Dejan Milojicic, Hewlett Packard Labs

Twenty-five years ago, no one expected services to be seamlessly and consistently 
delivered across campuses and edge. It is now possible to envision machine learning-
powered services capable of scaling to the reliability, performance, and security 
requirements of billions of users worldwide.

Because of their visionary nature but also their 
highly volatile success-failure ratio, predic-
tions have always been popular among a 

wide spectrum of audiences. The COVID-19 pandemic 
has turned this popularity into a necessity. Time 
constraints and a lack of thorough experimentation 
necessitated a dependence on predictions: which 
vaccines to use, when to close or open countries, 
when and how to reopen offices, and so on. Suddenly, 
predictions became a way of life.

After 10 years of making technology predictions 
for the IEEE Computer Society (see the press releases 
at https://www.computer.org/press-room), two suc-
cessful special issues on technology predictions in 
Computer (December 2020 and July 2021), and panels 
at numerous events (SWITCH 2020; the IEEE Computer 
Society Computers, Software, and Applications Con-
ference 2020; and so forth), we have decided to initiate 
the column “Predictions.”

We decided to invite a reputable guest for each 
“Predictions” column. A guest should have a demon-
strated vision for the future of computing and a track 
record of delivering on that vision. Our ideal guest 
should have a combination of academic rigor, deep 
technology knowledge, and an understanding of busi-
ness implications.

Amin Vahdat, an engineering fellow and vice presi-
dent at Google, is a perfect match for the inaugural 

“Predictions” column. He leads systems infrastructure 
at Google, and prior to that, he was a professor of 
computer science at the University of California San 
Diego and Duke University. Vahdat brings a wealth of 
experience in compute, operating systems, accelera-
tors, storage, and networking. In his professional role, 
it is essential to predict the workload evolutions, cus-
tomer demands, and trends in technology.

In this article, Vahdat takes us on a prediction tour 
of the future of systems infrastructure, addressing 
topics such as the emergence of new accelerators, 
impact of the growth of data, disaggregated data cen-
ter designs, the evolving roles of operating systems 
and programming languages, application delivery 
models, the roles of networking, and much more. I 
hope that you enjoy reading this column as much as I 
enjoyed working with him to deliver it.

Dejan Milojicic: Interesting technology and business 
implications are driven by the imminent end of Moore’s 
law, such as a plethora of innovative accelerators, the 
rise of photonics, and the introduction of new memory 
technologies. Which one of these is a fundamental dis-
ruptor and which is a temporary transition?

Amin Vahdat: The computing industry has delivered 
incredible new business and societal capabilities 
through sustained, exponential improvements in the 
scale and performance efficiency of the underlying 
hardware and software. However, the underlying hard-
ware trends that have powered this march over the 
past few decades are slowing or stopping with each 
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generation of hardware, including general-purpose 
CPUs, dynamic RAM (DRAM), storage devices, and 
network elements, delivering incrementally less bene-
fit relative to the previous generation, alarmingly with 
lower levels of reliability in many cases. This will mean 
that software optimizations, including novel algo-
rithms, protocols, and replication strategies, will play 
an important role in maintaining the cadence of regu-
lar system-efficiency improvements.

I believe that all the technologies you point to, and 
more that are yet to come, are fundamental disrup-
tors we will need to accommodate. For the first time in 
decades, a range of new technologies is actually a must 
have—rather than a nice to have—to sustain exponen-
tial growth in compute capability. Current capabilities, 
like real-time language recognition and translation, 
would simply not have been possible from either a cost 
or power standpoint without hardware acceleration 
through accelerators like tensor processing units and 
GPUs. Similarly, exploding demand for video consump-
tion on a range of devices and networks could not be 
effectively supported without hardware-supported 
video coding. These examples are just the beginning 
of an increasing array of segment-specific hardware 
architectures that can deliver step-function improve-
ments to domains such as analytics, high-performance 
computing, and real-time serving.

On the memory and storage front, we are hitting 
a wall in available improvements in cost per gigabyte, 
especially as we try to simultaneously meet the needs 
of different applications that are individually latency-, 
bandwidth-, and capacity-bound on the same hard-
ware. We now have underlying hardware technologies 
that can strike tradeoffs between cost, latency, band-
width, and capacity somewhat independently, mean-
ing that we will deploy servers with a range of memory 
and storage configurations, enabling higher-level 
scheduling infrastructure to map applications to avail-
able hardware configurations in the most cost- and 
performance-effective manner.

Photonics have always played a critical role in 
the scale of available computation in the data center. 
Today, silicon photonics, or integration of photonics 
onto integrated circuits, is emerging as a require-
ment for continued expansion of power-efficient data 
rates. We are already seeing this play out in traditional 
transceiver design, with the next question being the 
role silicon photonics will play in mainboard and ASIC 
design, with reliability for hundreds of optical engines 
integrated on a single board or ASIC being one of the 
most pressing challenges.

Milojicic: Data center design has been motivated by 
cost and performance for quite some time. Given the 
rate of evolution of individual technologies, is there an 
opportunity for rethinking interfaces to optimize per-
formance? For example, accelerating access to data 
and/or interconnections by deploying computations 
closer to it. The so-called in- or near-memory compu-
tations and similar for interconnects with smart net-
work interface controllers (NICs), data processing 
units, and so on?

Vahdat: Yes, absolutely. The rate of growth of 
data and the increasing computation required to 
summarize and transform data into suitable for-
mats is growing well beyond what our CPU bud-
gets will allow for power- and cost-efficient pro-
cessing. Today, we strive to treat data as a large, 
location-independent “blob” with intermediate pro-
cessing steps composed together in a manner not 
far from classic UNIX-pipe composition. While con-
venient, this means that data must often move back 
and forth across kilometers of compute within a large 
campus, compressed, encrypted, decompressed, 
decrypted, transformed, processed, and replicated 
dozens of times. Processor architects optimize pJ/
bit, and it is likely that we will need similar measures 
in considering the cost of end-to-end processing of 
every ingested byte of data.
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The resulting metrics will lead to a number of 
necessary innovations in system design. First, some 
amount of computation power will be needed closer 
to data stores with closely coupled data ideally 
placed closer to one another in a logical topology. In 
the extreme, new hardware will colocate server-class 
processing power or even hardware accelerators 
in the same server or rack enclosure as the data. 
However, more generally, such sophisticated pro-
cessing will require deep understanding of the logi-
cal data processing pipeline and an orchestration 
and runtime layer able to place and migrate data 
computation according to overall data lifetimes. 
Understanding the provenance of derived data will 
open opportunities to create efficient, intermedi-
ate formats, perhaps allowing different processing 
elements to handle a range of native formats and 
summaries, ideally with a “data compiler” capable 
of placing the right preprocessing at the right point 
for a specified data flow. Smart NICs and their gen-
eralization will form the nervous system in the above 
runtime, likely managing both the movement of the 
data from location to location but also its intermedi-
ate processing.

While there is substantial complexity required to 
realize this, the next wave of efficiency improvements 
will come from end-to-end performance consider-
ations rather than lower-level measures such as mil-
lion instructions per second and storage capacity/
input–output per second. How much processing, 
energy, and storage is required to deliver an insight 
or result in the end-to-end composition? There are 
integer factors of performance, cost, and energy 
efficiency available in our infrastructure when viewed 
through this lens.

Milojicic: Do we need new operating systems, pro-
gramming languages, programming environments, 
and middleware to make all this seamlessly work, or 
would those from the previous era suffice?

Vahdat: Software will drive the success of this next 
wave in infrastructure evolution. What we will see is 
that the shape of compute containers can change 
dynamically at runtime, perhaps adding and removing 
memory, storage, or accelerators based on the needs 
of the services currently scheduled on the server. 

Real-time performance monitoring will support isola-
tion among tenants while accounting for antagonists 
at multiple levels of the system hierarchy; for exam-
ple, L3 or DRAM capacity versus bandwidth require-
ments, and behaviors of individual applications. The 
level of malleability in the composition of servers will 
need to fundamentally change from the operating sys-
tems’ current view of a fixed “hardware” environment 
from boot to shutdown.

At the distributed systems level, services will 
require much more predictability and determinism in 
accessing remote storage and compute resources. 
This will, in turn, require a runtime capable of deliver-
ing isolation among millions of concurrent commu-
nication channels, all while ensuring efficiency and 
the mapping of requests to the underlying replica or 
resource best capable of fulfilling them.

Milojicic: How can we most effectively accomplish 
hardware–software co-design to account for optimi-
zations adequately at different levels of the stack?

Vahdat: The level of visibility we have into the dynamic 
nature of real data center computation is incredibly 
limited. We understand what industry benchmarks like 
SPEC and TPC-H look like in isolation and know how to 
optimize them for hardware. However, actual data cen-
ter workloads are increasingly heterogeneous, mul-
titenant, and distributed, substantially reducing the 
predictive power of existing benchmarks.

Moving forward, we will need to start with much 
deeper hardware measurement infrastructure to char-
acterize workloads in the wild. This can, in turn, support 
new benchmarks that account for wider variability in 
computational structure, potential hardware offload 
capability, and the fundamental distributed and mult-
itenant nature of modern computation. Single-server, 
single-tenant benchmarks cannot be the basis for 
projecting the value of future infrastructure. An open 
question is the required scale, heterogeneity, and vari-
ability for sufficient predictive power.

Milojicic: To optimize the data center cost, disag-
gregated design has been taking off, with acceler-
ators being separated from compute—deployed in 
racks-size units—disaggregated memory is emerg-
ing and storage has been deployed (for example, 
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storage area network and network attached stor-
age) for quite some time. Is this trend going to con-
tinue in the future?

Vahdat: The interesting thing about disaggregation 
is that, while it holds fundamental technical appeal, 
including for me personally, its progression has been 
rather limited since we deployed the first disaggre-
gated storage solutions. Systems like GFS (the Google 
File System) showed how to treat thousands of hard 
drives spread across the data center as the underly-
ing storage for a distributed and disaggregated stor-
age system. However, the bandwidth and latency of 
hard drives are modest compared to the speeds of 
data center networks and, as importantly, the soft-
ware layers responsible for managing I/O requests.

True disaggregation of SSDs has been slower to 
progress in part because local, dedicated devices have 
high bandwidth and low latency relative to data center 
network speeds but also because there can be little 
software on the path between a client request and 
device access while maintaining the illusion of “local” 
access to a disaggregated device.

While accelerators are deployed in rack-scale 
units, they are also typically deployed with dedicated 
servers and often dedicated secondary networks. 
There is very little virtualization support for accelera-
tors today.

I do believe that the next level of end-to-end 
system efficiency and flexibility will require support 
for disaggregation. However, it will also require some 
breakthroughs in hardware/software organization 
because the assumptions built up over decades about 
local device access over a dedicated PCIe link will be 
hard to break.

Milojicic: Can you tell us how networking is evolving 
in the data center and how it is affected by the trends 
and needs of data and compute?

Vahdat: The network today constitutes the smallest 
portion of our data center spend, but it offers some 
of the biggest challenges and opportunities. For 
example, the network is often the largest source of 
large-scale failures and extended downtime. Because 
it fundamentally connects computation and storage 
together at scale, a failure in the network most easily 

cascades resulting in large-scale outages. Similarly, 
managing the lifecycle of the network from turnup 
to upgrades to turndown is often the most complex 
and toilsome for the operations team. Tying the two 
together, many network outages are correlated with 
network operations.

Given the increasing societal reliance on compute 
infrastructure, and the thousands of seemingly inde-
pendent cloud services, we multiplex onto shared 
underlying network infrastructure, the reliability of 
the network must fundamentally improve. Since, in 
the end, individual network components and systems 
are unavoidable at cloud’s scale of deployment and its 
rapid rate of evolution, solutions likely lie in designs 
that ensure hard levels of network isolation and multi-
plexing of services onto multiple independently oper-
ated network infrastructure.

Network performance and performance predict-
ability will also be critical, as we discussed earlier. The 
disaggregated and data-centric data center will require 
not just higher performance and lower latency but pre-
dictability and isolation under a range of highly variable 
and bursty communication patterns. This will require 
us to continue the evolution of software-defined net-
working to enable visibility all the way to the end appli-
cations and their composite, multinode communica-
tion patterns, with microsecond-granularity actuation 
loops allocating bandwidth and rate limits to meet the 
real-time application SLOs, focusing on remote proce-
dure calls and coflows rather than lower-level metrics 
focused on packets.

Milojicic: Data and compute delivery models have 
evolved from on premise to public cloud, to hybrid 
cloud to edge. What is the next step in delivery models?

Vahdat: One important note is that, while there is a 
lot of enthusiasm around emerging compute deliv-
ery models from public to hybrid to edge cloud, we are 
still in the very early stages of the migration to these 
emerging hosting approaches. The vast majority of 
computing and storage still runs in enterprise data 
centers with many challenges that must be overcome 
before we can get to baseline modernization of digital 
infrastructure.

This is one reason why hybrid connectivity and 
the ability to seamlessly integrate on-premises 
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infrastructure with cloud hosted and managed infra-
structure is so critical to enabling more rapid migra-
tion. Here, there are many practical and research chal-
lenges to providing a “one-network” administrative 
view across multiple sites and cloud providers with 
individual services ideally, transparently, and incre-
mentally migrating from one side to another.

As such, the next step in the delivery model 
must take on the software tooling, monitoring, and 
management necessary to make hybrid, multicloud, 
and edge-deployment scenarios seamless from the 
perspective of individual businesses. Similarly, appli-
cation developers will need the runtime support and 
consistent APIs to enable them to write once and run 
anywhere.

Milojicic: What is the role of virtualization, and how 
is it evolving? From bare metal to virtual machines to 
containers and most recently to functions as a service 
(serverless), virtualization has been increasingly get-
ting more hardware support. What is the next step in 
evolution?

Vahdat: Yes, this is a great observation. We are seeing 
the continuing evolution of virtualization to the point 
where individual bare-metal servers can be securely 
configured for individual customers, potentially allo-
cated and reallocated at fine time scales. The hard-
ware architecture, from the BMC, network connectiv-
ity, root of trust, and more to allow this in a multitenant 
data center has been understudied in academia and 
underdeveloped industry wide.

On the other extreme, we will need to move beyond 
“static slice of hardware” virtualization capability to 
more flexible and dynamic container shapes in support 
of higher-level application structure that benefit from 
dynamic scale out under failures and bursty access 
conditions. These containers will need to deliver req-
uisite levels of isolation and security among colocated 
tenants, all while managing tail latency. As discussed 
earlier, this will mean that the compute, accelerator, 
memory, storage, and network resources available to 
a container will come and go with both the application 
and the container OS, evolving to understand and 
manage this new dynamism in line with the trends 
toward disaggregation of the underlying hardware 
components across the data center.

Milojicic: Will 5G and follow-on technologies affect 
data center designs? For example, will 5G make edge 
much more real time, putting more pressure on data 
centers? How much will edge impact data center 
design and evolution of computing technologies?

Vahdat: 5G promises to bring affordable, lower 
latency, and predictable bandwidth connectivity 
to a whole new range of computing devices. Data 
rates will continue to explode, accelerating from the 
already-impressive place we are at today. One of the 
key questions will then be the tradeoff between: 1) 
very low-latency reaction times to data generation/
the sensing to actuation loop, 2) data provenance and 
sovereignty requirements for the data, 3) the costs of 
wide area network transport, and 4) the inherent effi-
ciencies associated with large-scale, centralized com-
puting campuses built from the ground up for power 
and cooling efficiency relative to more expensive, 
smaller-scale, and less-optimized colocation facilities 
located in the heart of metropolitan areas. For exam-
ple, can we afford to pay the tens of milliseconds in 
speed of light latency required to transport newly gen-
erated data to the nearest large-scale campus? Does 
the data need to be stored and processed within the 
jurisdiction of a particular company or country?

The reality is that the tradeoff will be application 
and scenario specific, which makes the emergence 
of 5G particularly interesting from the perspective of 
dynamically configuring machine learning inference, 
general-purpose computing, storage, and communi-
cation pipelines across local, metropolitan, and wide 
area network infrastructures.

Milojicic: Historically, there was a dichotomy between 
large-scale distributed systems and large parallel sys-
tems. It appears that the former have won, except for 
the needs of high-performance computing (HPC) and 
high-end analytics systems. Going forward, for eco-
nomic reasons, there appears to be a convergence 
of general-purpose compute, artificial intelligence, 
HPC, and data analytics systems. Will a unified system 
design be possible to meet the requirements of tradi-
tional HPC and analytics applications?

Vahdat: Yes, this is another really nice observa-
tion. Historically, parallel applications have required 
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predictable, isolated, homogeneous, single-tenant 
execution environments to achieve reasonable per-
formance given the regular nature of the underlying 
computation and communication loops. Distributed 
data center applications have, on the other hand, been 
loosely coupled, fault tolerant, multitenant, and capa-
ble of running on multiple generations of hardware and 
low-level software simultaneously.

While both evolutionary paths have been prag-
matic, we are seeing a convergence between the 
two, also for pragmatic reasons. High-performance 
computing and machine learning are increasingly 
migrating to cloud environments where the avail-
ability of large-scale batch resources and efficient 
virtualization to achieve uniformity is making it attrac-
tive to run in more heterogeneous and unpredictable 
environments, with software and hardware providing 
the illusion of a uniform, dedicated execution environ-
ment. At the same time, the availability of efficient, 
microsecond-scale communication stacks with hard-
ware support for isolated multitenancy is exposing a 
number of opportunities for traditional distributed 
applications to achieve much higher levels of perfor-
mance and efficiency through reduction of expensive 
caching and data denormalization.

Milojicic: Any closing thoughts that you would like to 
leave our readers with?

Vahdat: It’s a really exciting time to be working in com-
puting infrastructure. It was about 20–25 years that 
a combination of academic research and industrial 
breakthroughs laid the foundation of modern Inter-
net service delivery. Back then, no one even dared 
dream that services would be seamlessly and con-
sistently delivered across campuses and edge con-
sisting of tens of thousands of commodity servers 
running open source operating systems all intercon-
nected by a dedicated wide area and data center net-
works comparable in scale to the public Internet, with 
software-managed computing and storage provid-
ing the illusion of a single system image across these 
same exascale computing platforms.

And yet, this seemingly impossible vision is 
now considered standard practice. It is now corre-
spondingly simple, or at least possible, to dream of 
new planetary-scale, interactive services that can 

seamlessly scale to the reliability, performance, and 
security requirements of billions of users across the 
globe for enterprises, large and small.

At the same time, the underlying forces and design 
patterns that have powered this last revolution in 
computing are slowing or stopping. Without the winds 
of exponential growth in compute and storage capac-
ity at fixed cost at our back with the simultaneous 
headwind of increasing exponential growth of data 
rates and processing needs, we as a community have 
to develop fundamentally new design points focused 
on end-to-end distributed systems efficiency met-
rics, powered by new segment-specific hardware and 
increasingly sophisticated dynamic runtimes.

My personal excitement is fueled by the belief that 
this shift in thinking will enable a whole new 

set of capabilities that perhaps no one dares dream 
today. One higher-level prediction I feel comfortable 
with is that the new capabilities will afford a shift from 
planetary-scale interactive services to the real-time 
generation of proactive insights driven by secure, 
privacy-preserving data analytics frameworks capable 
of shifting through an ever-increasing explosion of avail-
able data, affording fundamental benefits from health 
care to the sciences to manufacturing and more. 
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Applications
Sasko Ristov and Thomas Fahringer , University of Innsbruck, 6020 Innsbruck, Austria

Radu Prodan , University of Klagenfurt, 9020 Klagenfurt, Austria

Magdalena Kostoska and Marjan Gusev , Ss. Cyril and Methodius University, Skopje 1000, Macedonia

Schahram Dustdar , TU Wien, 1040 Vienna, Austria

Cloud data centers exploitmanymemory pagemanagement techniques that reduce
the totalmemory utilization and access time.Mainly these techniques are applied to a
hypervisor in a single host (intra-hypervisor) without the possibility to exploit the
knowledge obtained by a group of hosts (clusters).We introduce a novel interhypervisor
orchestration platform to provide intelligentmemory pagemanagement for horizontal
scaling. It will use the performance behavior of faster virtualmachines to activate
prefetchingmechanisms that reduce the number of page faults. The overall platform
consists of fivemodules—profiler, collector, classifier, predictor, and prefetcher.We
developed and deployed a prototype of the platform, which comprises thefirst three
modules. The evaluation shows that data collection is feasible in real-time, which
means that if our approach is used on top of the existingmemory pagemanagement
techniques, it can significantly lower themiss rate that initiates page faults.

D ynamic memory page management techni-
ques, such as memory deduplication, page
faultsmanagement,memory overcommitment,

memory ballooning, or hot-swapping, rely on the cooper-
ation of the virtual machines (VMs) hosted on a single
physical host.1 Although all these techniques provide
autonomous and automatic memory page management
that reduces the total memory utilization and memory
access time, their application domain is still limitedwithin
a single host. On the other hand, cloud environments use
horizontal scaling such that hundreds or thousands of
VMs (VM-siblings) of the same image work on the same
problem. These VM-siblings use the same guest operat-
ing system, the same code segment, and many memory
pages of the same data segment are identical or similar,
thereby conducting similar memory access patterns.

Since VM-siblings may be scheduled on multiple hosts,
the state-of-the-art intrahost memory management
methods cannot be fully exploited. The goal of this article
is to introduce an interhypervisor orchestration platform,
which uses the knowledge obtained by VM-siblings that
are hosted on different hosts and potentially use it in
real-time to reduce thememory page fault ratio, for negli-
gible resource utilization overhead and latency.

RELATEDWORK
Wei-Zhe Zhang2 presented an automatic memory con-
trol of multiple VMs that dynamically adjusts alloca-
tion according to the used memory by the VMs, while
Qi Zhang3 used a shared memory pool for fast just-in-
time memory page recovery. Although these techni-
ques reduce the number of memory page faults, they
apply on a single host without being aware of other
VM-siblings at other hosts.

Hines4 and Tasoulas5 use the estimation of appli-
cation memory requirements for memory balancing
and distribution. Their techniques automate the
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distribution of the memory across VMs, but again limit
the hypervisor’s level on a single host. Additionally,
they quantify the amount of memory without a quali-
tative estimation of the specific page accesses in the
near future for each VM-sibling.

Several researchers presented an orchestration for
multiple hypervisors. Gopalan et al.6 introduced the
span virtualization, which allows multiple hypervisors to
control thememory of guest’s OS concurrently. Still, this
orchestration is on a single host. Fecade et al.7 orches-
trated multiple hypervisors in mobile cloud computing.
They used a Bayes-based classifier to predict failures in
hypervisor and to prevent VM failures bymigrating them
to another host. However, the authors verified their
approach with simulation, without real implementation
andwithout considering the network latency.

Prefetching is a commonly used technique inmemory
management. Ren et al.8 introduced an asynchronous
prefetching mechanism to speculatively prefetch the
dirty pages from a primary VM on a secondary VM on
another host without disrupting its execution. While this
algorithm shortens the sequential dependence when VM
checkpoints are generated and transmitted to a VM on
another host, still, it uses one-to-one mapping between
the primary and secondary VMs without considering
memory access patterns fromother VM-siblings.

INTERHYPERVISOR
ORCHESTRATION PLATFORM
Terminology
Before diving into details, we explain the used termi-
nology. Let VM11, VM12, and VM31 denote three VMs
hosted on two hosts (Host1 and Host3), as presented
in Figure 1, such that the first index identifies the host,
while the second one determines the VM on that host.
For example, VM12 represents the second VM hosted
on Host1. Let all VMs are a part of horizontal scaling,
which means they run the same application, either for
different input data or serve requests generated by
different users.

Definition 1. (VM-cluster). A VM-cluster is a set of
VMs that are scaled horizontally and usually
deployed across multiple hosts.

For example, Figure 1 illustrates a part of a data
center, where VMs are grouped in: VM-cluster1 with
three VM-siblings, while VM-cluster2 and VM-cluster3
with four. Each VM-sibling runs the same application,
which is scaled horizontally across three hosts.

Definition 2. (Specific VMs within a VM-cluster).
A VM-leader is the fastest VM-sibling that leads
the execution within one VM-cluster. Slack-VMs
are all other VM-siblings that perform slower than
the VM-leader within a specific VM-cluster.

Each VM-cluster identifies a single VM-leader at
each point of time, while all the other VM-siblings are
slack-VMs. However, these roles may change in time
for a specific VM.

Without losing generality, we assume a heteroge-
neous environment where the VMs and hosts perform
at different speeds. Figure 1 presents that VM11, VM32,
and VM14 are VM leaders of the corresponding VM-
clusters 1, 2, and 3. For example, besides the VM leader
VM11, the VM-cluster1 contains also other VM-siblings
(slack-VMs including VM12 and VM31).

Platform Architecture
The interhypervisor platform orchestrates hypervisors
of a group of horizontally scaled VM-clusters, as pre-
sented in Figure 2. To orchestrate VM-siblings in the
horizontal scaling, the first step of the orchestrator is
to classify all VMs in VM-clusters according to the
information from the cloud controller. Further on, the
orchestrator communicates with the agents on each

FIGURE 1. Definition of VM-cluster and VM-siblings (VM-

leader and slack-VMs).

FIGURE 2. Design of the interhypervisor orchestration

platform.
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host to gather the necessary access data that caused
page faults for each hosted VM-sibling. Finally, the
orchestrator detects patterns in the page faults to
determine the VM-leader of each VM-cluster, whose
behavior will be used later for prediction and prefetch-
ing the memory pages of the slack-VMs.

The proposed interhypervisor orchestration plat-
form consists of two main processes: i) a bottom-up
data collection and management, and ii) a top-down
control process. This paradigm is particularly suitable
for concurrent management of these two processes.
For example, hypervisors can manage VMs on the
same host, while our orchestrator supports global
views of VM-clusters, combining and analyzing data of
all VM-siblings of a single VM-cluster scattered on dif-
ferent hosts. On the other side, the top-down control
process allows flooding the information about pre-
fetching memory pages that already generated page
faults at the VM-leader, thereby reducing the page
faults ratio for the slack-VMs and significantly improv-
ing their performance.

The orchestration platform consists of five mod-
ules: classifier, collector, and predictor within the cen-
tral part of the orchestrator, together with profiler and
prefetcher distributed on each host. Since the orches-
trator collects data about page faults from profilers
and sends the predicted memory pages for all hosted
VMs back to prefetchers hosted on multiple hosts, the
modules of the orchestrator should be deployed on
servers with a higher bandwidth and a small network
diameter to the orchestrated hosts. Our approach with
the centralized orchestrator and distributed profilers
does not require a direct communication between
VMs’ operating systems.

The orchestrator will have access to memory
usage info for all orhestrated VMs, which may open
security and privacy risks. In order to mitigate such
risks, the profiler sends anonymized data that do not
contain information about the owners of the VMs,
their addresses, or credentials.

The orchestrator is only a logical representation
and any of its three modules may be hosted on a sepa-
rate server. Moreover, the modules may be container-
ized and managed with Kubernetes for higher
scalability. The orchestrator implementation is not
affected by the existing cloud infrastructure as it
works on a lower (hypervisor) level.

Classifier
The classifier groups all VMs in VM-clusters, such that
each VM member of horizontal scaling becomes a
VM-sibling within a specific VM-cluster. Clustering is a
dynamic process in the cloud ecosystem regularly

performed by the classifier, where VMs are instanti-
ated, replicated, migrated to another host and termi-
nated. The classifier can be extended to cluster VMs
that are not a part of horizontal scaling or VM-clusters
without VM-leader, if they have a similar memory
access pattern.16

Profiler
Each host deploys a profiler that communicates with
the local hypervisor to collect data about page faults
and swapping for each hosted VM, and sends it to the
collector within the centralized orchestrator. The pro-
filer can be built based on iBalloon,9 which provides
efficient intrahypervisor VM memory balancing within
a consolidated host. iBalloon runs a lightweight moni-
toring process (daemon) in each VM of the host that
gathers information about its memory utilization. This
technique improves the overall performance for mem-
ory-intensive applications with less than 5% CPU over-
head tradeoff, compensated due to the CPU under
utilization compared to the main memory.

Collector
The collector is a simple module that gathers the data
from all profilers in a single and persistent centralized
knowledge base, which contains memory access data
of all VM-siblings within each VM-cluster. The main
challenge of the collector is to determine the size and
length of historical data considered by the predictor.
Accordingly, the collector splits the received data into
hot and cold parts. The predictor uses the hot part to
determine the memory pages to be prefetched at VM-
siblings, while the cold part helps strategic planning of
future data center design and maintenance through
offline analysis. Extending the iBalloon, one can run a
daemon that collects all data from each host’s mem-
ory profiler. Although the concept of cold and hot
memory pages10 provides performance overhead, we
can still use this concept to reduce the memory
access interception.

Predictor
The predictor is the brain of the orchestrator that
exploits the collected data of the knowledge-base. It
possibly uses machine learning-based techniques
(beyond the scope for this article) to predict the mem-
ory page accesses for each VM-sibling within a VM-
cluster. Since the cloud environment is a heteroge-
neous one, both the VM type and the underlying host
computation resources (CPU, RAM) must be consid-
ered by the predictor to further improve the prediction
accuracy. The centralized predictor can exploit data
for memory access patterns of all VM-siblings within a
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VM-cluster, regardless whether they are hosted on a
single host or scattered across several hosts. With
this knowledge, the predictor can estimate more accu-
rately which memory pages will be accessed by slack-
VMs and inform the prefetchers and hypervisors
accordingly to prefetch those memory pages into
guest main memory.

Prefetcher
The predictor submits the information to the pre-
fetcher on each host to initiate prefetching of memory
pages from local disks to all locally hosted VMs. The
prefetcher issues a command to the Hypervisor to pre-
fetch (swap-in) a memory page into each VM to
reduce the memory page fault.

PLATFORM PROTOTYPE
IMPLEMENTATION AND
EVALUATION

We implemented three modules (the classifier, profiler,
and prefetcher) to investigate the effectiveness of the
orchestration platform for data collection. The goal of
the initial platform prototype was to evaluate how
many memory page faults can be generated, profiled,
and transferred to the collector, both for traditional
and virtual environment.

Platform Prototype Implementation
Figure 3 presents the implementation of our platform
prototype. We deploy the profiler on two hosts, each
installed with XenServer (v7.6.0) and Ubuntu 16.04.6
amd64. The hosts (quad-core CPU, 4 GB RAM, SSD) are
connected using NAT and 1 Gb/s network. Each host
administers a VM-pool Host 0x=dom0x and each VM
gets a VMID, which is used to specify it as a source of
transferred data in the profiler. The collector and the
classifier are deployed on the orchestrator, which has
6 GiB RAMand is also installed with the sameUbuntu.

We used SysBench benchmark tool to generate
intensive memory allocation and page faults in
Ubuntu with a single thread, which generated a total
of 100GiB memory blocked in blocks of 1MB each:

sysbench - -num-threads=1 - -test =memory
- -memory-block-size =1M - -memory-total-
size=100G run

Generated page faults were profiled by systemtap,
which was extended to submit the VMID. The follow-
ing listing presents an entry from the page fault, and
shows when (including microseconds) and on which
host a process generated a page fault, which could be
either write (w) or read (r). Additionally, we submit the
type of the page fault, i.e., minor or major. The size of
each entry was always the same (51B).

ID:Timestamp:PID:fault_address:fault_access:kind:
fault_time

1:1591116972164574:30134:140013325101104d:w:
minor:1

For sending the profiled data, we used Apache Kafka
(v2.2.0) and Zookeeper configured with default ports
and JDK (1.8.0) on all brokers in the system. Systemtap
sends data to the Kafka producer at Host 0x=dom0x,
which is collected by the Kafka consumer at the collec-
tor. Finally, the collected stream data was stored in a file
and the collector (written in C) writes it in MySQL. The
classifier specifies VMIDsand groups them in a VM-clus-
ter. Our current classifier prototype uses only one VM-
cluster aswemeasure the data transfer rate.

Evaluation
We conducted two groups of experiments. The first
group of experiments was intended to investigate the
cap varying the number of sources (VMs and hosts),
i.e., how many entries the platform prototype is able
to generate and send them to the collector without
using the profiler systemtap. The second group of
experiments determined the overhead of introducing
the profiler, which resulted in lower number of records
that were collected in real-time. We run each experi-
ment in two different environments (bare metal and
virtual). We denote experiments as B1, B1P, B2, B2P,
V1, V2, and V1P, where B and V denote the environ-
ment (bare metal or virtual), 1 or 2 sources (VMs or
hosts), and P denotes experiments with the profiler.

Table 1 presents the achieved throughput of each
experiment. We observe that sending data without
the profiler achieved 17 million entries/s for one node
as a source, which is the maximum from all experi-
ments since we used only one node. Introducing
another node (B2) reduced the throughput to 12 mil-
lion entries/s. On the other side, the profiler (B1P)
reduces the throughput to 250000 entries/s with one
node and is stable even with two nodes because the
streaming cap of 17 million entries/s is not reached.

Virtual environment reduced the throughput by
half for the experiment with one VM compared to the

FIGURE 3. Platform prototype implementation
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host to gather the necessary access data that caused
page faults for each hosted VM-sibling. Finally, the
orchestrator detects patterns in the page faults to
determine the VM-leader of each VM-cluster, whose
behavior will be used later for prediction and prefetch-
ing the memory pages of the slack-VMs.

The proposed interhypervisor orchestration plat-
form consists of two main processes: i) a bottom-up
data collection and management, and ii) a top-down
control process. This paradigm is particularly suitable
for concurrent management of these two processes.
For example, hypervisors can manage VMs on the
same host, while our orchestrator supports global
views of VM-clusters, combining and analyzing data of
all VM-siblings of a single VM-cluster scattered on dif-
ferent hosts. On the other side, the top-down control
process allows flooding the information about pre-
fetching memory pages that already generated page
faults at the VM-leader, thereby reducing the page
faults ratio for the slack-VMs and significantly improv-
ing their performance.

The orchestration platform consists of five mod-
ules: classifier, collector, and predictor within the cen-
tral part of the orchestrator, together with profiler and
prefetcher distributed on each host. Since the orches-
trator collects data about page faults from profilers
and sends the predicted memory pages for all hosted
VMs back to prefetchers hosted on multiple hosts, the
modules of the orchestrator should be deployed on
servers with a higher bandwidth and a small network
diameter to the orchestrated hosts. Our approach with
the centralized orchestrator and distributed profilers
does not require a direct communication between
VMs’ operating systems.

The orchestrator will have access to memory
usage info for all orhestrated VMs, which may open
security and privacy risks. In order to mitigate such
risks, the profiler sends anonymized data that do not
contain information about the owners of the VMs,
their addresses, or credentials.

The orchestrator is only a logical representation
and any of its three modules may be hosted on a sepa-
rate server. Moreover, the modules may be container-
ized and managed with Kubernetes for higher
scalability. The orchestrator implementation is not
affected by the existing cloud infrastructure as it
works on a lower (hypervisor) level.

Classifier
The classifier groups all VMs in VM-clusters, such that
each VM member of horizontal scaling becomes a
VM-sibling within a specific VM-cluster. Clustering is a
dynamic process in the cloud ecosystem regularly

performed by the classifier, where VMs are instanti-
ated, replicated, migrated to another host and termi-
nated. The classifier can be extended to cluster VMs
that are not a part of horizontal scaling or VM-clusters
without VM-leader, if they have a similar memory
access pattern.16

Profiler
Each host deploys a profiler that communicates with
the local hypervisor to collect data about page faults
and swapping for each hosted VM, and sends it to the
collector within the centralized orchestrator. The pro-
filer can be built based on iBalloon,9 which provides
efficient intrahypervisor VM memory balancing within
a consolidated host. iBalloon runs a lightweight moni-
toring process (daemon) in each VM of the host that
gathers information about its memory utilization. This
technique improves the overall performance for mem-
ory-intensive applications with less than 5% CPU over-
head tradeoff, compensated due to the CPU under
utilization compared to the main memory.

Collector
The collector is a simple module that gathers the data
from all profilers in a single and persistent centralized
knowledge base, which contains memory access data
of all VM-siblings within each VM-cluster. The main
challenge of the collector is to determine the size and
length of historical data considered by the predictor.
Accordingly, the collector splits the received data into
hot and cold parts. The predictor uses the hot part to
determine the memory pages to be prefetched at VM-
siblings, while the cold part helps strategic planning of
future data center design and maintenance through
offline analysis. Extending the iBalloon, one can run a
daemon that collects all data from each host’s mem-
ory profiler. Although the concept of cold and hot
memory pages10 provides performance overhead, we
can still use this concept to reduce the memory
access interception.

Predictor
The predictor is the brain of the orchestrator that
exploits the collected data of the knowledge-base. It
possibly uses machine learning-based techniques
(beyond the scope for this article) to predict the mem-
ory page accesses for each VM-sibling within a VM-
cluster. Since the cloud environment is a heteroge-
neous one, both the VM type and the underlying host
computation resources (CPU, RAM) must be consid-
ered by the predictor to further improve the prediction
accuracy. The centralized predictor can exploit data
for memory access patterns of all VM-siblings within a
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equivalent B1 and 3.2 times with the profiler. An inter-
esting observation is the higher deviance in the virtual
environment.

Discussion
Since the memory access time at the host is around
50 ns,11 we estimate around 20 million memory
accesses/s if all accesses are page hits, without any
page misses and swaps. However, we are mostly inter-
ested in TLB misses and page faults, which happen in
a range between 0:1� 1%.11 This leads to a maximum
number of 200000 records/s that need to be stored
and processed. We assume the worst case where all
TLB misses are also page table misses (page faults),
which is opposite to the write count disparity feature.
On the other side, the total number of memory pages
is usually smaller than 200000, as the legacy page size
of 4 kB is nowadays abandoned to reduce the TLB
misses. More precisely, all modern CPU architectures
and operating systems support memory page size of
2 MB, while some even in the range of GiB. In a virtual
environment, extended page table (EPT) faults are
handled within 2.4 ms.

We selected the current state-of-the-art streaming
platforms to evaluate the feasibility of the new pro-
posed platform, such as Apache Kafka, which can han-
dle at each profiler up to 800000 of 100B-long
messages per second, regardless of the data size
(even up to 1.4 TB). Our platform achieved the maximal
throughput of 17 million entries/s, 51B each.

Although the profiler can collect and update the
page faults at each host, Zhang et al.12 specify a hybrid
hardware and software tracing mechanism to collect
and profile last-level TLB misses, up to cache line gran-
ularity of 64B. Moreover, another challenge is to col-
lect data from all profilers to the central orchestrator.
For example, for a network overhead of only 1% in 1s�1,
we can submit 1300 records, 100B each. Although pro-
filers can group several messages into a few larger

ones to reduce the packet header overhead, the total
bandwidth remains in a similar range.

Let us analyze the price to be paid to achieve
increased performance. At each host, the platform
runs both Kafka to utilize a portion of computing
resources. While the CPU is usually underutilized in
data centers, the memory is often a bottleneck. Addi-
tionally, there is a small network overhead depending
on the number of pages transmitted. This bottleneck
is visible when more nodes or VMs are used (see
Table 1).

FURTHER IMPLEMENTATION
CHALLENGES
Network Overheads
The designers and programmers must consider the net-
work latency and bandwidth that also impact the quality
of the gathered data. Another challenge is the network
heterogeneity, especially its latency, as hosts can be
connected througha single physical switch, while others
through several with higher latency. Recent high-speed
and high-throughput memory and network, such as
byte-addressable non-volatile memory express (NVMe)
over fabrics (NVMf) reported negligible application per-
formance degradation.13 For example, the latest net-
working generates very low latency of only 1 ms and a
very high bandwidth up to 200s�1.14 These trends in the
networking allow possibilities for broader dynamic
memory page management through the network and
make our orchestration platform feasible.

Prediction Implementation Challenges
The amount of data analyzed by the prediction process
impacts its performance. For example, a large history of
records has less impact over the current memory
accesses due to many context switches that may hap-
pen in the meantime. On the other side, considering a
small amount of historical records may not be enough
as a slack-VM may perform much worse than the VM-
leader and, thus, a memory access pattern cannot be
detected or valid for this particular case.

The predictor must propose the pages to swap to
the disk and avoid being prefetched to the other VM-
siblings. Various application types can also show dif-
ferent behavior.

The behavior of each VM fluctuates due to cloud
performance instability15 and therefore, there is no
simple and appropriate function for modelling varia-
tions in memory page accesses of a VM. Nevertheless,
we exploit the fact that caches and memory paging
are not directly mapped but associative, which means

TABLE 1. Results of the evaluation. Presented number for the

throughput shows the million of entries received by the

collector per second.

Experiment Average throughput (�106/s)
B1 17
B1P 0.25
B2 12
B2P 0.25
V1 8.5
V1P 0.078
V2 0.25
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that even a relaxed prediction performance still dimin-
ishes the memory page fault rate.

The prediction accuracy is affected by other VMs
of other VM-clusters running other jobs on the same
host. For example, VM13, VM14, and VM15, which share
the same Host 1 memory with VM11 and VM12, will
affect their memory access and page faults (see Fig 1).
This may make the prediction of VM31 page access
less accurate based on VM11 ’s access pattern. This
problem is analyzed by Nemati et al..16 They intro-
duced inter- and intracluster similarity metrics to dis-
cover distinct groups of workloads with negligible
CPU and memory overhead.

The interhypervisor orchestrator needs to predict a
vector of memory page accesses for each VM-sibling,
as follows.

› Characterize the VM-cluster using a set of param-
eters that reflect the memory pages accesses for
each VM-sibling.16

› Estimate the memory access of each VM-leader
and use it for VM-siblings. Additionally, consider-
ing the heuristics with the write count disparity,
only a few and frequently updated memory pages
could reduce page faults evenmore.17

› Experimentally evaluate the various machine
learningmethods (including random forest or simi-
lar) considering the tradeoff among latency and
resource utilization overhead versus performance.

Prefetching Challenges
Modern operating systems and hypervisors support
memory pages of various size, such as small (4 KiB),
medium (2 MiB), and even large of up to 1GiB. While
such plethora of heterogeneous memory page sizes
may improve the performance,18 it may convolute
both prediction and prefetching. For example, memory
access pattern of a VM-leader that uses memory
pages of medium size differs from the access pattern
of slack-VMs that use small sized ones.

On the other side, write memory accesses on VM-
leaders may be logged by the hardware using the
Page-Modification Logging19 on commodity Intel pro-
cessors. This hardware-assisted enhancement allows
the hypervisor to monitor the modified (dirty) memory
pages directly while running VMs, thereby distinguish-
ing the “write-hot” and “write-cold” memory pages in
real-time.

CONCLUSION AND FUTUREWORK
We have introduced a platform that enhances the
memory page management techniques to reduce the

page faults and increase the performance of virtualized
data centers based on an interhypervisor (interhost)
approach. State-of-the-art techniques implemented in
today’s virtualized environments include host-based
prefetching and memory swapping concepts. Cur-
rently, these approaches are implemented for a single
host and cannot be exploited for VMs spread over dif-
ferent hosts.

The interhost orchestration platform has a poten-
tial to open up new research directions in cloud data
center memory management. Our approach enhances
the memory page management implemented for an
intrahypervisor solution by an interhypervisor plat-
form, as a more efficient dynamic technique intended
for cloud data centers. It can be efficiently imple-
mented for VMs running an application that imple-
ments large horizontal scaling among different hosts.

The basic principle of the new proposed approach
for the interhypervisor orchestration platform is to
detect memory access patterns that generate page
faults within VMs hosted on different hosts. Exploiting
the patterns in gathered data, the orchestrator may
predict which memory pages will be accessed in the
near future and, therefore, may avoid generating page
faults at the other VMs (slack-VMs).

The platform prototype was developed including
the three modules classifier, profiler, and collector.
The initial evaluation showed the effectiveness of the
platform to collect generated entries about page-
faults with a maximal throughput of 17 million entries/
s. Although the initial prototype of the profiler reduced
the throughput to 250000 entries/s of a host, still the
platform prototype was able to reach the estimated
200000 page faults/s,11 even with a low power hosts
and 1 s�1 network.

We are currently working in the PRE-FETCH project
on implementation of the other two modules the pre-
dictor and prefetcher and will investigate the effec-
tiveness of the overall interhost orchestration
platform. The initial experiments with the random for-
est predictor showed a promising accuracy.
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equivalent B1 and 3.2 times with the profiler. An inter-
esting observation is the higher deviance in the virtual
environment.

Discussion
Since the memory access time at the host is around
50 ns,11 we estimate around 20 million memory
accesses/s if all accesses are page hits, without any
page misses and swaps. However, we are mostly inter-
ested in TLB misses and page faults, which happen in
a range between 0:1� 1%.11 This leads to a maximum
number of 200000 records/s that need to be stored
and processed. We assume the worst case where all
TLB misses are also page table misses (page faults),
which is opposite to the write count disparity feature.
On the other side, the total number of memory pages
is usually smaller than 200000, as the legacy page size
of 4 kB is nowadays abandoned to reduce the TLB
misses. More precisely, all modern CPU architectures
and operating systems support memory page size of
2 MB, while some even in the range of GiB. In a virtual
environment, extended page table (EPT) faults are
handled within 2.4 ms.

We selected the current state-of-the-art streaming
platforms to evaluate the feasibility of the new pro-
posed platform, such as Apache Kafka, which can han-
dle at each profiler up to 800000 of 100B-long
messages per second, regardless of the data size
(even up to 1.4 TB). Our platform achieved the maximal
throughput of 17 million entries/s, 51B each.

Although the profiler can collect and update the
page faults at each host, Zhang et al.12 specify a hybrid
hardware and software tracing mechanism to collect
and profile last-level TLB misses, up to cache line gran-
ularity of 64B. Moreover, another challenge is to col-
lect data from all profilers to the central orchestrator.
For example, for a network overhead of only 1% in 1s�1,
we can submit 1300 records, 100B each. Although pro-
filers can group several messages into a few larger

ones to reduce the packet header overhead, the total
bandwidth remains in a similar range.

Let us analyze the price to be paid to achieve
increased performance. At each host, the platform
runs both Kafka to utilize a portion of computing
resources. While the CPU is usually underutilized in
data centers, the memory is often a bottleneck. Addi-
tionally, there is a small network overhead depending
on the number of pages transmitted. This bottleneck
is visible when more nodes or VMs are used (see
Table 1).

FURTHER IMPLEMENTATION
CHALLENGES
Network Overheads
The designers and programmers must consider the net-
work latency and bandwidth that also impact the quality
of the gathered data. Another challenge is the network
heterogeneity, especially its latency, as hosts can be
connected througha single physical switch, while others
through several with higher latency. Recent high-speed
and high-throughput memory and network, such as
byte-addressable non-volatile memory express (NVMe)
over fabrics (NVMf) reported negligible application per-
formance degradation.13 For example, the latest net-
working generates very low latency of only 1 ms and a
very high bandwidth up to 200s�1.14 These trends in the
networking allow possibilities for broader dynamic
memory page management through the network and
make our orchestration platform feasible.

Prediction Implementation Challenges
The amount of data analyzed by the prediction process
impacts its performance. For example, a large history of
records has less impact over the current memory
accesses due to many context switches that may hap-
pen in the meantime. On the other side, considering a
small amount of historical records may not be enough
as a slack-VM may perform much worse than the VM-
leader and, thus, a memory access pattern cannot be
detected or valid for this particular case.

The predictor must propose the pages to swap to
the disk and avoid being prefetched to the other VM-
siblings. Various application types can also show dif-
ferent behavior.

The behavior of each VM fluctuates due to cloud
performance instability15 and therefore, there is no
simple and appropriate function for modelling varia-
tions in memory page accesses of a VM. Nevertheless,
we exploit the fact that caches and memory paging
are not directly mapped but associative, which means

TABLE 1. Results of the evaluation. Presented number for the

throughput shows the million of entries received by the

collector per second.

Experiment Average throughput (�106/s)
B1 17
B1P 0.25
B2 12
B2P 0.25
V1 8.5
V1P 0.078
V2 0.25
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DEPARTMENT: EXPERT OPINION

Emerging Technologies for Quantum
Computing
Jonathan M. Baker , University of Chicago, Chicago, IL, 60637, USA

Frederic T. Chong , University of Chicago, Chicago, IL, 60637, USA and also Super.tech, Chicago, IL, 60615, USA

Despite promising proof of concept demonstrations, currently available quantum
hardware suffers from fundamental scalability limitations. The field is relatively new
and it is imperative to consider emerging technologies in the space and evaluate
their unique tradeoff spaces to determine how to best close the gap between
current devices and target applications. Here, we explore three recent
developments on this front. First, we consider extensions to currently available
hardware, which allow the use of higher level states, beyond the usual binary, which
when used temporarily can confer circuit-level advantage. Second, we consider the
use of superconducting resonant cavities to reduce hardware requirements to
implement quantum error correction protocols. Finally, we consider the use of
neutral atoms, which offer unique strengths and weaknesses. It is valuable to
evaluate new technology early and often to determine the best path toward
scalability.

Quantum computing is an emerging technol-
ogy, so it may seem some sort of hyperbole to
consider new emerging technologies for this

paradigm, but we are already at the horizon of some
potentially game-changing capabilities. Although cur-
rent machines have shown impressive success with
devices based upon trapped ions and superconducting
transmons, it is unclear what the eventual winning
technologies will be. In this article, we will consider
neutral atoms and superconducting resonant cavities
and extensions to currently available technology, and
their implications for quantum architectures.

Quantum hardware is still in its relative infancy,
boasting tens of qubits as opposed to the thousands
to millions needed to execute important algorithms
for unordered search and factoring.1,2 Most available
systems have struggled to scale beyond their proto-
types while simultaneously suppressing gate errors
and increasing qubit coherence times. This limits the
types of programs which can execute effectively, let
alone perform error correction. It is unclear whether

systems composed of superconducting qubits or
trapped ions, the major industry players will take the
lead.

Device success is predicated on the increase in
the number of qubits, reduction of gate errors below
error correction thresholds, and increase in qubit
coherence times. In the near term, this translates into
larger, deeper programs with improved output distri-
butions. But, in the long term, this translates into
qubits which are protected from noise inherent in
operating quantum systems in the form of encoded
logical qubits.

In recent years, there have been a number of
improvements throughout the compilation pipeline
both close to the hardware and high-level circuit opti-
mization. These optimizations aim to reduce gate
counts, circuit depth, and communication costs as
proxies for increasing the size and quality of programs
executable on currently available hardware.

An alternative approach is to evaluate the viability
and tradeoffs of new quantum technology and associ-
ated architectures. Despite tremendous efforts at
both the hardware and software level to minimize the
effects of noise, it is unclear if any of the available
hardware will be able to scale as needed and no clear
winner on underlying hardware has emerged. Even fur-
ther, it is unknown whether this hardware is best
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suited to execute the desired programs and while it is
often the case that we adapt compilation to the hard-
ware, i.e., transforming applications into the right
shape for execution, an alternative approach is
explore how to design new architectures which are
better suited for the applications we want to run.

Evaluating new hardware technology at the architec-
tural level is decidedly different, though intrinsically cou-
pled to the development of quantum hardware. Device
physicists’ goal is often to demonstrate the existence of
high quality qubits and operations in prototypes, while
the architect’s goal is to evaluate the systems level rami-
fications of this technology, exploring the inherent trade-
off spaces to determine viability in the near and long
term. Perhaps most critically, this architectural design
exploration leads to important insights about what is
most important for hardware developers to optimize. For
example, if some limitations can be effectively mitigated
via software, hardware developers can focus on other
more fundamental issues. This process of codesign, by
evaluating new technology early and often, is central to
accelerating scalability.

In this work, we detail three key developments on
this front. First, we discuss the temporary use of
qudits which can be used to accelerate key circuit
components, an example of evaluating a fundamental
architectural question of computing radix.3,4 Second,
we explore the use of local “memory-equipped” super-
conducting qubits to reduce hardware requirements
to implement error correction, an example of applica-
tion-driven hardware design.5 Finally, we address the
use of neutral atoms as a competitive alternative to
industry focuses, an example of using software to miti-
gate fundamental hardware limitations to both guide
development and accelerate scalability.6

EXTENDING THE FRONTIER VIA
INTERMEDIATE QUDITS

Quantum computation is typically expressed as a two-
level binary abstraction using qubits. However, super-
conducting and trapped ion qubits based quantum
architectures are not intrinsically binary and have
access to an infinite spectrum of discrete energy lev-
els. Typical implementations actively suppress higher
level states. Some gate implementations have made
use of higher level states to implement multiqubit
interactions, while others are designed to actively mit-
igate leakage, a source of error which leaves the qubit
state left in higher level states.

Higher radix computation has been explored previ-
ously in classical computation, but is usually used
in specialized applications and general computation

obtains only limited (constant) advantage. Similar
work in quantum computation has demonstrated a
constant advantage; by expressing an N qubit circuit
as one using M ¼ N=log 2ðdÞ qudits, where a qudit is a
d-level system.7

This advantage is still critical. Both qubits and
gates between them are error prone. As devices scale
with more qubits, the relative connectivity of these
qubits decreases requiring an increasing number of
error-prone gates to interact arbitrary pairs of qubits.
Therefore, reducing the hardware resource require-
ment enables larger programs to be executed while
requiring fewer gates.

Full translation from one radix to another (for
example binary to ternary) offers constant advantage,
however, more clever usage can offer even more.
Many quantum algorithms make use of ancilla, addi-
tional free bits which are used to store temporary
information. In some cases, they can provide asymp-
totic improvements in the depth of circuit decomposi-
tions, highlighting an important space-time tradeoff in
quantum programs. By using additional space, in the
form of additional qubits or devices, we can reduce
the total execution time of the program. When pro-
grams are time-limited, for example, by prohibitive
coherence times, it is critical to decompose circuits to
minimize depth. However, this requires that we main-
tain a delicate balance as using ancilla limits the total
size of programs, which can be executed if a large por-
tion of qubits must be reserved.

Real quantum hardware will have a limited number
of qubits so it is critical to make the most of them to
enable computation of larger, more useful programs
sooner. An alternative approach to full program trans-
lation is to make use of qudit states temporarily dur-
ing binary computation, which extends the number of
available computational qubits by reducing the ancilla
requirements of key circuit elements while still main-
taining low-depth decompositions. By accessing
higher level states, the computation is subject to a
wider variety of errors. If used properly, the amount
gained outweighs this cost. Importantly, most quan-
tum hardware does not currently support the execu-
tion of multiqubit gates, those with more than two
inputs, and instead they must be decomposed into cir-
cuits using only one and two input operations.

Here we detail two specific uses. The first is a gen-
eralized Toffoli decomposition, a circuit which com-
putes the reversible AND of many input bits.4 The most
efficient decompositions use many ancilla to tempo-
rarily store the ANDs between pairs of inputs, recur-
sively. Rather than using a full extra qubit, we
temporarily allow our qubits to access the j2i state
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suited to execute the desired programs and while it is
often the case that we adapt compilation to the hard-
ware, i.e., transforming applications into the right
shape for execution, an alternative approach is
explore how to design new architectures which are
better suited for the applications we want to run.

Evaluating new hardware technology at the architec-
tural level is decidedly different, though intrinsically cou-
pled to the development of quantum hardware. Device
physicists’ goal is often to demonstrate the existence of
high quality qubits and operations in prototypes, while
the architect’s goal is to evaluate the systems level rami-
fications of this technology, exploring the inherent trade-
off spaces to determine viability in the near and long
term. Perhaps most critically, this architectural design
exploration leads to important insights about what is
most important for hardware developers to optimize. For
example, if some limitations can be effectively mitigated
via software, hardware developers can focus on other
more fundamental issues. This process of codesign, by
evaluating new technology early and often, is central to
accelerating scalability.

In this work, we detail three key developments on
this front. First, we discuss the temporary use of
qudits which can be used to accelerate key circuit
components, an example of evaluating a fundamental
architectural question of computing radix.3,4 Second,
we explore the use of local “memory-equipped” super-
conducting qubits to reduce hardware requirements
to implement error correction, an example of applica-
tion-driven hardware design.5 Finally, we address the
use of neutral atoms as a competitive alternative to
industry focuses, an example of using software to miti-
gate fundamental hardware limitations to both guide
development and accelerate scalability.6

EXTENDING THE FRONTIER VIA
INTERMEDIATE QUDITS

Quantum computation is typically expressed as a two-
level binary abstraction using qubits. However, super-
conducting and trapped ion qubits based quantum
architectures are not intrinsically binary and have
access to an infinite spectrum of discrete energy lev-
els. Typical implementations actively suppress higher
level states. Some gate implementations have made
use of higher level states to implement multiqubit
interactions, while others are designed to actively mit-
igate leakage, a source of error which leaves the qubit
state left in higher level states.

Higher radix computation has been explored previ-
ously in classical computation, but is usually used
in specialized applications and general computation

obtains only limited (constant) advantage. Similar
work in quantum computation has demonstrated a
constant advantage; by expressing an N qubit circuit
as one using M ¼ N=log 2ðdÞ qudits, where a qudit is a
d-level system.7

This advantage is still critical. Both qubits and
gates between them are error prone. As devices scale
with more qubits, the relative connectivity of these
qubits decreases requiring an increasing number of
error-prone gates to interact arbitrary pairs of qubits.
Therefore, reducing the hardware resource require-
ment enables larger programs to be executed while
requiring fewer gates.

Full translation from one radix to another (for
example binary to ternary) offers constant advantage,
however, more clever usage can offer even more.
Many quantum algorithms make use of ancilla, addi-
tional free bits which are used to store temporary
information. In some cases, they can provide asymp-
totic improvements in the depth of circuit decomposi-
tions, highlighting an important space-time tradeoff in
quantum programs. By using additional space, in the
form of additional qubits or devices, we can reduce
the total execution time of the program. When pro-
grams are time-limited, for example, by prohibitive
coherence times, it is critical to decompose circuits to
minimize depth. However, this requires that we main-
tain a delicate balance as using ancilla limits the total
size of programs, which can be executed if a large por-
tion of qubits must be reserved.

Real quantum hardware will have a limited number
of qubits so it is critical to make the most of them to
enable computation of larger, more useful programs
sooner. An alternative approach to full program trans-
lation is to make use of qudit states temporarily dur-
ing binary computation, which extends the number of
available computational qubits by reducing the ancilla
requirements of key circuit elements while still main-
taining low-depth decompositions. By accessing
higher level states, the computation is subject to a
wider variety of errors. If used properly, the amount
gained outweighs this cost. Importantly, most quan-
tum hardware does not currently support the execu-
tion of multiqubit gates, those with more than two
inputs, and instead they must be decomposed into cir-
cuits using only one and two input operations.

Here we detail two specific uses. The first is a gen-
eralized Toffoli decomposition, a circuit which com-
putes the reversible AND of many input bits.4 The most
efficient decompositions use many ancilla to tempo-
rarily store the ANDs between pairs of inputs, recur-
sively. Rather than using a full extra qubit, we
temporarily allow our qubits to access the j2i state

42 IEEE Micro September/October 2021

EXPERT OPINION

41mm05-chong-3099139.3d (Style 7) 09-09-2021 16:29

and store the temporary AND results locally. The sim-
plest version of this is to look at the Toffoli gate. First
we can execute a 1-controlled +1 gate. This will cause
the second input to be in the state j2i if and only if
both of the inputs were j1i to begin. Then, executing a
2-controlled X gate onto the target will flip the target
if and only if both inputs were j1i which is exactly
what a Toffoli gate should do. Following this operation,
we want to ensure our inputs return to being only a
superposition between the lowest two levels (i.e.,
return to being a qubit), so we perform some uncom-
putation. This circuit construction is found in Figure 1.
The idea is similar in the general case—store the
ANDs of inputs locally as j2i rather than on another
ancilla.

It turns out with temporary use of qutrits, we can
obtain the same asymptotic depth and gate count as
the most efficient decomposition using ancilla without
using any ancilla. Specifically, we obtain a logarithmic
depth decomposition using no additional space in the
form of extra devices. The best known decomposition
using only qubits requires linear depth with a large
coefficient making it impractical to use. While effec-
tive, this strategy has fairly narrow uses requiring
hand optimization to be effective.

Second is a decomposition of a reversible adder,
which computes the reversible sum of the two inputs
onto the second input. With a technique called “com-
pression” we can generate the required ancilla in-
place to obtain logarithmic depth, the best known
depth for decompositions with ancilla.3 The simplest
example is to consider the storage of two qubits into a
single ququart (four level system). The two qubits and
the single ququart can each be written as a superposi-
tion of four basis states. Therefore, all of the informa-
tion of the two qubits can be stored in a single
ququart. By allowing one of the qubit’s to access two
additional levels, we store all of the information locally
leaving the other qubit in the j0i state, effectively an
ancilla bit. This technique means we can generate
ancilla local to the computation, using unused qubits

nearby. A circuit for this compression is found in
Figure 2.

This technique has been shown to be powerful for
arithmetic circuits. For example, addition circuits can
be decomposed in logarithmic depth without any
external ancilla. The circuit is broken in a constant
number of blocks, where each block is decomposed
individually using the other unused blocks to generate
the ancilla needed for an efficient decomposition. This
block-based construction along with compression is
very powerful. If efficient circuit decompositions are
known for qubit circuits requiring ancilla and need
only a constant amount of information to move
between blocks, we can use this compression tech-
nique to obtain the same asymptotic depth as the
known decomposition.

Both of these techniques free up more of out lim-
ited hardware for computation, rather than dedicating
device space as ancilla which inherently limits the
maximum size of computation which can be per-
formed. Current hardware is often calibrated for use
only with qubits but has higher level states available
already. While classically multivalued and mixed-radix
computing is niche, it is important to evaluate the
architectural ramifications of these strategies for
quantum computation. By temporarily accessing
already available higher states, we can accelerate
common circuit components and reduce space over-
head extending the frontier of what can be computed.

VIRTUALIZING LOGICAL QUBITS
WITH LOCAL QUANTUMMEMORY

Current quantum architectures do not tend to make
a distinction between memory and processing of
quantum information. These architectures are viable,
however, as more and more qubits are needed the
scalability challenges become apparent. For example,
many industry players make use of superconducting

FIGURE 1. Toffoli AND using temporary qutrits (bottom). The

value in the circle indicates on which value to execute and

the symbol in the box indicates which operation is executed,

for example to add 1 modulo 3. Typical Toffoli decompositions

use 6 two-qubit gates. Figure from Gokhale et al.4

FIGURE 2. The compression of 2 qubits into a single ququart

and generating an ancilla, j0i. input two qubits, A and B, and

produces a single ququart and an ancilla j0i. To retrieve the

stored information, we can do the inverse of this operation

using any ancilla for the second qubit. Using this type of com-

pression circuit can produce clean ancilla on demand by stor-

ing unused data temporarily in higher states. Figure from

Baker et al.3
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transmon qubits, which suffer from fabrication incon-
sistency and crosstalk during parallel operations. To
scale to the millions of qubits needed for error correc-
tion, a memory-based architecture can be used to
decouple qubit-count from transmon count.

It is imperative to explore the use of technologies
outside of what is currently commercialized or made
available via cloud services. For example, recently real-
ized qubit memory technology which stores qubits in
superconducting resonant cavities may help to realize
exactly this memory-based architecture.8,9 In these
devices, qubit information can be stored in the cavity
and when an operation needs to be performed it can
be transported to the attached transmon. Local mem-
ory is not free. Stored qubits cannot be operated on
directly and all operations must be mediated via the
transmon by first loading the information. This further
prohibits parallel operations in qubits in the same cav-
ity requiring serialization. The realization of this tech-
nology alone is not sufficient to understand its
viability and instead dedicated architectural studies
are needed.

Here we explore a proof-of-concept demonstration
of its viability by virtualizing surface code tiles (one
example of quantum error correction) in a 2.5-D
memory-based architecture.3 Logical qubits can be
stored at unique virtual addresses in memory cavities
when not in use and are loaded to a physical address in
the transmons for computation or to correct errors,
similar to DRAM refresh. Figure 3 depicts the proposed
architecture with surface tiles mapped to unique vir-
tual addresses. To minimize the use of transmons, the
goal is to take logical qubits stored in a plane and find
an embedding of that plane in 3-D, where the third
dimension is limited to a finite size. The simplest
embedding procedure is to slice the plane to form
patches, one for each logical qubit and stack them into
the layers so that each shares the same physical
address and therefore transmons. This procedure is
not the most space efficient, since the ancilla needed
to detect errors occupy their own unique transmons
which are unnecessary. A compact embedding reduces
the physical transmon cost by an additional 2� at the
cost of some additional time to detect errors.

The initial benefit is clear—this design requires
many fewer physical transmons by storing many logi-
cal qubits in the same physical location. There are
other advantages such as a faster transversal CNOT,
which is traditionally executed using a sequence of
many primitive surface code operations. Furthermore,
this design requires fewer total qubits to distill jT i
states, which are commonly used for universal quan-
tum computation. These improvements translate to

gains in important algorithms by reducing execution
time and resource requirements, specifically a 1.22�
speedup for Shor’s algorithm or allowing it to run on
smaller hardware.

Physical qubit savings alone is not sufficient to
guarantee its competitiveness. We must ensure the
error thresholds (approximately how good physical
operations need to be in order for errors to be effi-
ciently corrected) are as good, if not better, than stan-
dard implementations and that all of the necessary
operations, such as single qubit gates and an entan-
gling two qubit gate, can be executed. Embedding the
surface code in the 2.5-D architecture permits all of
the same lattice surgery operations to be executed
and error detection, although with some delay
between each cycle as only one logical qubit can
undergo a round of error correction at a time. Despite
this additional delay, the thresholds of the embedded
code are comparable to a standard surface code
implementation.

Error correction protocols are essential for the exe-
cution of large-scale quantum programs. The surface
code is one such code, designed with currently avail-
able architectures in mind. It is a low threshold code
which requires only local operations on a 2-D grid.10,11

However, this application is better matched with this
2.5-D architecture, which allows qubits to be virtual-
ized and stored in local memory. This highlights a

FIGURE 3. A fault-tolerant architecture with random-access

memory local to each transmon. On top is the typical 2-D grid

of transmon qubits. Attached below each data transmon is a

resonant cavity storing error-prone data qubits (shown as

black circles). This pattern is tiled in 2-D to obtain a 2.5-D

array of logical qubits. The key innovation here is to store the

qubits that make up each logical qubit (shown as checker-

boards) spread across many cavities to enable efficient com-

putation. Figure from Baker et al.5
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transmon qubits, which suffer from fabrication incon-
sistency and crosstalk during parallel operations. To
scale to the millions of qubits needed for error correc-
tion, a memory-based architecture can be used to
decouple qubit-count from transmon count.

It is imperative to explore the use of technologies
outside of what is currently commercialized or made
available via cloud services. For example, recently real-
ized qubit memory technology which stores qubits in
superconducting resonant cavities may help to realize
exactly this memory-based architecture.8,9 In these
devices, qubit information can be stored in the cavity
and when an operation needs to be performed it can
be transported to the attached transmon. Local mem-
ory is not free. Stored qubits cannot be operated on
directly and all operations must be mediated via the
transmon by first loading the information. This further
prohibits parallel operations in qubits in the same cav-
ity requiring serialization. The realization of this tech-
nology alone is not sufficient to understand its
viability and instead dedicated architectural studies
are needed.

Here we explore a proof-of-concept demonstration
of its viability by virtualizing surface code tiles (one
example of quantum error correction) in a 2.5-D
memory-based architecture.3 Logical qubits can be
stored at unique virtual addresses in memory cavities
when not in use and are loaded to a physical address in
the transmons for computation or to correct errors,
similar to DRAM refresh. Figure 3 depicts the proposed
architecture with surface tiles mapped to unique vir-
tual addresses. To minimize the use of transmons, the
goal is to take logical qubits stored in a plane and find
an embedding of that plane in 3-D, where the third
dimension is limited to a finite size. The simplest
embedding procedure is to slice the plane to form
patches, one for each logical qubit and stack them into
the layers so that each shares the same physical
address and therefore transmons. This procedure is
not the most space efficient, since the ancilla needed
to detect errors occupy their own unique transmons
which are unnecessary. A compact embedding reduces
the physical transmon cost by an additional 2� at the
cost of some additional time to detect errors.

The initial benefit is clear—this design requires
many fewer physical transmons by storing many logi-
cal qubits in the same physical location. There are
other advantages such as a faster transversal CNOT,
which is traditionally executed using a sequence of
many primitive surface code operations. Furthermore,
this design requires fewer total qubits to distill jT i
states, which are commonly used for universal quan-
tum computation. These improvements translate to

gains in important algorithms by reducing execution
time and resource requirements, specifically a 1.22�
speedup for Shor’s algorithm or allowing it to run on
smaller hardware.

Physical qubit savings alone is not sufficient to
guarantee its competitiveness. We must ensure the
error thresholds (approximately how good physical
operations need to be in order for errors to be effi-
ciently corrected) are as good, if not better, than stan-
dard implementations and that all of the necessary
operations, such as single qubit gates and an entan-
gling two qubit gate, can be executed. Embedding the
surface code in the 2.5-D architecture permits all of
the same lattice surgery operations to be executed
and error detection, although with some delay
between each cycle as only one logical qubit can
undergo a round of error correction at a time. Despite
this additional delay, the thresholds of the embedded
code are comparable to a standard surface code
implementation.

Error correction protocols are essential for the exe-
cution of large-scale quantum programs. The surface
code is one such code, designed with currently avail-
able architectures in mind. It is a low threshold code
which requires only local operations on a 2-D grid.10,11

However, this application is better matched with this
2.5-D architecture, which allows qubits to be virtual-
ized and stored in local memory. This highlights a

FIGURE 3. A fault-tolerant architecture with random-access

memory local to each transmon. On top is the typical 2-D grid

of transmon qubits. Attached below each data transmon is a

resonant cavity storing error-prone data qubits (shown as

black circles). This pattern is tiled in 2-D to obtain a 2.5-D

array of logical qubits. The key innovation here is to store the

qubits that make up each logical qubit (shown as checker-
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distinct role of the computer architect to discover for-
tuitous matches between application and emerging
hardware technology. In this case, we match error cor-
recting codes to an architecture which reduces
resource requirements.

ARCHITECTURAL TRADEOFFS IN
EMERGING TECHNOLOGY—
NEUTRAL ATOMS

Current hardware implementations face unique scal-
ability challenges, such as high gate error rates or high
crosstalk error with densely connected qubits, or
other fundamental challenges in controllability. While
these devices have been useful as proof of concept
demonstrations of small-scale near-term algorithms, it
is unclear whether any of them in present form will be
able to execute the large-scale computation needed
for quantum speedup. These limitations are funda-
mental and current compilation approaches to reduce
gate counts and depth are insufficient for long-term
scalability.

Evaluating the viability of new hardware is essen-
tial.6 Architectural studies which fully explore their
unique tradeoff spaces is key for finding the best way
to accelerate beyond prototypes. One such alterna-
tive to superconducting qubits or trapped ions is
neutral atoms.12 These arrays of individually trapped
atoms can be arranged in one, two, or even three
dimensions.13–16

This technology offers distinct advantages, which
make it an appealing choice for scalable quantum
computation. Mainly, atoms can interact at long dis-
tances, which leads to reduced communication over-
head yielding lower gate count and depth programs.
Furthermore, these devices may be able to execute
high fidelity multiqubit (�3 operands) operations
natively. For example, a Toffoli gate can be imple-
mented directly between three qubits without needing
an expensive decomposition.17 These benefits do not
come for free. Long range interaction requires propor-
tionately large regions of qubits to be restricted lead-
ing to reduced parallelism requiring gates to be
serialized with mitigating some of the reduced depth
benefits. These unique properties are depicted in
Figure 4.

Evaluating new quantum computing technology is
especially challenging. Neutral atoms offer some clear
advantages over other gate-based models, however,
the current demonstrations display gate errors and
coherence times which are worse than competitors.
With physical properties lagging years behind, the
appeal is dampened, but there is no fundamental

limitation to these properties When studied with all
else being equal, the unique properties of neutral
atom hardware claim a dominant position.

Exploring the use of new hardware also serves a
critical role in the development of the platform itself.
Neutral atom systems suffer a potentially crippling
drawback—atoms can be lost both during and
between program execution. When this happens, mea-
surement of the qubits at the end of the run is incom-
plete and requires the output of the run to be
discarded. The standard approach to coping with this
loss is simply to run the program again after reloading
all of the atoms in the array. Typically programs are
run thousands of times and so each run which must
be discarded incurs a twofold cost—we have to per-
form an array reload and we have to execute an addi-
tional run. This is especially bad when execution time
is limited by atom reload rate, which is significantly
longer than the actual program run.

Fortunately, software solutions can effectively miti-
gate this increased run time overhead. The idea is to
simply keep track ofwhen atoms are lost during the exe-
cution of a program, which can be detected quickly via
fluorescence. If an atom loss occurs, we throw away
that run and adjust how the program is compiled to the
hardware. Ideally we donot want to recompile the entire
program as this will be expensive, often more expensive
than the reload itself, which should be treated as the
worst case. Better solutions simply adjust the compiled
program by adjusting the placements of the qubits and
addition in a small number of extra communication
operations.

FIGURE 4. Examples of interactions on a neutral atom device.

(a) Interactions of various distances are permitted up to a

maximum. Gates can occur in parallel if their zones do not

intersect. The interaction marked with green checks can

occur in parallel with the middle interaction. (b) The maxi-

mum interaction distance specifies which physical qubits

can interact. Compiler strategies suited for this variable dis-

tance are needed for neutral atom architectures. (c) Neutral

atom systems are prone to sporadic atom loss. Efficient

adaptation to this loss reduces computation overhead.

Figure from Baker et al.6
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THERE IS A LARGE GAP BETWEEN
CURRENTLY AVAILABLE QUANTUM
COMPUTING HARDWARE AND THE
APPLICATIONSWEWANT TO RUN.
HOWEVER, QUANTUM COMPUTING
SYSTEMS HAVEMADE TREMENDOUS
STRIDES IN RECENT YEARS IN A
SIGNIFICANTLY COLLABORATIVE AND
INTERDISCIPLINARY EFFORT
BETWEEN PHYSICISTS,
MATHEMATICIANS, COMPUTER
SCIENTISTS, ANDMANYMORE.

The best strategies directly take advantage of the
neutral atom benefits. For example, these architec-
tures support long range interactions, though most
communication reduction does not require the use of
the maximum allowed interaction distance. Therefore,
by compiling the program to less than the maximum
gives us flexibility in the final compiled program as
atoms are lost over time requiring only a virtual
remapping of program qubits and no extra operations.
The best coping mechanisms sustain large numbers
of loss by minimizing the total number of reloads, hav-
ing low compilation time overhead, and adding a small
number of gates (minimizing the number of error
prone operations added).

Atom loss is a fundamental limitation of neutral
atom architectures. Probabilistic loss of atoms is
inherent in the trapping process itself and prior hard-
ware studies have focused on hardware solutions to
reduce this probability of loss. However, software solu-
tions can effectively mitigate problems due to loss.
Demonstrating effective mitigation strategies is criti-
cal to the overall development of the platform—by
solving fundamental problems at the systems level
with software, hardware developers can focus on solv-
ing and optimizing other problems. Codesign of quan-
tum systems is key to accelerate the advancement of
quantum computing technology.

CONCLUDING REMARKS
There is a large gap between currently available quan-
tum computing hardware and the applications we want
to run. However, quantum computing systems have
made tremendous strides in recent years in a signifi-
cantly collaborative and interdisciplinary effort between
physicists, mathematicians, computer scientists, and

manymore. Herewehave discussed someof the central
roles of the computer architect in the development of
scalable hardware. First, we must determine which are
the right abstractions for the job. Typically, quantum
computation has been expressed exclusively in terms of
two-level systems, however, this abstraction is artificial
and temporarily making use of higher level qudit states
yields efficient low depth circuit decompositions freeing
up additional space on the hardware allowing us to exe-
cute larger programs sooner. New technologies which
more easily allow access to these states can be power-
ful. Second, we must use applications to guide the
design architectures, which best implement them. New,
memory-equipped transmon technology has a fortu-
itous match with lattice surgery based surface codes,
trading some serialization for an efficient error correc-
tion implementation. This architecture reduces hard-
ware requirements enabling demonstrations of error
correction sooner. Third, wemust evaluate new technol-
ogy as it is developed at the systems level to determine
its viability for long-term scalability and develop soft-
ware solutions to new technologies’ fundamental limita-
tions to guide hardware developers. For example,
neutral atoms offer many unique advantages while also
suffering from unique disadvantages and it is important
to understand if architectures based on this technology
are viable in either the near or long term. Furthermore,
software canmitigate the downsides of atom loss, lend-
ing hardware developers the space to work on other
aspects of the hardware. New technology inspired each
of these ideas but the techniques developed here are
general and could be applied to other similar technology
as they emerge.
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Quantum Computing
Jose Luis Hevia, Guido Peterssen, Christof Ebert, and Mario Piattini

Have you ever tried to retrieve that forgotten 
key code for your suitcase? After one year 
without traveling, many of us found them-

selves having forgotten the combination and manually 
trying all permutations. The same situation, but more 
complex, would be to systematically try identifying 
that forgotten access code for an online app that you 
had not used for a while. Cyberattackers are doing 
exactly this, of course, at high speed and with increas-
ing computing performance. The recommended 
security key length is thus getting longer by the year. 
Yet, the stepwise process to achieve this is tedious or 
consumes lots of computing power. Now imagine that 
all of these possible states could be tried in a single 
step. This would be good for your own number lock, but 
frightening for our security infrastructure.

The promise of quantum computing is to vastly 
accelerate such complex algorithms.1 Today, even 
supercomputers fail on high algorithmic complexity 
because many algorithms still work in sequences which 
build on results of a previous step. Of course, they use 
massively parallel hardware and algorithms, but net-
working imposes limits as does the memory needed to 
hold the myriad combinations of real-world problems.

Quantum computing has left the research domain 
and is ready to use in industry practice. It will rapidly 
advance industry applications in fields such as data 
science, pattern recognition, and cybersecurity.1–4 Yet 
the actual software development for quantum com-
puting is hampered by a lack of appropriate methods 
and insufficiently scalable technology.2

QUANTUM COMPUTING
Quantum computers use atomic-scale effects, such 
as electron spin, as underlying information.1 Quan-
tum computing uses what are called quantum bits 
or qubits: bits that are held in superposition and use 
quantum principles to complete calculations. A binary 
digit is always in one of two definite states, that is, 
either zero or one. Qubits are in a superposition of 
these classic binary states of zero and one.

Superposition is the ability of qubits to be in more 
than one physical state at a time, which allows us to 
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Quantum computing has become a reality. Quantum computers are available to everybody via cloud 
service or simulation. Toolkits are available that invite practitioners to start their own quantum soft-
ware projects and thus get used to this novel technology. In this article we evaluate technologies to help 
developers to start their own quantum software business. Practical guidance is provided from our own 
quantum technology projects. I look forward to hearing from you about this column and the technologies 
that matter most for your work.—Christof Ebert
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parallelize combinations. Multiple qubits can also 
become entangled. If you measure the state of one 
qubit entangled with another qubit, the outcome of 
measuring the other qubit is correlated in some way 
with the first, even if the two qubits are far apart. 
Superposition and entanglement are used together 
for quantum computation. Yet these effects also 
create practical challenges with real quantum com-
puters: they require sophisticated lab environments; 
also, the information might decay when the state of 
the system is captured.

How do we deduct the result from these superim-
posed states? Many quantum algorithms first create 
superpositions of an exponentially large number of 
logical states. Interference is used in that the incor-
rect answers of the specific problem destructively 
interfere and no longer appear in the final output, leav-
ing behind only the correct answer.

From an algorithmic point of view, quantum com-
puting can solve problems of higher complexity than 
classical computing—faster and also with cost and 
energy savings. The first quantum computers were 
built in the late 1990s. For practical usage, we dis-
tinguish quantum simulators, in which the quantum 
algorithm is simulated on classical hardware (CPUs), 
and real quantum computers, with quantum process-
ing units (QPUs), in which qubits are built using a wide 

variety of technologies: ion-trap, superconducting, 
and photonic methods, among others.1,4,5

Within quantum computers we find mainly two 
categories (Figure 1): quantum annealing computers, 
such as the D-Wave computers (suitable for running 
optimization problems since finding the largest or 
smallest value of an indicator can translate into mini-
mizing the energy of a system), or gate-based comput-
ers, such as those from Google, IBM, Rigetti, IonQ, and 
Honeywell.5 All of this strongly affects the way in which 
applications are developed. Indeed, there are also two 
approaches: those based on building binary quadratic 
models for solving a problem or those based on the 
construction of quantum circuits based on gates.

Today quantum hardware vendors such as IBM, 
Rigetti, and Google deliver some 100 qubits on a labo-
ratory scale.4,5 This is impressive and demonstrates 
how fast the technology is evolving, but it is not yet 
sufficient to run actual software applications. There-
fore, the quantum applications that we envisage today 
are separating the actual hardware stack from the 
software tier (Figure 1).

We expect that quantum computers will scale up 
at a pace like that of Moore’s law. For the short term, 
a quantum network accessible by cloud services 
could show results from a software perspective. By 
connecting individual quantum devices, a quantum 

Quantum So�ware Platforms
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Target Provisioning
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FIGURE 1. The quantum software and hardware stack.
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supercomputer could be created. A bigger step for-
ward is a quantum network based on entangled qubits 
for fast information exchange. Cybersecurity is an 
obvious application domain of such a network to facili-
tate quantum key distribution with a cryptography 
protocol relying on interlinked quantum particles.

QUANTUM COMPUTING 
APPLICATIONS

Applications of quantum computing are manifold. 
Because of the extreme parallelism of quantum algo-
rithms, some massive parallel challenges, such as data 
science and pattern recognition, can be accelerated 
by quantum computing.

Examples include, for example, identifying the 
optimal route of a delivery car or fleet of trucks to save 
on time and fuel costs. Or an investment company may 
need to balance its portfolio risk with numerous pos-
sible combinations of shares with different individual 
performances and related cluster risks. Pharmaceuti-
cal researchers need to simulate molecules to better 
understand drug interactions, even if they do it using 
only known constraints and reported deficiencies. The 
latter is our case study in “QHealth.”

On the dark side, massive parallel algorithms will 
also facilitate hacking any current cryptographic key 
with much less effort than is currently assumed. Shor’s 
algorithm can factor large prime numbers down into 
two smaller ones.6 This is a very useful property for 
breaking encryption since the Rivest–Shamir–Adleman 
(RSA) system of encryption depends on factoring large 
prime numbers. Already today, major cybersecurity 
algorithms are anticipating such quantum hacking and 
vastly enhancing the key length. Postquantum cryp-
tography has started to be researched with encryption 
techniques that would operate and not be broken 
even with much larger quantum computers. Most of 
the encryption systems in modern cryptocurrencies 

are built on elliptic curve cryptography rather than 
RSA because elliptic curves are harder to crack 
than RSA—at least by classical computers. Current 
blockchain-based e-currencies thus use signatures that 
require the Elliptic Curve Digital Signature Algorithm 
(ECDSA). However, quantum computers seem to chal-
lenge ECDSA. With enough qubits, Grover’s algorithm 
can break elliptic curve cryptography even more easily 
than you might break RSA.6 As Grover’s algorithm also 
accelerates mining, one further application is the evo-
lution in bitcoin mining from GPUs, field-programmable 
gate arrays, and application-specified integrated cir-
cuits toward quantum computers.

Novel quantum computation protocols are cur-
rently developed toward enhanced security. In such 
protocols, the client will encrypt its data so that the 
host or cloud computer cannot learn anything about 
them yet can still perform the calculation. After the 
computation, the client will then decrypt the data 
again to get the real results of the calculation. Yet 
another application is a performance boost in network 
algorithms by using entangled qubits, which allows 
them to simultaneously calculate independent of 
their distance apart.1,7 The latter field of study is not 
yet mature, with distances only in the meter range and 
the entangling of only a few qubits, but the effects 
would be overwhelming if future networking no longer 
needed physical networks.

Given our analogy with Moore’s law, large enough 
quantum computers will appear within a few years. 
Shor’s algorithm works with a quantum computer 
offering 10–100k qubits. Using Grover’s algorithm for 
database searching and hacking ECDSA will require 
some 100k qubits. All this assumes steady growth and 
the mastering of quantum-specific challenges, such 
as the noise and error rates caused by the inherent 
quantum effect that observing a superimposed quan-
tum state will influence its result, as described by the 
Schrödinger’s cat thought experiment. Given the lon-
gevity of embedded computing and the exponential 
growth rate, now is the time to prepare our software 
and IT systems for the impacts of quantum computing 
such as postquantum cryptography.

QUANTUM  
SOFTWARE DEVELOPMENT

To utilize quantum computing, quantum hardware 

BECAUSE OF THE EXTREME 
PARALLELISM OF QUANTUM 
ALGORITHMS, SOME MASSIVE 
PARALLEL CHALLENGES, SUCH 
AS DATA SCIENCE AND PATTERN 
RECOGNITION, CAN BE ACCELERATED 
BY QUANTUM COMPUTING.



www.computer.org/computingedge� 43

SOFTWARE TECHNOLOGY

vendors offer full stacks for the development of quan-
tum software. As those are typically hardware spe-
cific, there are also third-party suppliers that provide 
platforms that claim to be hardware agnostic.

The quantum software platforms are portrayed in 
red in Figure 1. They offer the following functions:

›› They provide users access to quantum comput-
ers to perform quantum computations via cloud 
services.

›› They provide abstractions between the underly-
ing hardware and the actual software applica-
tions. This includes libraries to facilitate using 
the quantum computer either in simulation or as 
actual hardware.

›› They offer development kits and computational 
platforms to ramp up end-user proficiency.

›› They support software engineers in developing 
and testing their quantum algorithms.

›› They enhance the reliability and performance 
of physical quantum computers. An inherent 
weakness of any quantum computing system 
is the errors in the transition from digital to 
quantum states. Random errors can occur due 
to the currently used hardware. Error-correcting 
software increases the stability and reliability of 
quantum computers.

Table 1 provides an overview of the currently 
available quantum software technologies. Toolkits 

QHEALTH

Q uantum technology can be applied to multiple 
questions where data science meets algorithmic 

complexity. The aim of QHealth is to improve the quality of 
life of older adults. It correlates genetic and other variables 
related to a person’s health history. The health history is 
analyzed as a function of the patient’s drug consumption 
history, the reactions the older adult has experienced, 
and his/her physiological and genetic limitations.

The challenge in such an analysis involves the com-
plexity of genetic precondition on one hand and also the 
number of drugs being used as part of the normal treat-
ments of elderly persons. Even when looking only to the 
impacts of medication, there are multiple interactions and 
contraindications. For each active ingredient, in addition 
to variables such as genetic biomarkers, haplotypes, phe-
notypes, and so on, we must consider specific personal 
variables about the patient, such as sex, age, weight, 
blood pressure, recent drug history, and specific health 
impacts, among others. The underlying data analytics 
soon become intractable with classical computing.

QHealth builds a hybrid quantum system combin-
ing health-care applications and data analytics with 
quantum computing. Quantum technologies carry out 
optimizations and simulations whose realization in clas-
sical hardware is not possible in acceptable timescales. 
This hybrid system, in combination with classical health 
applications, will give its outputs to medical profession-
als involved in prescribing drugs to elderly adults. In a 
further extension, we also envisage application in the 

case of younger persons with difficult drug treatment 
and health conditions, trying to reduce the negative 
impacts of drugs due to their correlation and mutual 
side-effects when used in combination. Using the case 
histories and the socioeconomic and genetic variables 
of the persons being analyzed, we can then also make 
recommendations for suitable drug treatments and 
provide risk assessment before they are prescribed.

Using quantum technology for health care will vastly 
increase the possibilities to assess and optimize medi-
cal treatment applications, especially for persons who 
need multiple medications for coexisting illnesses. The 
proposed approach that we currently industrialize not 
only improves life and medical treatment but also has 
a financial impact because it will optimize the invest-
ments that health systems make in financing drugs and 
address the adverse effects that drugs often generate.

QHealth is founded by the Center for the Develop-
ment of Industrial Technology (CDTI) of the Ministry 
of Science and Innovation of Spain and the European 
Regional Development Fund, in the 2020 CDTI Missions 
Program, with a total budget of several million euros. 
It involves a multidisciplinary team of researchers and 
technologists from the aQuantum, Gloin, and Madrija 
companies and the University Institute of Biosanitary 
Research of Extremadura in collaboration with the 
Pharmacogenetics and Personalized Medicine Unit, 
the University of Extremadura, and the University of 
Castilla-La Mancha.
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from hardware suppliers are typically specific to their 
underlying hardware. Manufacturers provide both 
local simulators as well as cloud resources to access 
real machines.

Building and even using a quantum computer 
involves a high investment because of the underlying 
quantum hardware stack. Since actual quantum com-
puting hardware is much too expensive and complex, 
most available software platforms are based on cloud 
services. However, there are very few manufacturers 

capable of providing quantum services close to what is 
currently needed in terms of software business. Also, 
each manufacturer brings its own solutions, architec-
tures, and specific hardware–software dependencies. 
To date there are no de facto standards for building an 
appropriate quantum software stack. In Figure 1 we 
have attempted to at least provide some abstraction 
levels between the different functional tiers.

Although there are many algorithms for quantum 
computers, it requires a good understanding of the 
underlying theory and technology to determine which 
algorithm can be used in a certain situation. Even if 
a suitable algorithm is transferred from traditional 
data science, its conversion into an executable pro-
gram requires competence in the environment of the 
respective quantum computer, which data scientists 
and software engineers typically do not have.

Microsoft, IBM, and Google have their own 

Product 
Functionality D-Wave Leap–Ocean

Fujitsu Quantum-
Inspired Services Google Cirq

IBM Quantum 
Experience and 
Qiskit

Microsoft Azure 
QDK and Q#

URL https://www.dwavesys 
.com/take-leap

https://www.fujitsu 
.com/es/services/
business-services/
digital-annealer

https://quantumai 
.google/cirq

https://quantum 
-computing.ibm 
.com

https://azure 
.microsoft.com

Hardware 
agnosticity

NO Only D-WAVE NO 
Only Fujitsu

NO 
Only Google

NO 
Only IBM 

YES 

Programming 
language

Python Platform-speci�c 
language

Python Python, platform-
speci�c language

Python QASM  
Platform-speci�c 
language

Q# Python

Integrated 
development 
environment

LEAP for executing 
quantum algorithms 

None. It depends on 
Jupyter and Python

None. It depends on 
Jupyter and Python 

QEXPERIENCE for 
executing quantum 
algorithms 

Visual Studio Code

Optimization YES NO YES YES NO

Modularity YES if Python is used YES if Python is used YES if Python is used YES YES

Out of the box 
functions

NO NO NO NO YES

Service 
integration

API for executing solvers 
as a service

API for executing 
solvers as a service

API for executing 
circuits as a service

API for executing 
circuits as a 
service

API for executing 
circuits as a 
service

Third-party 
software

Jupyter Strangeworks 
QuantumPath

Jupyter 
Strangeworks 
QuantumPath

Jupyter 
Strangeworks 
Zapata Orquestra 
QuantumPath

Jupyter 
Strangeworks 
Zapata Orquestra 
QuantumPath

Jupyter 
Strangeworks 
Zapata Orquestra 
QuantumPath

High-level libraries YES YES YES YES YES

URL: uniform resource locator; QDK: Quantum Development Kit; OOTB: out of the box; API: application programming interface.

Rigetti Forest

Xanadu–
Strawberry Fields 
and Penny Lane Orquestra

Quantum 
Inspire QuantumPath

Quantum 
Programming 
Studio

Strangeworks 
QC

https://www.rigetti.com/
quantum-computing/

https://
strawberry�elds 
.ai/

https://www 
.zapatacomputing 
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Python
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on Jupyter and 
Python 
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YES YES NO YES YES NO NO

YES YES if Python is 
used

YES, if Python 
is used

YES, if Python 
is used

YES NO YES 

NO NO NO NO YES NO YES

API for executing 
circuits as a service

API for executing 
circuits as a 
service

NO API for 
executing 
circuits as a 
service

API for 
executing 
circuits as a 
service

PARTIAL PARTIAL

Jupyter  
Strangeworks 
Zapata Orquestra 
QuantumPath

Jupyter 
Strangeworks

Jupyter Jupyter 
QuantumPath

Jupyter 
Visual Studio 
Java

NO NO

YES YES YES YES YES YES YES

TABLE 1. Quantum software development platforms.

Product 
Functionality D-Wave Leap–Ocean

Fujitsu Quantum-
Inspired Services Google Cirq

IBM Quantum 
Experience and 
Qiskit

Microsoft Azure 
QDK and Q#

URL https://www.dwavesys 
.com/take-leap

https://www.fujitsu 
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respective environments, namely, Q#, Qiskit, and 
Cirq, which use the Python programming language. 
Microsoft’s Quantum Development Kit (QDK) delivers 
user-friendly code libraries, a debugger, and a resource 
estimator to assess how many qubits an algorithm will 
require. Each manufacturer provides its own access 
rules to the environments and its versions of approved 
languages. IBM offers access to a five-qubit machine 
free of charge. More powerful machines are available 
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other companies’ quantum computers through its 
Azure Quantum platform.
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and executing independent quantum algorithms/cir-
cuits than a business development environment. Most 
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optimization features, but usually modules are uncon-
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Third-party software platforms, although they 
bring quantum resources closer to the business world, 
do not yet provide the necessary core elements in the 
lifecycle and architecture of hybrid systems. While 
their capabilities and tools are good, it is necessary to 
invest time and effort in investigating how to fit them 
into a complete rigorous software lifecycle, to improve 
the productivity and ensure quality quantum software 
development. These development environments 
are hardware agnostic as they are intended to serve 
as development tools for various end-user environ-
ments. They are evolving as these kinds of toolkits try 
to create, in most cases, an integrated development 
environment. Only a few of them provide optimization 
facilities and out-of-the-box (OOTB) functionality.

In our evaluation (Table 1) we reflect these differ-
ent attributes and functionalities. OOTB functionality 
reflects whether the toolkit is standalone or whether 
it needs to install third-party software to be able to 
produce software professionally. Regarding service 
integration, all of the platforms provide an application 
programming interface (API)—in the case of quantum 
gate-based computers for executing quantum circuits 
as a service and in the case of quantum annealing 
ones for executing solvers as a service.

CHALLENGES IN USING  
QUANTUM SOFTWARE

Designing software for quantum computers requires 
additional skills compared to creating software for 
traditional computers. To benefit from the fast pace 
of quantum hardware evolution, it is urgent that we 
mature the technology and methods for quantum 
software. It is not enough to stress the importance 
of quantum software;1 we must go a step further and 
raise the awareness of quantum software engineer-
ing (QSE).5,7 Distinguishing different layers of com-
plex systems by simulation and networked smaller ele-
ments will allow us to target innovation in parallel for 
the underlying hardware and software.3

Quantum software with industry-scale perfor-
mance, robustness, and reliability will mean a next 
level in software technology. We strongly believe that 
quantum computing could also bring a new “golden 
age” to software engineering.8 But it is necessary to 
address all the challenges and opportunities faced 
in QSE7 and adapt or create the necessary models, 

standards, or methods to help us in the creation of new 
quantum systems and the migration of current ones.9 
One step in such advances is having the right develop-
ment toolkits and knowing their characteristics.

Quantum software platforms and toolkits are dif-
ficult for practical industry usage. They do not bring 
much context support to the quantum algorithm 
generation, assuming that the quantum software engi-
neer will know how to incorporate each product to its 
corresponding platform. In the meantime, collections 
of quantum software algorithms are available, such as 
the quite exhaustive quantum algorithm zoo.6 So, to 
be able to work with the different quantum hardware, 
it is necessary to be knowledgeable about the require-
ments and libraries of each one of them.

WHERE DO WE GO FROM HERE?
Software and system technology innovation will fur-
ther evolve at a fast pace in fields such as nanotechnol-
ogy, biotechnology, genomics, and quantum comput-
ing.3 Today we can already use quantum computers and 
profit from their huge computation capacity to solve 
problems considered very difficult or unaffordable for 
“classic” computing. Quantum computing speeds up 
the process of solving algorithms that require massive 
parallel computations and so allows us to better simu-
late nature. All of this brings very new, disruptive, and 
potentially useful innovations.

Our focus here is on quantum software platforms 
to get started in industry-scale software engineering. 
Quantum hardware suppliers have provided software 
technologies for their respective computers and quan-
tum effect simulators. Results look promising as there 
are several platforms available which allow a smooth 
learning curve.

The state of quantum technology is improving at an 
accelerating rate. To produce useful and trusted quan-
tum software, applications still must solve relevant 
issues, such as the resolution of qubits and the control 
of their errors. The results of quantum machines cre-
ate new types of errors, and we must learn to interpret 
the results. However, each vendor provides the results 
in different ways, which again leads to the need to rely 
on a particular vendor or to build a homogenized chan-
nel to consolidate the results.

The importance of professional software engi-
neering for quantum computing has been neglected 
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so far.7–9 New software engineering methods must be 
conceived based on experiences from software engi-
neering for data science and machine learning.3,9 They 
must be enhanced to manage specific quantum chal-
lenges, such as uncertainties, noise, and interpreta-
tion. Along those lines, development tools are not yet 
suitable from a business point of view. The resources 
resulting from the use of vendor software develop-
ment kits are individual elements that are not yet 
incorporated into enterprise development resources.

Software technology and development method-
ologies need to advance to make these assets part of 
a complete quantum software project lifecycle. The 
increasing awareness of quantum computing applica-
tions demands the production of quality quantum soft-
ware. Without proper software technology platforms 
and suitable software engineering methods, quantum 
software remains a mere research topic. Especially 
in trusted environments, such as medicine, and oth-
ers where defects will have severe consequences, 
quantum software must prove the same high-quality 
standards that we demand from any other software.

Physics Nobel laureate and quantum pioneer 
Niels Bohr once remarked: “Those who are not 

shocked when they first come across quantum theory 
cannot possibly have understood it.” His observation 
still applies today, especially in using quantum effects 
to actually produce software. There is still a way to go 
to deliver quality quantum applications. Yet now is the 
time to start. To scale from research to industry, quan-
tum software must adopt sound software engineering 
methods for the development of quantum software—
and enhance them as we once did when scaling agile 
development. Good enough may be sufficient for 
today, but it is certainly not for tomorrow. 
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FOR over 40 years practitioners in the world of IT
and historians of computing and information
have come together in these Annals to share

their understanding of computing’s history. Participants
have their own reasons for involvement with the Annals
and have their own approaches to studying and report-
ing history. Historians typically have different research
agendas than practitioners, often dealing with much
broader concerns than the practitioner. While some
practitioners may have explicit research agendas, many
others may just enjoy reading about the history they
lived through or are collecting that history in maybe
somewhat accidental ways. For instance,many preserve
records of their research and development projects,
companies and jobs they have engaged with, gray litera-
ture (company published manuals and brochures) that
came into their sphere, even parts of machines, print-
outs of software, coffee mugs, certificates, and other
documents. They do this collecting either because they
are naturally “pack rats” or because they have a feeling
or belief that it is important for them to preserve such
documents and artifacts. In over 40 years of working
with such participants in computing, I have been
amazed at howmany storematerials relevant to the his-
tory of computing, also how many do not yet know how
important these are or how to ensure their survival after
they have passed from the scene. It may be useful for
such participants to hearmy story.

I have been collecting paper and other records,
largely about IBM, for nearly a half century. I would like
to suggest that many other IT practitioners can do the
same. I stumbled on a two-prong strategy that proved
fun, relevant, and easy to execute. In the beginning it
was about selfishly preserving documents relevant to
my personal role at IBM, where I worked from 1974 to
2013. These included my initial job offer letter,

congratulatory notes on joining IBM, later others compli-
menting my work, award certificates and appraisal
notes, among others. Some e-mails I thought historically
important went into the collection too,most notably the
ones that circulated in IBM the week of the 9/11 attacks.
Priceless!Many, if notmost, colleagues did the same.

We either tossed these documents into a cardboard
box for years or meticulously put them in a file cabinet
in folders. I began with the box, later on folders. Along
the way I also accumulated material items, such as my
100 Percent Club pins, which indicated that I had
achievedmy sales targets—a very big deal in IBM, espe-
cially for those of us eager to move up the corporate
career ladder. Mementos of visits to laboratories and
factories also were tossed into a box, along with IBM
logoed coffee mugs, pen, and pencil sets given out as
sales awards, and a few binders with IBM training mate-
rials. Yes, postcards, key chains, and other credenza
dust collectors made it into the boxes too, three by the
time I retired.

As somany readers of the Annals have done, I accu-
mulated books dealing with the history of my employer,
which I read as they were being published. It was easy to
do, because when I was coming up, the number of publi-
cations about the history of IBM and its industry were
few, so always fun and novel to read. By the time I fin-
ished digesting the multiple technical histories of IBM
written by Emerson Pugh and his colleagues in the
1980s and early 1990s, I had become sensitized to the
kinds of materials not in the company’s archives but
that could be potentially useful to future historians.
That is when I started to collect methodically, much the
way a hobbyist/collectormight art, old radios, or stamps.
As I looked around, I saw collectables all over the place.

When IBM decided to no longer advertise its PCs
with Charlie Chaplin cartoons, that day I noticed a PC
poster with the classic tag line “A Tool for Modern
Times” hanging on the wall in my building. I asked the
local administrative manager if I could have it; he said
yes, and today it hangs on a wall in my home. Good luck
trying to find one anywhere; but I saved one. Since the
1950s the most famous poster in IBM was of a green
duck entitled, “How to Stuff aWild Duck,”which referred
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which I read as they were being published. It was easy to
do, because when I was coming up, the number of publi-
cations about the history of IBM and its industry were
few, so always fun and novel to read. By the time I fin-
ished digesting the multiple technical histories of IBM
written by Emerson Pugh and his colleagues in the
1980s and early 1990s, I had become sensitized to the
kinds of materials not in the company’s archives but
that could be potentially useful to future historians.
That is when I started to collect methodically, much the
way a hobbyist/collectormight art, old radios, or stamps.
As I looked around, I saw collectables all over the place.
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to IBM encouraging technical wild ducks to create new
information technologies. I wanted one, and eventually
two decades later, obtained one from an IBMer who no
longer wanted his. Try and find that one; the last copy I
sawwas for sale on eBay for nearly $1000.

In 1984 or 1985, the IBM sales office in Nashville,
Tennessee, decided it was too cluttered and so held a
contest to see who could throw out the greatest
amount of old paper. I had the presence ofmind to real-
ize here was an opportunity to preserve old IBM publi-
cations (e.g., about S/360s and S/370s), photographs of
the office from the 1950s onward, even a few certifi-
cates congratulating people on various achievements.
That effort resulted in two boxes of materials and a
“heads up” call to corporate archives that there was a
nearly complete set of manuals about the iconic S/360
family of computers. The archivists moved swiftly to
save those materials. I stored my 2 boxes of Nashville
materials in the basement of our home.

Over the years, colleagues learned that I was inter-
ested in preserving IBM materials and so would send
things to me. In the 1980s and 1990s, for example, car-
toons and other humor related to IBM flowedmy way, a
box full to be precise. If someone came across a 50th
anniversary history of IBM in Ireland or Norway, they
remembered me and grabbed a copy for my collection.
When I visited an IBM factory or laboratory, I would ask
if they had marketing materials or employee publica-
tions that I could have for my collection; more stuff into
a brief case. Such behavior became a habit, business as
usual. Little did I knowat the timehowmuch that behav-
ior was evident all over the company, especially among
the ranks of American customer engineers (the folks
who installed and repaired hardware), engineers and sci-
entists, and French salesmen and systems engineers.

After I retired from IBM, all those various sources
began to dry up, but I knew the day would come when I
would write a history of IBM, which I published in 2019.1

In 2013, I turned to eBay to see what it had and over the
next seven years acquired about a banker box of materi-
als per year just from that one source. I acquired man-
uals that described IBM’s key products from the 1950s
forward, with particular emphasis onmaterials published
between the 1930s and the end of the 1980s. I found
about 100 postcards about NCR, where IBM’s long term
CEO Thomas Watson Sr. matured into an executive, and
dozens of others of IBM facilities from the 1920s through
the 1990s. I found a 1928 graduation certificate from
IBM’s Sales School (I graduated in 1975 and have mine
too), letters signed by senior executives, congratulating
employees about their achievements, a few ancient slide
decks from the 1960s and 1970s, product repair manuals
from the 1930s, even a welcome packet for a new IBM

employee circa 1962 that shed light on how seriously
IBM took its legal responsibilities to adhere to its 1956
Consent Decree in the United States. Press photographs
of Soviet premier Nikita Khrushchev’s visit to IBM’s
manufacturing site in California in 1959 kept appearing
for sale over the years, including a brochure Russian visi-
tors received earlier that year when IBM exhibited a
RAMAC system in Moscow at the same industrial fair
where President Richard Nixon had his famous “kitchen
debate”with the premier.

I noticedone day that a dealer of all manner of things
had sold me two small collections of private records of
deceased IBMers in California. So I reached out to her to
find out how she obtained such materials. There were
few records of product engineers so acquiring more of
these was important to me. She explained that her role
was to clean out homes of deceased people, others
moving to assisted living situations, and those of hoard-
ers. I explained that I was collecting with the intent that
all my materials would be deposited at an archive, such
as the Charles Babbage Institute at the University of
Minnesota. She began to send me materials that would
be difficult to sell on eBay, with the result that more
came in: a woman’s ID badge from Poughkeepsie, New
York, issued in 1944; a file containing a patent applica-
tion and lab records on the design of the device in ques-
tion; photographs of individuals in various offices, a
secretary’s manual on how to use an IBM Selectric type-
writer (considered probably themost popular typewriter
in postWorldWar II America), yet from another teaching
materials from a typing class of the 1950s.

After publishing my history of IBM, a few people
reached out to me, none so fascinating as the daugh-
ter of a retired South American IBM sales executive,
Luis A. Lamassonne. She had “stuff” and wanted to
know if I wanted these. He had self-published a mem-
oir in English years earlier, which one could find
through Internet book dealers.2 But a Spanish edition
had also been published which one could not find, but
a member of the family had one. Lamassonne’s daugh-
ter also had a manual he published while working in
Spain just before the start of the Spanish Civil War of
1936–1939, and was willing to part with that. In 1957 on
the occasion of his 25th anniversary of working at
IBM, his staff put together a book of letters and photo-
graphs, as was customary around the world and still
practiced in the 21st century. IBMers value their
binder, as do I mine. I had never seen one from Latin
America, solid evidence that IBM’s corporate culture
was practiced in Latin America. That was a big deal for
an historian to uncover. I now have nearly a half a
banker box of materials from this one family that
sheds light on IBM’s role in South and Central
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America, largely from the 1930s through the 1960s.
This gentleman lived to over 100 years of age, IBM’s
oldest retiree at one point. It made my year.

A retired IBM typewriter repair customer engineer
in his ‘80s in the United States began an e-mail dialog
with me after reading a copy of my book given to him
by his daughter as a Christmas present. The exchange
of e-mails went on for several weeks in which he
essentially wrote his memoirs of working at IBM. He
now resides in one of my file cabinets with his own
folder, accompanied by others from IBMers, and still
others that included typewrite customer publications
I acquired through eBay. Besides saving him from ano-
nymity, we know too little about IBM’s typewriter busi-
ness, yet it was always a front and center concern to
IBM’s CEO for 40 years, Thomas Watson Sr.

Every week I spend 15 min to see what is for sale
on eBay and by online second hand book dealers,
acquiring odds and ends. From AbeBooks, for exam-
ple, I acquired two copies of a hardbound celebratory
volume published in Nazi Germany in the 1930s on the
occasion of IBM opening a new manufacturing facility.
It was strange seeing photographs with Nazi Party offi-
cials in their uniforms. From France, I found several
IBM France annual reports from the 1960s that even
IBM’s corporate archives did not have. Three books
written about IBM in Argentina showed up, so too
seven published in Japan. About three dozen IBMers
have self-published their memoirs, including two for
consumption only by their families, one of which was
written by a senior vice president that proved valuable
when writing my book. I doubt any publication cost
me more than $20 each, from eBay between $5 and
$20 each plus postage. So the costs of acquiring mate-
rials remained low. Once in a while on eBay I com-
peted with an unknown buyer, but that was fine
because I suspected that rival valued the material and
would preserve it too. After all, the purpose of acquir-
ing ephemera was to preserve them.

What lessons can I draw from these experiences?
If we accept the idea that we have personal responsi-
bilities for preserving the history of IT, our careers, our
employers, and computing at large, it is not a difficult
or expensive task. But it does require that you keep an
eye out for materials and preserve them. It matters
less whether you think something is important; let
future historians figure that out. For example, when I
obtained a 1944 employee ID badge, it taught me a lot.
She had to pass a criminal-record check, it had to be
issued by the police department (not IBM), and it
included her Social Security number, birth date, and

photograph. It was as official as a driver’s license. I
now know why when I lived in Poughkeepsie I could
cash a check by flashing my IBM ID card rather than a
driver’s license—the card proved I had a job, so could
probably cover the check! More seriously, the card
was further proof that what IBM was doing at its fac-
tory was defense-related and therefore subject to
American military security processes.

Treat collecting and preserving like a hobby; keep it
fun and interesting. Encourage colleagues to do the
same and when their spouse declares that their garage
or basement needs to be cleaned out, reach out to a
university, library, archive, or fellow collector about
how to dispose of the materials. Yes, even reach out to
anybody on the board of editors of the Annals. When
my basement fills, I will ship what I have to an archive;
my family knows which ones to contact should I die or
otherwise by incapacitated. You should establish the
same understanding with your family. Too many mate-
rials end up being put out as trash. Do not assume that
after you are gone that your family will have a better
idea of what you did than when you worked.

On occasion, organizations like the Charles Babbage
Institute and the Computer History Museum conduct
research initiatives where they ask for materials dealing
with a specific topic. They also interview people on their
careers. Pay attention to those events—they are often
reported on in the Annals, retiree websites and else-
where. Volunteer to participate. Do not assume you
have nothing of value; we still know so little about the
history of IT that you cannot assume your materials and
history are minor. You may be the least qualified person
to judge your collection or career. From IBM retireeweb-
sites, I have collected several hundred obituaries and
biographies. That means each of those individuals will
be remembered, their stories will be the ones historians
learn from. The ancient Greek philosopher Aristotle is
remembered not only because he had something to say;
but, because someof his writingswere preserved. Schol-
ars believe he associated with many other philosophers
who have gone anonymous, hence forgotten, because
nobody saved their records long enough. So, his is the
experiencewe know.
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EARLY HISTORY OF  
MARCHING CUBES

In 1968, I graduated from Rensselaer Polytechnic Insti-
tute (RPI) with a B.S. in Mathematics. I intended to 
get a Ph.D. in Math and teach Mathematics. The Viet-
nam War changed that. I tried to find an employer 
who could get a job-related draft deferment. Both IBM 
and GE Corporate Research (CRD) gave me reason-
able offers but could not get me a deferment. They did 
promise to hold my job if I was drafted. I had a low lot-
tery number (108) and was sure to be drafted. The U.S. 
Army Maggs Research Center could get the deferment, 
so I took that job as a Scientific Programmer, even 
though the salary was less than the IBM and GE offers.

The threat of being drafted changed my career and 
directed me to the nascent field of computer graphics. 
At my Army job, I had access to an EAI analog plotter. 
An IBM Reproducing Punch Machine drove the plotter 
with a specially wired board that interpreted x, y, pen 
code coordinates, one coordinate per punched card. I 
wrote programs to plot curves and 2-D models, punch-
ing one card per coordinate. The analog plotter tended 
to draw curved lines for long straight lines. Soon I was 
able to purchase a CalComp Incremental Plotter. The 
CalComp drew lines in small increments in one of eight 

directions. I was able to draw more complex represen-
tations. Finally, I purchased a Lundy Vector Refresh 
System, and my work moved to three dimensions. I 
wrote my first 2-D contouring program for the Lundy. 
The algorithm started with a seed point and tracked 
that point as it moved through the 2-D scalar field.

My work for the Army involved finite element 
analysis pre- and postprocessing, developing grid gen-
erators and contouring algorithms. Graphics was just 
a means to an end. The finite element and graphics 
expertise landed me a job at GE Corporate Research 
and Development in Niskayuna, NY, USA. GE hired me 
to work in the computer service group that provided 
programming to GE scientists. I hit the road running 
with the Solid Mechanics Group and became an active 
contributor to their finite element research.

In 1984, Carl Crawford was working in GE's Medical 
Systems Business Group in Milwaukee. Carl worked in 
the Applied Sciences Lab and was a recognized expert 
in Computed Tomography (CT) reconstruction. Carl 
was also part of a company task force that was looking 

EDITORS: Chris Johnson, crj@sci.utah.edu 
Dave Kasik, dave.kasik@gmail.com 
Mary C. Whitton, mcwhitton@gmail.com

DEPARTMENT: VISUAL COMPUTING: ORIGINS

History of the Marching  
Cubes Algorithm
William E. Lorensen

This article originally  
appeared in 

 

vol. 40, no. 2, 2020

Digital Object Identifier 10.1109/MCG.2020.2971284 

Date of current version 28 February 2020.

EDITOR’S NOTE:

The Marching Cubes paper by Bill Lorensen and Harvey Cline, “Marching Cubes: A High Resolution 3D 
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Sadly, while writing this article Bill Lorensen passed away on December 12, 2019. Origins Department 
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for applications for an exciting new GE product, the 
Graphicon. The GE Graphicon was a high-performance 
rendering engine created at GE's Flight Simulator 
Group. Each GE division was asked to look for applica-
tions of this technology. Carl gave a seminar in Building 
37, at the downtown Schenectady GE manufacturing 
facility. Several of the research labs that did advance 
engineering work were in Building 37.

The main research campus where I worked was 
about 4 miles away.

Carl described the capabilities of the (not yet 
built) Graphicon. He described his vision for using 
this polygon engine for 3-D medical surface display. 
The current GE 3-D medical product was based on 
cuberilles and was optimized for implementation in 
the limited-memory Data General computers (only 
32k memory). GE licensed the cuberille technology 
from the University of Pennsylvania. Carl challenged 
the seminar attendees to think about how they might 
replace the cuberille technology with polygon-based 
technology.

Harvey Cline and I attended the seminar. Harvey 
was in the Electronic Materials Lab, and I was in 
Computer Systems and Services, part of the central 
computer service group at CRD. Harv and I had been 
doing some work on reconstructing 3-D surfaces from 
interferograms. The application was the reconstruc-
tion of microscopic surfaces of electronic materials. 
The final step of our reconstruction algorithm used 
Movie.BYU's Mosaic program to generate triangles 
between adjacent contours. We had been looking 
for medical applications and saw Carl's challenge as 
a way to get our foot into GE Medical Systems. Carl's 
talk was in the morning, and Harv and I returned 
to my office to brainstorm. Rubick's Cube was the 
rage at the time, and Harv was analyzing the Cube 
problem using the symmetry of cubical lattices. The 
accepted way of generating surfaces from volume 
data was to create 2-D contours on each slice and 
then try to connect the contours with triangles. This 
is exactly what Mosaic did. Whenever Harv and I got 
together, it was an explosion of ideas. It is difficult 
to say who originated or how we came up with the 
idea. But somehow, we determined that solving the 
problem one cube at a time would remove a lot of the 
complexity. The inside/outside concept of labeling of 
vertices may have come from the Movie.BYU Mosaic 

program. We quickly moved to the notion of solving 
the volume-to-surface problem one cube at a time. 
Harv and I started to solve the problem for each of the 
256 cases. After just a few, we realized the effort was 
fruitless. But, using cube symmetry operations, we 
reduced the number of unique cases to 14. Harv and I 
worked out the triangulations for the basic cases (see 
Figure 1). I started to write code to permute the base 
cases into the 256 cases.

Then, I began coding the algorithm. The algorithm 
was straightforward to implement. I had something 
running the next day. The first implementation read vol-
umes in as ASCII files. Harv put together a simple vol-
ume of a few slices, so I had some data to test the code. 
I used the Movie.BYU display program to produce hid-
den line and shaded surface models. Movie.BYU could 
only render up to 8192 polygons. The original Marching 
Cubes implementation created polygons, although I 
later switched to generating only triangles. Once the 
code was debugged, we tried the code on some medi-
cal data. We obtained a small CT dataset that included 
a spine. We extracted a small region of interest that 
isolated the spine. Since we were restricted to render-
ing 8192 triangles, the data had to be reasonably small. 
We were excited about the results.

POST SIGGRAPH 1987
Soon after the paper was published, it spawned new 
research in a number of important areas in computer 
graphics and visualization (e.g., computer-aided geo-
metric design,6 polygon simplification,9,27 and volume 
rendering7). Because generation of surfaces and struc-
tures from images is important to many medical and 
biological applications,5,8 Marching Cubes has been 
used in a wide array of applications including medi-
cal diagnosis, surgical planning, biomolecular graph-
ics, and the creation of biomedical models for func-
tional simulation. Similarly, understanding isosurfaces 
of three-dimensional scalar fields is essential for com-
putational science and engineering applications such 
as computational fluid dynamics, weather simulation, 
computational mechanics, and computational geosci-
ences. Marching Cubes is also used in computer games 
and virtual reality and most recently in a deep neural 
network based method, DeepOrganNet, to generate 
and visualize high-fidelity 3-D / 4-D organ geometric 
models from a single-view medical image in real time.20
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In 1998, Marching Cubes was recognized as one 
of SIGGRAPH's seminal papers in Computer Graphics 
(Figure 3).3

DECIMATION OF TRIANGLE 
MESHES AND MARCHING CUBES

Jon Zarge was a member of the Software Technol-
ogy Program (STP) at CRD. The STP recruited high 

potential candidates with Bachelor's degrees and 
offered them an opportunity to get a Master's degree 
at a local university (usually Rensselaer Polytechnic 
Institute). While they worked on their degrees at Com-
pany expense, they rotated through two or three proj-
ects within CRD. Jon was assigned to our group to 
work on a new medical imaging modality, biomagne-
tism. One of the challenging problems of this project 

FIGURE 1. Marching Cubes case table.



54	 ComputingEdge�  March 2022

VISUAL COMPUTING: ORIGINS

was to solve an inverse problem. From measurements 
obtained on the scalp of the patient, the inverse prob-
lem was to find the source of the biomagnetic field. 
Most researchers used idealized, spherical models of 
the skull and brain. The Biomag team set out to gen-
erate patient specific models. Their first choice for 
model generation was, of course, Marching Cubes. 
Marching Cubes posed two problems. First, the mod-
els generated by Marching Cubes were huge in poly-
gon count. Second, as we found out, the models had 
topology problems. Jon's task was to generate models 
that could be analyzed. As I recall, we did not actually 
have the code to do the analysis.

Jon was being mentored by Will Schroeder (see 
Figure 6). Will laid out a high-level approach to solve 
the problem. The approach eliminated single vertices 
according to some out of plane criterion. Then, the 
neighborhood of the removed vertex was retriangu-
lated. Will had a strong background in polygonal model 
topology. Step one of the process was to determine 

and encode the topology of the triangular surface. 
Jon wrote code to build a topological data structure 
to enable the vertex remove, hole-fill approach. This 
is when Jon brought the severity of the Marching 
Cubes topology problem* to my attention. This had 
already been pointed out by Martin Durst's letter to 
the ACM SIGGRAPH Quarterly.4 To be honest, I had 
tried to verify the extent of Durst's discovery but did 
not have the right tools. Jon's topology builder was just 
what I needed. While he worked on refining the initial 
decimation implementation, I worked on fixing the hole 
problem in Marching Cubes. The topology problem 
was easier to solve than I had anticipated. The root of 
the problem was my early assumption that all of the 
complementary cases, cases where inside/outside 
was reversed, were the same. Once I realized that the 
complementary cases needed different treatment, I 

*MC can produce a topologically inconsistent isosurface that 
contains holes caused by facetization ambiguity. Ambiguity 
analysis and disambiguation methods have been considered 
extensively.19

FIGURE 2. Early visualization using Marching Cubes. Harvey 

Cline (Left), Bill Lorensen (Middle), Sieg Ludke (Right), 

November 1988.

FIGURE 3. Bill Lorensen and Harvey Cline on the occasion 

of the selection of Marching Cubes as one of SIGGRAPH’s 

seminal papers in Computer Graphics.3
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was able to resolve the ambiguity. 
Fortunately, my early code to gener-
ate the cases had separate inputs 
for the complementary cases. I 
generated a new case table, tested 
some generated models against 
Jon's topology checker and felt 
confident I had solved the problem.

Jon's implementation was 
in Lisp. I recall that he called the 
algorithm intelligent triangle deci-
mation. At the time, our group was 
using LYMB as its development 
environment and delivery platform. 
Like many large systems, LYMB had 
a bit of a learning curve. The Biomag 
group needed a quick implementa-
tion of a decimation algorithm and 
Jon was not a LYMB expert. We 
decided to let him work out the details of decimation 
outside of the LYMB system. Will reimplemented Jon's 
stand-alone algorithm in LYMB. In the process of defining 
the object-oriented design, Will was able to generalize the 
decimation algorithm. Generalization of algorithms is a 
common theme followed by our group over the years.

I was a bit on the sidelines of the decimation algo-
rithm development, concentrating on generating valid 
surfaces from Marching Cubes. I realized though, that 
this was a SIGGRAPH quality algorithm. I joined Will 
and Jon to start writing a description of the algorithm. 
I searched the literature for surface reduction tech-
niques. I was surprised to find that there was nothing 
published on this topic. I also took on the task of gen-
erating examples to illustrate the power of the algo-
rithm. Successful SIGGRAPH papers have two major 
components: innovative algorithms and compelling 
examples. I chose examples from medical imaging, 
industrial inspection, and terrain modeling.

SIGGRAPH 1992 was held in Chicago. Although 
we could not find other published work on polygon 
decimation, there were three papers accepted that 
year that dealt with reducing polygon count. Hughes 
Hoppe from the University of Washington and Greg 
Turk from Georgia Tech had the other two papers in 
the session. Will gave the talk to a packed room. I recall 
the talk was not in the main meeting room. SIGGRAPH 
had parallel sessions.

The decimation algorithm had a large impact on my 
career. The SIGRAPH paper4 is highly cited, but more 
than that, decimation made Marching Cubes a practi-
cal algorithm. It became a cornerstone of our model 
creation pipeline.

Because isosurface extraction from 3-D volume 
data is so pervasive and important, there has been 
significant research in speeding up Marching Cubes 
and creating new isosurface algorithms.9–18,27 As a 
personal aside, in 1994, Han-Wei Shen and I wrote a 
paper on isosurface extraction for unstructured grids. 

FIGURE 4. Admission tickets for the Marching Cubes Patent Wake held at The Local 

Irish Pub, Minneapolis, MN, USA, on October 25, 2005.

FIGURE 5. Bill Lorensen in 2019.
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We spent a significant amount of time trying to come 
up with a catchy name for the algorithm to mimic 
Marching Cubes and finally settled on Sweeping Sim-
plices.12 Needless to say, the name did not catch on. 
In 2006, Newman and Yi wrote a survey paper on the 
Marching Cubes algorithm.20 The paper's aim was 

to survey the development of the 
algorithm and its computational 
properties, extensions, and limita-
tions (including the attempts to 
resolve its limitations). A rich body 
of publications related to Marching 
Cubes was included in that paper.

One day I received an envelope 
in the mail from Bill. When pre-
paring to move from New York to 
California, Bill found the original 
reviews of the Marching Cubes 
paper and mailed them to me with 
a note saying that he thought that 
I would find the reviews interesting 
and especially a comment made 
by reviewer number three who 
commented that he thought the 
name Marching Cubes was “mis-
leading and unhelpful.” A copy of 

the original reviews of the Marching Cubes paper is 
available here.2

Given Marching Cubes' impact, especially in medi-
cal imaging, Bill wondered why GE did not aggressively 
leverage their patent on the Marching Cubes algo-
rithm, but they did not. In 2005, Bill hosted a party to 
celebrate the expiration of the GE patent. The tickets 
to the party were, not surprisingly, from the Marching 
Cubes case table (see Figure 4).

According to Microsoft Academic, between 1987 
and 1990, 100 papers cited the Marching Cubes paper. 
This climbed to 472 citations in the next five years 
and then to thousands over subsequent five-year 
intervals. In 2019 alone, there were 337 new citations. 
Marching Cubes lives on with large-scale parallel 
implementations via VTK-m 21 and Flying Edges,18 and 
discrete Marching Cubes for segmentation masks. 
The algorithm is used in a variety of systems for per-
forming visualization, modeling, and meshing such as 
R,22 Unity,23 edge group analysis,24 and even weather 
forecasting.25 Chances are many of us have directly or 
indirectly been impacted by the Marching Cubes algo-
rithm, and it is likely that it will remain a staple of com-
puting for the foreseeable future. Until his death, Bill 
maintained a Marching Cubes wiki.26 The website is 
now being maintained by Will Schroeder and includes 
a tribute section to Bill. 

FIGURE 6. GE Research Visualization Team in 1992. Counterclockwise: Cathy 

Chalek, Chris Volpe, Will Schroeder, Bill Lorensen, Boris Yamron.

FIGURE 7. Bill Lorensen receiving the Best Software Engi-

neering Paper from the 5th International Conference on 

Software Engineering in 1984.
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