
Guest Editors’ Introduction: 
Confiaurable Comwtina 

U 

Fadi J. Kurtlahi and Natler Bagherzadeh 
University of California, lrvine 

Pctcr Athilnas 
Virginia Tech 

Jose I,. Mudoz 
Defense Advanced Research Projects Agency 

Coniigurable computing machines (CCMs) 
are emerging as a technology capable of provid- 
ing high computational performance on a diver- 
sity of applications, including I D  and 2D signal 
processing, image processing, simulatian accel- 
eration, and scientific computing. In many cases, 
applications solved with configurable comput- 
ing teclmiquessupplant the equivalent of tens or 
hundreds of contemporary microprocessors or 
digital signal processors (DSPs). High perfor- 
mance is achieved by (dynamically) building 
custom computational operators, pathways, and 
pipelines suited tospecific properties of the task 
at hand. With this approach, characteristics of a 
particular application (e.g., parallelism, locality, 
and data resolution) can be fully exploited. 
Hence, CCMs provide computalional perfor- 
mance benefits close to application-specific int& 
grated circuits (ASKS) at a lower cost, yet retain 
the flexibility and rapid reconfigurability of gen- 
eral-purpose microprocessors. Contemporary 
CCMs rely on RAM-based field-programmable 
gate arrays (FPGAs) as the ,mechanism for 
achieving recontigurability. Although these 
devices were not originally intended for com- 
puting tasks, they haw proven quite efrective in 
demonstrating the potential for high-perlor- 
mance computing. 

Runtime reconfiguration (known as RTR) is 

I U 

an implementation approach that divides an 
application into a series of sequentially exe- 
cuted stages, with each stage implemented as 
a separate execution module. Partial RTR 
extends this approach by partitioning these 
stages into finer-grain submoduks constructed 
so that they can be swapped into the platform 
as needed to contribute to a given computa- 
tion, much like paging in virtual memory sys- 
tems. With this “virtual hardware” model, one 
can essentially emulate a much larger comput- 
ing platform by rapidly changing the hardware 
functionality to suit the needs of the application 
at hand. Because of it? unique computing par- 
adigm, RTR offers an opportunity to reexamine 
many of the organizational assumptions of prw 
gramming and computatinn. Two articles in 
this special issue address different aspects of 
RTR. Bazargan et al. look at online placement 
algorithms to page-in hardware modules dur- 
ing runtime. Rakhmatov et al. explore issues 
related to compilation and operating system 
technologies to support RTR on a system of 
FPGAs and multiprocessors. 

Generally speaking, configurable computing 
techniques may not be suitable for all compu- 
tatianally intensive applications. Applications 
have a number of factors that are good candi- 
dates for CCM implementation. Three of these 
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factors are extraordinarily high I/O data rate 
requirements, repetitive operations on huge (or 
virtually infinite) data sets, and a large number 
of computational operations per input data 
point-far beyond the capabilities of generai- 
purpose processors and DSPs. Many multime- 
dia applications and embedded computing 
applications fall into these categories. Possible 
product areas include real-time image process- 
ing, wireless digital products, simulation accel- 
erators, visual inspection systems, automated 
target-tracking systems, and avionics. These are 
areas that traditionally use DSPs. 

In addition, applications that need to adapt 
quickly to environmental conditions may bene 
fit from configurable computing. These applica- 
tions can be characterized by the need to 
change computational pipelines or data flows in 
real-time applications without the threat of data 
loss. The field of communications offers many 
challenging problems. Some hot areas in corn- 
munications that appear to be a good match for 
configurable computing are highspeed adaptive 
{IPG) routers, encryption and decryption, and 
cellular base station management. 

Some configurable computing solutions can 
oflcr power savings over general-purpose alter- 
natives, These solutions can offer potential 
advantages in wirclcss and battery-powered 
devices. Power consumption savings in CCMs 
come in four forms. First, configurable com- 
puting solutions can explnit specific numerical 
properties of a given application by varying 
computational precision. If an algorithm 
requires only, say, 19 bits of precision for a par- 
ticular multiplication, then a 1 %bit multiplier 
can be instantiated, saving energy over a fixed 
32-bit multiplier. Second, deep computational 
pipelines can be built within configurable com- 
puting designs. Since perhaps tens or hundreds 
of operations can be performed in a deep 
pipeline every clock cycle, the overall system 
clock frequency can be orders of magnitude 
lower than general-purpose alternatives. Third, 
configurable computing embedded solutions 
can fold in many of the sensor/actuator prc- 
conditioning and “glue logic” functions on a 
chip. This provides the distinct advantage of 
reducing the amount of board-level interchip 
signaling, thus reducing the work required by 

large chiplevel output drivers. ’The fourth 
source of savings comes from the availability of 
reconfigurable memories on-chip. By dynami- 
cally selecting a memory hierarchy that is most 
suitable for a given application, one can selec- 
tively disable parts of memory that are not 
needed and achieve power savings. Xu and 
Albonesi’s article explores such an approach 
and demonstrates power reductions on stan- 
dard benchmarks. 

Over the past eisht years, the CCM research 
community has built and tested many proto- 
type configurable computing platforms. 
Furthermore, there have been a significant 
number of new commercial ventures focused 
OR the production of configurable computing 
platforms. Typically, these machines take the 
form of an FPGA processing array connected to 
a host general-purpose processor-basecl system, 
The host providessystem-level control by con- 
figuring the FPGA array, setting up input data 
for processing, and collecting the computed 
results. When the size of the problem exceeds 
these resources, the  problem is unsolvable 
using a single configuration, so multiple-con- 
figuration “overlays” are required. 

Significant challenges exist i n  the realm of 
software for CCMs. One challenge is in CCM 
application development tools. To date, the 
most successful CCM development environ- 
ments are hardware description language- 
based environments (either VHDL or Verilog). 
This design flow mimics the successful and 
proven ASJC design flow, but also restricts 
access to those developers who are well-versed 
in hardware design. This weakness often leads 
to much longer application development and 
debugging time with respect to traditional 
microprocessor-based environ tnents. Another 
challenge is in CCM runtime environments, 
including the management and allocation of 
re con fig U rab le resou rc cs, RTR sch ed U 1 in g , and 
hardwaresoftware interaction. These chal- 
lenges are topics d intense research. There is a 
need to “lower the bar” required to program 
and effectively utilize CCM devices. New expcr- 
imental languages and environments are 
emerging for CCMs that are more closely linked 
to the traditional software design flow. The arti- 
cle by I-Iutchings et al. presentssuch a frame- 
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work for designing and debugging CCM appli- 
cations using the JHDL language. 

One inherent advantage of CCMs, especial- 
ly RTR-capable systems, is their fault tolerance. 
By adding structures to detect faults, one can 
reconfigure the hardware to bypass such faults 
without having to shut down the operation. The 
article by Saxcna et al. presents an architecture 
(called Reliability Obtained by Adaptive 
Reconfiguration) that combines standard 
processor architecture with reconfigurable 
logic to provide enhanced performance as well 
as fault tolerance. Another aspect of reliability 
measurement using PPGAs is explored in the 
article by Lopez-Buedo et al. that describes a 
method for online thermal testing by monitor- 
ing the output frequency of the on-chip oscilla- 
tors. By being able to continually monitor the 
die temperature, one can detect short circuits 
and other problems that affect reliability. 

IN  CONCLUSION, CCMs have been Coming Of 

age during the past few years. These systems 
combine the flexibility of programmable sys- 
tems with the performance of ASIC-like hard- 
ware. The articles appearing in this special 
issue present work explaringsome issues relat- 
ed to CCM design, testing, and programming. 
We hope the reader will find these articles use 
ful and informative. II 
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