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Data mining has actively contributed to solving many
real-world problems with a variety of techniques. Tradi-
tional approaches in this field are classification, clustering
and regression. During the last few years a number of chal-
lenges have emerged, such as imbalanced data, multi-label
and multi-instance problems, low quality and/or noisy data
or semi-supervised learning, among others [item 1) in the
Appendix]. When these non-standard scenarios are encoun-
tered in the realm of big data, it remains an uncharted research
territory, although a growing effort has beenmade to break the
limits. The current trend is to address the classical and newly
emerging data mining problems in big data and knowledge
processing. Granular computing provides a powerful tool for
multiple granularity and multiple-view data analysis at differ-
ent granularity levels, which has demonstrated strong capabil-
ities and advantages in intelligent data analysis, pattern recog-
nition, machine learning and uncertain reasoning [item 2) in
the Appendix]. Big data often contains a significant amount
of unstructured, uncertain and imprecise data. There are new
challenges regarding the scalability of granular computing
when addressing very big data sets [item 3) in the Appendix].
Big data mining relies on distributed computational strate-
gies; it is often impossible to store and process data on one
single computing node. The exploration of data mining and
granular computing in big data and knowledge processing is
an emerging field which crosses multiple research disciplines
and industry domains, including transportation, communica-
tions, social network, medical health, and so on.

The goal of this Special Section in IEEE ACCESS is to
provide an opportunity to review the state-of-the-art of the
recent data mining and granular computing in big data and
knowledge processing, and bring together researchers in the
relevant areas to discuss the latest progress, new research
methodologies and potential research topics. We received a
total of 45 submissions, and after a rigorous review process,
15 high-quality articles have been selected for publication,
which are briefly discussed next.

Dimension reduction plays an important role in practical
big data analysis and knowledge processing applications.
To deal with the high-dimensional D-optimal design chal-
lenge, Xu, et al., in the invited article entitled ‘‘Finding
high-dimensional D-optimal designs for logistic models via

differential evolution,’’ proposed the NovDE algorithm to
solve high-dimensional locally D-optimal design of logistic
models with and without factor interactions, where a new
novelty-based mutation strategy is adopted to explore var-
ious regions of the search space so that the diversity of
the population would be preserved. The new novelty-based
mutation strategy is collaborated to balance exploration and
exploitation well at early or medium stages of evolution so
that both convergence and diversity of the population are
enhanced, and the premature convergence issue is alleviated.
This data mining technology in evolutionary computation can
find a highly efficient D-optimal design for high-dimensional
real-world applications. To extract significant features from
high dimensional data and to rapidly provide satisfactory
clustering results, Sun, et al., in the article entitled ‘‘An affin-
ity propagation clustering method using hybrid kernel func-
tion with LLE,’’ proposed an efficient LLE-HKAP algorithm
for high dimensional gene expression datasets and standard
UCI datasets, where the first part reduces the dimensions of
high-dimensional data and retains only the most significant
data with the LLE algorithm, and the second part investi-
gates a novel HKAP algorithm with a new global kernel.
Zhang et al, in the article entitled ‘‘CPCA: A feature seman-
tics based crowd dimension reduction framework,’’ proposed
a crowd-based dimension reduction framework called Crowd
Principal Component Analysis (CPCA). The aim is to reduce
the computational overhead of traditional principle compo-
nent analysis leveraging collective intelligence so as to bring
dimension reduction to individuals who have limited compu-
tational resources. CPCA asks crowd workers to estimate the
independence among the features based on their semantics.

The classification techniques are of vital importance for
understanding current intelligent data analysis. To resolve
some challenges of architectural style classification,
Zhao, et al., in the article entitled ‘‘Architectural style clas-
sification based on feature extraction module,’’ proposed a
feature extraction module based on DNN and IEP method.
DNN can learn high-layer features from the architectural
style images. IEP was based on the local-consistency and
the exotic-inconsistency assumptions that can find common
features of the same style and differences among 25-class
architectural styles. The new features were used to classify
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the architectural style. To improve the prediction accuracy
of real-time vehicle classification in intelligent transport
systems, Chen, et al., in the article entitled ‘‘A novel model
based onAdaBoost and deep CNN for vehicle classification,’’
proposed a novel model based on AdaBoost algorithm and
deep convolutional neural networks for vehicle classifica-
tion, where a high-efficiency deep CNN model is designed
to directly extract the features of vehicle images and the
output layer of the CNN is taken as the base learner of
the AdaBoost algorithm. To efficiently handle the large-
scale and highly complex Chinese judgment documents,
Ma, et al., in the article entitled ‘‘An ontology driven
knowledge block summarization approach for chinese judg-
ment document classification,’’ proposed an ontology driven
knowledge block summarization approach to computing doc-
ument similarity for Chinese judgment document classifi-
cation, where the lightweight domain ontologies are built
by reusing and adapting the existing public categories of
Chinese judgment documents and the WMD-based sim-
ilarity computation was made for KNN based document
classification. To address data streams with concept drift
and class imbalance, Zhang, et al., in the article entitled
‘‘Online active learning paired ensemble for concept drift
and class imbalance,’’ proposed a novel online active learning
paired ensemble for data streams with concept drift and class
imbalance, which have two classifiers: one was a stable
classifier to learn the entire data stream; the other was a
dynamic classifier to be updated and replaced during the
entire learning process to capture the sudden change in the
data stream. To deal with a large number of medial datasets
collected from IoT-based platform, Yang et al, in the article
entitled ‘‘GAN-based semi-supervised learning approach for
clinical decision support in health-IoT platform,’’ proposed
a novel semi-supervised learning approach in association
with Generative Adversarial Networks (GAN) for supporting
clinical decision making in IoT-based health service system,
where GAN is adopted to not only increase the number of
labelled data, but also compensate the imbalanced labelled
classes with additional artificial data in order to improve the
semi-supervised learning performance.

Based on granular computing, in particular on fuzzy sets
techniques, Beliakov, et al., in the article entitled ‘‘Fuzzy con-
nectives for efficient image reduction and speeding up image
analysis,’’ proposed an image reduction algorithm capable
of differentiating between fine image details and noise in
the image, particularly salt and pepper noise. The mode-like
averaging functions as local reduction operators are better at
preserving the essential characteristics of an image and can
differentiate between salt and pepper noise and 1-pixel wide
lines and curves. Bharill, et al, in the article entitled ‘‘A gen-
eralized enhanced quantum fuzzy approach for efficient data
clustering,’’ proposed an enhanced quantum-inspired evolu-
tionary fuzzy C-means (EQIE-FCM) algorithm for clustering
of data, which can perform the clustering of datasets by
evolving some important parameters in several generations
using the quantum computing concept. These parameters

are evolved in each generation using five major operations:
Representation of the fuzzifier parameter and the cluster
centers in the quantum bit, transformation process, formu-
lation of the local and the global fitness function and quan-
tum update function. The proposed algorithm outperformed
the other evolutionary clustering algorithms and acquired
promising results.

Moreover, this Special Section also covers recent advances
of data mining applications in many other important topics.
To resolve information filtering of massive digitization of
network data, Chen, et al., in the article entitled ‘‘Extract-
ing the information backbone based on personalized time
window,’’ proposed a new information backbone extrac-
tion strategy based on a time window and constructed a
new adjacency matrix from the information backbones of
users instead of the complete information. To overcome the
parameter-sensitivity, the rough-outlier, and the unidentified-
hub problems in community detection, Meng, et al., in the
article entitled ‘‘A modified distance dynamics model for
improvement of community detection,’’ proposed a robust
distance dynamics model, namely, Attractor++, which used
a dynamic membership degree to determine the influence
of exclusive neighbors on the distance instead of setting the
cohesion threshold. To improve the productivity and reduce
cost of the welding robot, Tong, et al., in the article entitled
‘‘Research on intelligent welding robot path optimization
based on GA and PSO algorithms,’’ applied the GA and dis-
crete PSO algorithm to the welding robot path optimization,
where the operator selection of GA is improved as well as the
PSO algorithm with improved inertia weight determination.
Meanwhile, both ‘‘swap operator’’ and ‘‘swap sequence’’
are introduced into the solution of the discrete problem of
welding robot path planning optimization. To assign work-
ers to tasks according to their skills on road networks in
a real-time scenario, Liang, et al., in the article entitled
‘‘Online multi-skilled task assignment on road networks,’’
proposed a practical problem, called Online Multi-Skilled
Task Assignment on Road Networks (OMTARN) problem,
and designed a framework of using batch-based algorithms
(fixed batch-based algorithm and dynamic batch-based algo-
rithm) to achieve an approximate solution. Deng, et al., in the
article entitled ‘‘A multimodel fusion engine for filtering
webpages,’’ proposed the MMFEFWP architecture for the
filtering of large datasets of webpages crawled fromwebsites,
and the multimodel fusion engine for webpage filtering can
extract target webpages using multiple models, including
models based on strings, trees, link ratios, similarity degrees,
and tags and attributes.

We recognize that the above articles cannot cover all the
aspects of datamining and granular computing in big data and
knowledge processing. We hope that through the selection of
the articles, further in-depth discussions and new contribu-
tions to the related areas can be stimulated.

Finally, wewould like to thank all the authors for contribut-
ing their work to this Special Section, and all the reviewers
for their timely and professional reviews, without which this
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Special Section would not have been published as sched-
uled. We would also like to thank the Managing Editor,
Dr. Bora M. Onat, the Publications Editors, and the Editor-in-
Chief and StaffMembers for their supportive guidance during
the entire process in the organization of this Special Section.
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