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ABSTRACT By analyzing and predicting the traffic states of urban road network, the formation of traffic
congestion can be effectively alleviated, so as to improve the traffic capacity of urban road network. In this
paper, firstly, we analyze and study the spatio-temporal correlation characteristics of traffic states based on
the existing floating car data. At the same time, we extend the traffic conditions of urban road network from
the upstream and downstream interaction to the global road network and complete the traffic congestion
states discrimination of urban road network based on the spatio-temporal correlation. Secondly, according
to the traffic jam aggregation and diffusion characteristics of local Moran’s I, a mixed forest prediction
method considering the spatio-temporal correlation characteristics of urban road traffic state is constructed
by improving the existing random forest algorithm. Finally, an example is given to verify the effect of the
prediction method on the short-term prediction of urban road network traffic states.

INDEX TERMS Traffic congestion, spatio-temporal correlation, local Moran’s I, short-term prediction.

I. INTRODUCTION
At present, the road traffic congestion recognition algorithm
was divided into two stages. In the early stage, the basic
parameters such as speed, flow and occupancy rate obtained
by traditional traffic point detection equipment were used
to identify and judge the traffic congestion states through
various algorithms or rules [1]. In fact, the study of traffic
flow state prediction was an extension of traffic congestion
states discrimination.

Ning Z et al. [2] constructed a method of minimizing
cost offloading, proposed a two-way matching algorithm
to adjust frequency spectrum and meet user delay con-
straints, combined with deep reinforcement learning method
to optimize system state and realize distributed computation.
Ning Z et al. [3] obtained the closely related social char-
acteristics of vehicles by constructing the triangle relation
structure chart, estimated the node connection probability
in the network model by combining the characteristics of
vehicles and associated equipment, and established the CSPD
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algorithm based on convolution neural network.
Ning Z et al. [4] built an intelligent system framework for
vehicle edge computing based on deep reinforcement learn-
ing technology, established a communication and comput-
ing state model based on Finite Markov Chain, combined
with two-way matching and deep reinforcement learning
methods, jointly optimized task scheduling and network
resource allocation strategies to maximize the quality of user
experience (QoE). Ning Z et al. [5] constructed an energy-
saving scheduling framework for MEC which enabled IOV
to minimize the energy consumption of RSU under the
constraint of task waiting time. Combined with the task
scheduling between MEC servers and the downlink energy
consumption of RSU, a heuristic algorithm was established.
Chen C et al. [6] constructed an online track compres-
sion framework running in the mobile environment, which
includes two stages: (1) online track mapping stage, a novel
compressor based on the direction change of intersection,
namely direction change compression (HCC), is designed to
develop a lightweight but efficient map matcher; (2) track
compression stage, based on spatial direction matching (SD-
matching) can match the sparse GPS points to the road
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network and make full use of the vehicle GPS track data.
Chen C et al. [7] proposed an economic fast travel service.
In the first stage, the offline historical taxi track data is mined
to identify the shortest travel path based on the estimated
travel time under any given starting and ending point. In the
second stage, an online adaptive taxi dispatching algorithm
is constructed to select the route and determine the optimal
travel service according to the real-time request iterative
calculation Service path. Chen C et al. [8] proposed a two-
stage probability framework called TripImputor, which is
used to estimate the purpose of taxi travel and recommend
services to passengers at the place where they get off. Ning
Z et al. [9] built a three-layer VFC model to realize dis-
tributed traffic management and minimize the response time
of vehicle collection and event release. Kong X J et al. [10]
briefly introduced the latest technology and application of
MCS in smart city. Firstly, the paper summarizes MCS in
smart city and highlights its main characteristics; secondly,
it introduces the architecture and supporting technology of
MCS; secondly, it studies the latest application of MCS
in smart city; finally, it discusses the openness and future
research challenges of MCS in smart city.

Mennis J [11] proposed an ANN traffic congestion detec-
tion algorithm. Based on the basic parameters such as
the running speed, flow and density of the upstream and
downstream traffic flow of the detection section, the input
layer, the middle layer and the output layer of BP neural
network were constructed to process the data and fit the
parameters to determine the road traffic congestion states.
Buczak al et al. [12] proposed a new algorithm to distinguish
traffic congestion based on the analysis of the fluctuation of
road traffic flow parameters. Based on the analysis of a large
number of traffic flow road occupancy data, the deviation
of cumulative occupancy between upstream and downstream
observation stations is calculated. If the fluctuation range of
the difference value is large, it is determined that the traffic
congestion occurs, and the difference value jumps around the
zero value, then it is determined that the traffic operation
is normal. Gal A and Sagi T [13] carry out traffic conges-
tion discrimination according to T-test principle, and obtain
more vehicle road occupancy data. T-test method is used to
calculate the average and standard deviation of road vehicle
occupancy rate in the last 10 cycles. Similar to the above
standard deviation algorithm, if the result greatly deviates
from the preset threshold value, the traffic congestion has
occurred.

Gal A et al. [14] proposed a cellular neural network algo-
rithm. According to the signaling data of mobile phone,
a large number of data such as signal transmission time,
mobile phone identification code, area identification code
and vehicle stop time are obtained, and BP neural network
is established. Whether there is traffic jam is determined by
neural network output.

Y. Karmarianakis and P. Prasacos [15] build a new traffic
congestion prediction algorithm based on spatial-temporal
sequence model through highway network model verification

and computer parallel computing structure, and prove that it
achieves better prediction effect than other traditional pre-
diction methods Turochy R E [16] used the truth constraint
method based on fuzzy logic and neural networks. The
pseudo-outer fuzzy neural network traffic flow state predic-
tion model was established based on the forward-predictive
network prediction effect of the traditional BP neural net-
work. Quek C [17] conducted an experiment based on his-
torical data mining of road sections, combined with real-time
traffic situation changes, calculated the degree of deviation
between real-time upload data of road vehicles and historical
data, and the nonparametric regression prediction algorithm
based on K-nearest was re-tested and improved. According to
the traffic flow data of the first to the 80th roads in California,
Y. Xie and Y. Zhang[18] established a wavelet neural network
traffic flow state prediction model which was better than the
traditional BP and RBF neural network model.

At the same time, L.VAna and L.R.Rett [19] combine
the integrated neural network with support vector machine
technology. Based on the forward feedback neural network
prediction algorithm proposed above, the road traffic flow
state predictionmodel is constructed, and the traffic flow state
prediction simulation is carried out by using the highway
floating car data as the data input. For predictions with a
small number of samples, it has better prediction accuracy
and simulation results. On the basis of fuzzy pattern recog-
nition, Guo Xueting proposes a new algorithm to distinguish
traffic congestion, which divides the traffic congestion into
four dimensions: smooth traffic, normal traffic, congestion
and congestion. Using the fuzzy pattern recognition theory,
based on the three parameters of the average delay, speed
and occupancy rate of vehicles at the signal intersection,
the membership degree of each state is calculated to dis-
tinguish the traffic congestion status, mainly It is used to
distinguish the congestion state of urban main road traffic
flow.[20] Hao Yuan et al. [21] combined the urban road
traffic state with the basic parameters detected by the detec-
tion equipment, based on various factors affecting the gen-
eration of road traffic congestion, using multiple classifiers
to identify the traffic flow state, which has a better effect.
Zou Liang et al. [22] divided the predicted road segment
into three parts, obtained the running time of the floating car
between each road segment through data fusion technology,
extracted the data delay amount and the road segment esti-
mated time from the sensor data, and input it into BP. A neural
network model that predicts the state of road traffic flow
after the simulation. Zhu Shengxue et al. [23] used the traffic
flow state prediction model to be equivalent to the function
estimation approximation. Based on wavelet decomposition-
support vector regression calculation, wavelet decomposi-
tion and variation of traffic flow parameters are performed.
A basic traffic signal and interference signal of road traffic
flow are processed by establishing support vector machine,
and a short-term traffic flow prediction model is established.
The validity of the model is verified based on mathematical
methods and real data, and the results with higher accuracy
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and lower error are obtained. Peng Qiyuan et al. [24]
added genetic algorithm optimization based on support vector
machine regression algorithm. A GSVMR model with the
advantages of minimum structural risk and easy optimization
is established. The validity of the model in the short-term
prediction of urban road network traffic flow is verified by the
actual data collected. Guan Wei et al. [25] based on the fuzzy
C-means clustering algorithm, input the road traffic speed and
its variance as the feature vector of road traffic flow state
analysis, and establish a traffic flow state prediction model.
At the same time, the influence of various fast-track traffic
flow parameters in the clustering process is discussed, which
has certain feasibility and effectiveness. YuWanxia et al. [26]
used the particle swarm optimization algorithm to optimize
the calibration of fuzzy neural network parameters. Based
on the fuzzy neural network, the short-term traffic flow was
predicted, and its high prediction accuracy was verified by
simulation. Nie Hongtao et al. [27] calibrated the structural
parameters of the Radial Basis Function neural network pro-
posed by Powell through FCM algorithm, and applied it to
traffic state prediction. The experimental results showed that
the model has better prediction effect and practicability.

In summary, the current research on traffic flow state pre-
diction is analyzed. It is mainly carried out by traditional
methods such as BP neural network and support vector
machine. However, such algorithms usually adopt traditional
traffic flow parameters as feature vectors for training predic-
tion, and lack of consideration for the distribution of traf-
fic flow state, often for the prediction of traffic flow state.
There are significant limitations at intersections or simply
upstream and downstream roads [28]. Therefore, based on
the Moran ’I, this paper introduces the time dimension, con-
structs the spatial-temporal Moran’ I, analyzes the spatio-
temporal aggregation dissipative characteristics of the road
network traffic flow, and combines the classification tree and
the regression tree to construct a mixed forest prediction
model based on the spatio-temporal state of traffic flow, and
other traditions. The prediction method is compared with the
error index of the Moran quadrant without adding the high
correlation path as the eigenvector to prove the effect of the
model prediction.

II. JUDGMENT OF CONGESTION STATES
At present, such conventional traffic flow parameters as
speed, occupancy and flow rate are generally used as the
evaluation indicators for road traffic congestions, but these
indicators often cannot fully reflect the travel states of vehi-
cles on the road. In addition, both at home and abroad, there is
no precise quantitative indicator to calculate the threshold for
traffic congestion judgment, and there is no uniform standard.

In this research, in addition to selecting the average travel
speed in road sections as the basic measure of traffic condi-
tions, the following parameters are added as supplementary
indicators: common congestion coefficient CI , defined as
the difference between the road section’s actual travel time
and its designed travel time; low-speed travel time ratio ST ,

defined as the ratio of the road section’s low-speed travel time
to the total travel time; vehicle acceleration noise AN ; and
average speed gradientMVG. All of the above supplementary
indicators can reflect the travel changes of vehicles at the
same speed, so they are good description supplementary to
the road traffic flow state as reflected by Vave.

CI =
(
T − T0
T0

)
(1-1)

where, T indicates the actual travel time of a road section, and
T0 indicates the designed travel time of the road section.

ST =
Ts
T

(1-2)

where, Ts indicates the time period during which the speed is
less than 3km/h; and T indicates the entire travel time.

AN =
1

T − Ts

n∑
i=1

1v2i
1ti

(1-3)

where, 1ti indicates the time used for speed changes; and
n indicates the number of speed changes in a certain road
section.

MVG = AN/
1
T

T∫
0

vdt (1-4)

For the assessment, the main evaluation factor Vave as
mentioned above aswell as the four supplementary evaluation
factors are used. The traffic congestion state will be evaluated
by using the fuzzy C-means algorithm. The steps of fuzzy
C-means clustering algorithm (FCM) are as follows:

Step1: Calculate by using the ordinary K-means clustering
algorithm to obtain the classification number C and the initial
input matrix R;

Step2: Set the weighted index and theminimum error value
as constraints;

Step3: Make separate calculations to get the clustering
center matrix V and the fuzzy classification matrix R;

Step4: Evaluate the convergence effect based on the
entropy value H;

Step5: Adjust the Q value to iterate and calculate, until
meeting the requirements.

Finally, the classification threshold for traffic flow states is
obtained:

Therefore, through the above indicators, the spatiotempo-
ral congestion index SI is constructed.

SI = Vave − α · CI − β · ST − χ · AN − δ ·MVG (1-5)

The two most important characteristics of spatiotemporal
data are autocorrelation and stability. In the spatiotemporal
data of traffic flows, the spatiotemporal autocorrelation refers
to the correlation of the spatial and temporal distributions
of road traffic flows’ attribute values (such as flow, density,
or speed). The spatiotemporal stability means that the states
and characteristics of road traffic flows will vary over time
with changes of spatial locations.
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By observing and researching the relationships among road
traffics’ basic parameters, such as their flows, densities and
speeds, it can be found that the congestion phenomena have
significant spatiotemporal diffusions. In terms of the time
dimension, the traffic congestion life cycle can be divided
into 4 phases, namely, generation, diffusion, dissipation and
end. When the inflow traffics exceed the roads’ carrying
capacity, congestions begin to occur and diffuse along the
main roads. When the traffics flowing into the road sections
gradually decrease until less than the outflow traffics on the
road sections, the congestions get into dissipation. In terms of
the space dimension, it can be found that when road conges-
tions occur, the cross-sections of roads with a reduced traffic
capacity will move upstream along with the vehicle line-ups.

III. ANALYSIS OF SPATIO-TEMPORAL CORRELATION OF
ROAD NETWORK TRAFFIC
After mastering the spatial-temporal transmission path of the
upstream and downstream of the road congestion through
the correlation coefficient method, it is necessary to conduct
quantitative research on the diffusion of the traffic conges-
tion in the road network. Based on the theory of spatial
autocorrelation, Wei Wei introduced the time dimension into
the traditional Moran spatio-temporal index based on spa-
tial autocorrection and established an improved Moran’s I
method [29] to analyze the spatio-temporal state of urban
road traffic.

The spatial autocorrelation Moran’s I can be expressed as:

I =

n
N∑
i=1

n∑
j=1

wi,jzizj

S0
n∑
i=1

z2i

(2-1)

where: zi represents the degree of deviation between the
attribute assignment of element i and its mean, ie. xi = X̄ .
wi,j is the spatial weight between the elements i and j. n is
equal to the number of elements. S0 is an aggregation of all
spatial weights:

S0 =
n∑
i=1

n∑
j=1

wi,j (2-2)

By introducing the spatial-temporalMoran ’I of the spatial-
temporal dimension, the global space Moran ’I is extended to
the spatial-temporal domain. Definition y(p,i) is an attribute
value of the spatial-temporal element ST(p,i). Calculated as
follows:

I =

NT
N∑
p=0

T∑
i=0

N∑
q=0

T∑
j=0

w(p,i)(q,j)
(
y(p,i) − ȳ

) (
y(q,j)−ȳ

)
N∑
p=0

T∑
i=0

(
y(p,i) − ȳ

)2
∗

N∑
p=0

N∑
i=0

N∑
q=0

T∑
j=0

w(p,i)(q,j)

(2-3)

where:

ȳ =
1
NT

N∑
p=0

T∑
i=0

y(p,i) (2-4)

N,T are the number of spatial sequences and the number
of time series, respectively. w(p,i)(q,j) is a weighted value
of the connection relationship between the spatial-temporal
elements ST(p,i) and ST(q,j).
The local Moran spatio-temporal index is calculated by:

I(p,i) = Z(p,i)Wz(p,i) (2-5)

Wz(p,i) =

N∑
q=0

T∑
j=0

w(p,i)(q,j)Z(q,j)

N∑
q=0

T∑
j=0

w(p,i)(q,j)

(2-6)

Z(p,i) =

(
y(p,i) − ȳ

)
σ

(2-7)

σ =

√√√√√√
N∑
p=0

T∑
i=0

(
y(p,i) − ȳ

)2
NT − 1

(2-8)

In traffic research. The global positive correlation is
reflected in the smooth state of the overall road, and the
congestion states is aggregated through the spatial-temporal
dimension. Global road network roads have a common fea-
ture of aggregation. The greater the correlation, the more
significant the aggregation characteristics. That is to say,
the global road network presents a smooth (congested) fea-
ture at a certain moment, and the traffic state of the global
road network in the adjacent time period also presents a
smooth (congested) situation. The global negative correlation
is reversed, which is reflected in the unimpeded state of the
global road network or the spatiotemporal and anomalous
characteristics of the congestion states. The greater the cor-
relation, the more significant the anomalous feature. That
is to say, the road network presents a smooth (congested)
feature at a certain moment, and the traffic state of the global
road network at the adjacent time is in a state of congestion
(smooth).

The local positive correlation reflects that the traffic flow
state of the road segment is aggregated through the spatial-
temporal dimension and the traffic flow state of the surround-
ing road segment in the adjacent time period. The local road
traffic flow state has a common characteristic of the aggre-
gation characteristics. The greater the correlation, the more
significant the aggregation characteristics between the local
road segments. That is to say, a certain section of the road
presents a smooth (or congested) feature at a certain moment,
and the road traffic state of the surrounding road section at
the adjacent time also presents a smooth (congested) situa-
tion. The partial negative correlation is opposite, showing the
anisotropic properties.

The Moran scatter plot is shown in Figure 1. The propaga-
tion characteristics of the road segment in the scatter plot are
represented by the quadrant position of the spatial-temporal
element corresponding to the road in the scatter plot:

¬ First quadrant. Unblocked aggregation. If the road is
clear at the moment, the surrounding roads will be clear at
the near time.
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FIGURE 1. Spatio-temporal Moran scatter plot.

 Second quadrant. Unblocked. If the road is congested
at the moment, the surrounding roads will be unblocked at
the near moment. The road congestion comes before the
surrounding road network congestion, and it lags behind the
surrounding road network congestion and dissipation.

® Third quadrant. Congestion aggregation. If the road
is congested at this moment, the surrounding roads will be
congested in the near future.

¯ Fourth quadrant. Congestion isotropic. If the road is
clear at the moment, the surrounding roads will be congested
at the near moment. The road lags behind the congestion of
the surrounding road network, leading to the congestion and
dissipation of the surrounding road network.

IV. SPATIO-TEPORAL CHARACTERISTICS FUSION
PREDICTION OF ROAD NETWORK BASED
ON MIXED FOREST MODEL
A. RANDOM FOREST STRUCTURE
The key step of random forest algorithm is to build deci-
sion tree. According to the characteristics of traffic state,
the CART method can be used to construct classification
decision tree (predict the time and space congestion index of
the road, distinguish the traffic state according to the index)
and regression decision tree (directly predict the traffic state).
The basic construction steps are as follows:

Step 1: Selecting sample properties. According to the high
correlation path selection algorithm based on the fusion coef-
ficient, the high correlation segment setD of the segment p is
extracted: {D1,D2 . . . ,Dp− 1,Dp,Dp+ 1 . . .Dn− 1,Dn},
and the traffic flow sample attribute is selected., including:
week, time period (data smoothed to 10min, divided into
0 ∼ 143 time periods every day), driving direction (0:
positive, 1: reverse), quadrant of Moran ’I of other segments
in high correlation pathD, and vehicle of segment p in period
i average speed, average speed of vehicles of section p in
period i-I, average speed of vehicles of section p in period
i+ I , spatiotemporal congestion index of vehicles of section
p in period i-I, spatiotemporal congestion index of vehicles

of section p in period i, spatiotemporal congestion index of
vehicles of section p in period i + I , state of vehicle traffic
flow of section p in period i (judged according to spatiotem-
poral congestion index above, 1-locked, 2 -Severe congestion,
3-congestion, 4-slow traffic, 5-smooth traffic). Among them,
the output results are respectively the vehicle traffic flow
state of segment m in n period or the spatiotemporal con-
gestion index SI of segment m in n period. Since the spa-
tiotemporal congestion index is based on the average speed
of the road, in order to make the feature vectors indepen-
dent, the classification tree uses the average speed as the
feature for model training, and the regression tree uses the
spatio-temporal congestion index as the feature for model
training.

Step2: Selecting the split attribute. Based on the good
description of the road congestion trend of the spatio-
temporal Moran exponent scatter plot, the quadrant of the
spatial-temporalMoran ’I of the road segment p in the i period
is selected as the root node.

In the case of classification, in order to make the data pure,
the output is closer to the true value. The GINI value is used
to measure the purity of the node. The GINI index is between
0 and 1. 0 means that the categories are completely equal, and
1means completely different. Themore disorderly the overall
inclusion category, the larger the GINI index:

GINI = 1−
∑
q∈Q

p2q (2-9)

where: Q is the set of all categories, and the probability that
the sample points belong to the class q is pq.
This step sets two classes, which are (1) Node class Node,

which mainly includes split attribute; node output class, child
node, depth and so on. (2) The split information class Info
mainly includes the number of each class of the child nodes,
the row coordinates of each child node, the split attribute of
the node, the type of the attribute.

In the case of regression, the sample variance is used as an
indicator to measure node purity.

σ =

√∑
q∈Q

(
xq − µ

)2
=

√∑
q∈Q

x2q − nµ2 (2-10)

where: Q is the set of all classifications, µ is the mean of
the prediction results in the sample set, and xq represents the
prediction result of the q-th sample.

Step 3: Continuing to split. After the first division, we con-
tinue to select new attributes for a new round of division,
and calculate Gini value or sample regression variance. The
selected split attribute should satisfy the constraint of min-
imizing the Gini value or regression variance of the child
nodes. The next step is to split up. That is to minimize:

Gain =
∑
q∈Q

pq · Giniq (2-11)

Gain =
∑
q∈Q

σq (2-12)
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Step 4: Data segmentation. For discrete values, how many
values are divided into several nodes. Because cart is a binary
tree, that is, one of the discrete values is independent as a
node, and another node is generated by the rest of the discrete
values and calculate the Gini value of each division method
respectively; for the continuous type attributes, the contin-
uous type attributes are sorted first, and divided into two
parts in a one size fits all manner, and N -1 cutting shall
be conducted between N data to calculate the Gini value
of each division method. The optimal segmentation method
is determined by Gini value after data segmentation. The
Q-attribute obtained is the optimal split attribute of the sample
set. The q attribute value is the optimal split attribute value.
Similarly, the regression tree is to select the optimal sample
regression variance.

Step 5: Stopping splitting. Stop splitting when the follow-
ing conditions occur in the node: (1) all observations belong
to the same category; (2) all observation attribute values are
consistent; (3) the depth of the decision tree reaches the set
threshold; (4) the number of observations included is less than
the threshold value of the number of observations that the
parent node should include in the set rule; (5) the number of
observations included in the lower level child node is about
to be less than the set threshold value; (6) no longer has the
attribute to meet the threshold value of the set split rule.

FIGURE 2. Decision tree construction process.

When the condition of stop splitting occurs, the decision
tree will grow completely, which may lead to over fitting
phenomenon in the case of large amount of data and more
features. Therefore, the random forest model is used to vote
on the output results.

The random forest algorithm is based on the foundation of
bagging algorithm. The specific process steps are as follows:

Step 1: Based on Bootstrapping method, n samples (with
playback) are randomly selected from the original training
set. A total of k samples were taken. Generate k independent
training sets with repeatable elements.

Step2: For k training sets, one-to-one training k corre-
sponding decision tree models.

Step 3: For a single decision tree model. Suppose the num-
ber of training sample features is m. In each split, we choose

the split attribute with the smallest GINI index or regression
variance.

Step 4: Keeping the decision tree split until the split stop
condition is reached, and do not prune the decision tree in the
middle.

Step 5: Combining multiple decision trees to form a ran-
dom forest. And the output results of all decision trees are
finally output by voting.

Due to the different number of high correlation paths in
different periods, it is necessary to fill in the missing values:
firstly, the mode complement of Moran ’I in local time and
space is used for coarse-grained filling, after random forest
model training, the statistical similarity matrix (if two obser-
vation instances fall on the same node in the same tree more
times, then two observation facts The higher the similarity of
the example is), the weight of the uncertain similarity is used
to vote, and the above voting scheme iterates for 4-6 times.

B. IMPROVED MIXED FOREST MODEL
Because there are two ways to distinguish traffic operation
state: regression and classification, and the result of regres-
sion can be used for secondary classification. In order to
enhance the accuracy of prediction results, the random forest
algorithm is improved. A mixed forest model is proposed.

FIGURE 3. Mixed forest construction process.

The specific steps are as follows:
Step 1: Inputting the original sample, randomize the data,

create random vectors, and reduce the correlation between
decision trees.

Step 2: Through Bootstrapping method, m classification
sample sets and n regression sample sets are randomly
selected.

Step 3: Making the regression decision tree and classifica-
tion decision tree grow completely without pruning branches.
Build random forest by regression decision tree and clas-
sification decision tree respectively, and calculate the error,
and get the classification error ER1 and regression error
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ER2 respectively. All decision tree results are retained at the
same time.

Step 4: According to the spatiotemporal congestion coeffi-
cient value obtained from the regression decision tree, com-
bined with the previous traffic state discrimination standard,
the predicted state is classified and transformed into a clas-
sification decision tree. Only the results obtained from the
regression forest are classified into post classified forest, and
the post classified error ER3 is calculated.

Step 5: To integrate classified forest and return forest, vote
on the results, and get mixed error ER4.

Step 6: Selecting the forest with the smallest error and
output the prediction results.

In terms of tuning, in general, the number of features is
k =

√
Q, the maximum depth is no more than 8 layers,

the tree of the tree should not be too much, and the minimum
number of split samples should be more than 100 empirically.

There are two main factors that affect the accuracy of
random forest algorithm: one is the tree association between
any two decision trees in the forest: the stronger the inde-
pendence between decision trees, the higher the accuracy of
discrimination; the other is the accuracy of discrimination of
a single tree: the stronger the accuracy of discrimination of a
single decision tree, the lower the error rate of discrimination
of the whole forest.

V. CASE ANALYSIS
This paper takes the GPS data of more than 3000 taxis
in Chengdu as the research object. A congestion recogni-
tion model based on speed and trajectory is proposed. The
specific range is (104.04214E-104.12958E, 30.625294N-
30.72775N). In total, 142 roads upload data every 3s, totaling
more than 2 billion data, with a storage scale of about 180gb,
including vehicle oid, order id, time, longitude and latitude.
The data is shown in Table 1:

TABLE 1. Data description.

A. DIVISION AND EVOLUTION OF TIME AND SPACE STATE
OF ROAD NETWORK TRAFFIC
1) ANALYSIS OF GLOBAL MORAN SPATIO-TEMPORAL INDEX
After data preprocessing, the data were smoothed into 10min
interval data, the road space-time congestion index SI was
calculated, and the road traffic status was judged. By calculat-
ing the correlation coefficient, the high correlation path set D
is obtained. Based on the high correlation path to calculate

the spatio-temporal Moran ’I, this paper analyzes 20 road
sections around Chengdu North railway station.

TABLE 2. Example road section.

Calculating the global spatial-temporal Moran’ I of the
road network:

FIGURE 4. November 1st-December 6th instance road segment global
spatial-temporal Moran ’I.

Due to the characteristics of a large number of commuting
trips on weekends, more random trips such as shopping and
tourism increased, the aggregation of the traffic state of the
global road network is significantly lower than that during the
working day, and the correlation of residents’ travel behavior
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in the space-time dimension is significantly reduced, thus
showing the characteristics of random and scattered.

Taking the research data as an example, the local spatial-
temporal Moran index of each road segment in the road
network is calculated. The distribution is measured by the
frequency of different Moran ’I in each section in 60 days.
This paper analyzes and studies the local spatial-temporal
evolution law of road traffic flow operation state.

FIGURE 5. I < 0, frequency distribution.

2) MORAN’ I DISTRIBUTION IN LOCAL SPATIAL-TEMPORAL
08:00-22:00 is a concentrated time period of spatial-temporal
elements with local spatial-temporal Moran ’I value less
than 0, including working hours and part of nighttime. The
reason is that the spatial-temporal anomalies are mainly con-
centrated in the daytime, and the surrounding roads are inter-
twined and affect each other, resulting in traffic anomalies in
local areas.

FIGURE 6. 0 ≤ I < 1, frequency distribution.

At the same time, the spatiotemporal objects are evenly
distributed among index values [0,1) in all periods of the day.
The main reason is that the overall road traffic states around
Chengdu station is in a weak convergence trend in the spatial-
temporal dimension.

In the peak period of night and morning and evening, most
regions showed strong aggregation characteristics with index
greater than 1. The main reason is that the roads in the early
morning converge smoothly with the congestion in the peak
hours.

From the perspective of spatial dimension. From 00:00 to
06:00, the traffic conditions of all sections around Chengdu
North Railway Station area, from 7:00 to 9:00, from 2nd
Ring North Road to Renmin North Road, from 7:00 to 11:00,
from the third section of 1st ring road to CaoShi street, from

FIGURE 7. I > 1, frequency distribution.

14:00 to 20:00, from Renmin North Road to Xinhua Avenue
show a strong convergence trend. According to this, it can be
found that the high peak road is easy to be congested in the
morning and evening.

3) ANALYSIS OF MORAN SCATTER DIAGRAM
According to the frequency of quadrant of each section in
each period, the scatter diagram analysis is carried out:

FIGURE 8. First quadrant frequency distribution (left) third quadrant
frequency distribution (right).

First quadrant / third quadrant:
It can be seen from the distribution in the Figure 8 that all

sections between 0:00 and 6:00, 7 sections around the Lotus
pond between 12:00 and 13:00 at noon of East Jiulidi road in
the early peak period, section 1-3 of Jiefang Road, and almost
all sections after 22:00 are in the first quadrant of high fre-
quency. These sections usually show obvious characteristics
of smooth aggregation in the period.

From 7:00 to 11:00 in the morning, most of the roads
except Jiulidi East Road and 1st Road of West station, and
most of the roads from 14:00 to 19:00 except the first section
of Beixing avenue to Ma’an East Road, are in the third quad-
rant of high frequency. These sections usually show obvious
congestion aggregation characteristics in the period.

Second quadrant / fourth quadrant:
During the daytime, the temporal and spatial elements in

the second and fourth quadrants are interspersed in each
road section. It shows the characteristics of traffic state of
the road network with different directions of traffic flow
or congestion. Among them, the traffic diversion is mainly
concentrated near the business district, which is prior to the
road network congestion, that is, the congestion generation
point. The different direction of congestion is mainly located
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FIGURE 9. Second quadrant frequency distribution (left) fourth quadrant
frequency distribution (right).

near the residential area of the main road, and the congestion
is dissipated from these sections.

Generally, the traffic jam of Chengdu North railway station
is serious on weekdays. But in the morning and evening
peak period, it can still maintain the normal state of slow
running, which is not easy to lock up. The main reason
is that the sections with different directions of traffic flow
and congestion are interwoven in the road network, and
the congestion generation points and congestion dissipation
points influence each other, so as to achieve faster congestion
dissipation. Although the traffic flow is large and limited by
the actual road conditions, it is easy to slow down the traffic,
but the overall convergence between congestion is weak, and
there is dissipation space. According to the time and space
Moran scatter. The traffic flow states of the road section is
divided into HH, LH, LL and HL. The road traffic conges-
tion distribution state is pre classified. 1-unimpeded aggrega-
tion; 2-unimpeded heterogeneity; 3-congestion aggregation;
4-unimpeded heterogeneity.

B. PARAMETER SELECT
In the process of random forest construction, there are two
main factors that affect the performance of the algorithm.
One is the number of features used to build a single deci-
sion tree, the other is the number of decision trees built by
random forest. In order to compare, different parameters are
used to adjust the parameters according to the results. At the
same time, in order to verify the importance of temporal
and spatial characteristics of traffic in traffic state prediction,
the local Moran quadrant of untrained road is added, only
Moran quadrant of predicted road, Moran quadrant of pre-
dicted road and high correlation road is trained, and Moran
quadrant of all roads in the road network is trained. After
processing, there are 1635840 data with 21265920 eigenval-
ues, it is the period from 2016-11-1 to 2016-12-15, which is
selected as the training set. The data between 2016-12-16 and
2016-12-31 is selected as test set. The all parameters are
shown in Table 3 and Table 4.

The ER1 error analysis of classified forest is carried out.
As can be seen from the results in the Figure 10, when

the Moran quadrant feature of the road network is added
for training, the model prediction error value is significantly
reduced, and with the increase of the number of Moran

TABLE 3. Classification tree parameters.

TABLE 4. Regression tree.

FIGURE 10. Selection of classified forest parameters and root mean
square error (left) and Classified forest parameter selection and root
mean square logarithm error (right).

quadrants of high correlation paths, the model prediction
effect is significantly improved. However, after training the
Moran quadrant of the whole network, the error increases.
Because of too many eigenvectors, the training effect of the
model is over fitted and the error increases. The training time
of the model is prolonged obviously.

At the same time, based on the error analysis, it can be
clearly seen that when the number of classified random forest
decision trees reaches 240, the training effect of the model is
stable. Therefore, the training week characteristics and high
correlation path Moran quadrant are selected for classified
forest, and the number of decision trees is 240.

FIGURE 11. Regression forest parameter selection and root mean square
error (left) and Regression forest parameter selection and root mean
square logarithm error (right).

The ER2 error analysis of regression forest was carried out.
When the Moran quadrant feature of the road network is

added for training which is similar to the classification tree,
the prediction error of the model is significantly reduced,
and with the increase of the number of Moran quadrants of
high correlation path, the prediction effect of the model is
significantly improved. After training the Moran quadrant
of the whole network, because of too many feature vectors,
the training effect of the model is over fitted, and the error
increases, even the error is larger than that of only training
week features. The training time of the model was prolonged
obviously. However, due to the characteristics of regression
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forest error value, the absolute error value of each training
set is greater than that of classified forest.

At the same time, based on the error analysis, it is obvious
that when the number of regression random forest decision
trees reaches 260, the training effect of themodel is stable and
the error is the smallest. Therefore, the number of decision
trees is 260.

FIGURE 12. Parameter selection and root mean square error of post
classified forest (left) and Parameter selection and root mean square
logarithm error of post classified forest (right).

The ER3 error analysis of post classified forest was carried
out.

The post classified forest still has the same error
characteristics-with the addition of high correlation path
Moran quadrant features for training, the error is greatly
reduced, and with the increase of the number of forest
decision trees, at the same time, it is reduced because the
spatiotemporal congestion index obtained by regression is
classified again, the prediction results can be classified,
so that the error results are greatly reduced, slightly lower
than the ordinary effect of forest classification.

Based on the error analysis, it can be seen clearly that when
the number of post classified random forest decision trees
reaches 240, the training effect of the model is stable and the
error is the smallest. Therefore, the number of decision trees
is 240.

The ER4 error analysis ofmixed forest was carried out. The
number of decision trees used to construct classified forest
and return forest is 1:1.

FIGURE 13. Mixed forest parameter selection and root mean square error
(left) and Mixed forest parameter selection and root mean square
logarithm error (right).

From the error analysis results, it can be found that the
mixed forest performance has good linear characteristics
compared with the pure regression forest. With the increase
of the number of random forest decision trees and the Moran
quadrant of high correlation path, the prediction effect of the
training model is better. At the same time, compared with the
pure classified forest and the post classified forest, the error
is further reduced. The minimum root mean square error is
reduced to about 0.5. The error of the least root mean square
logarithm is less than 0.2.

Based on the error analysis, it is obvious that when the
number of mixed random forest decision trees reaches 500,
the training effect of the model is stable and the error is
minimum. Therefore, the number of decision trees is 540.

The error, training time in the case of single machine and
training time in the case of cluster and acceleration ratio
were compared in the case of optimal training of all kinds
of forests.

TABLE 5. Comparison of training effects of different forest types.

Through comparison, we can see that the error of mixed
forest model is the best in all aspects, but the training model
takes the longest time. The training time of pure classified
forest is the fastest, but the error index is higher than that of
mixed forest. At the same time, it can be seen from the accel-
eration ratio that the mixed forest model is only slightly lower
than the classified forest, which has an excellent ability of big
data distribution cluster computing. This is because themixed
forest model integrates two types of decision trees, which
not only retains the advantages of the two decision trees, but
also overcomes their disadvantages. Thus, the accuracy of the
mixed forest model is improved.

Therefore, the mixed forest model is selected to predict the
traffic states of the road section. The number of decision trees
is 240, and the training characteristics are time characteristics
and high correlation path Moran quadrant.

C. MODEL TRAINING RESULTS
To evaluate the prediction performance of the designed
model. According to the prediction results of four kinds of
forest, the root mean square error (RMSE) and root mean
square logarithm error (RMLSE) are selected to measure,
and the deviation between the measured value and the model
prediction value is calculated. Calculated as follows:

RMSE =

√√√√1
n

n∑
i=1

(ai − pi)2 (4-1)

RMLSE =

√√√√√ n∑
i=1

[
lg (pi + 1)− lg (ai + 1)

]2
n

(4-2)

VOLUME 8, 2020 3339



Z. Chen et al.: Discrimination and Prediction of Traffic Congestion States of Urban Road Network

where: n is the sample size, pi is the true value of the sample,
and ai is the predicted value.
That is, for the performance of classified forests and mixed

forests, the evaluation indicators are as follows:

Sp = t/T (4-3)

where: T is the running time in the case of a single machine,
and t is the running time of the cluster model.

TABLE 6. Comparison of regression prediction results of different
prediction algorithms.

As can be seen from the results in the table that the regres-
sion forest algorithm predicts the spatio-temporal congestion
coefficient of road traffic, and the accuracy is significantly
higher than other traditional algorithms. Compared with the
two RMSE and RMSLE error indicators, there is a signifi-
cant improvement, which indicates that the model has higher
prediction accuracy than other prediction models.

For the same road on the same date, compare with the
sample set without considering Moran Quadrant:

TABLE 7. Comparison of regression prediction results of different
prediction algorithms.

As can be seen from the results in the table that the training
sample set with high correlation path Moran quadrant feature
is significantly higher than the training sample set without
high correlation path feature in prediction accuracy, because
Moran quadrant is an important indicator reflecting the road
traffic agglomeration. Adding this feature to the prediction
algorithm can effectively improve the accuracy of traffic
congestion index prediction.

Traffic congestion was predicted using classified forest,
post-classified forest and mixed forest.

FIGURE 14. Traffic state prediction based on classified forest (left), post
classified forest (middle), mixed forest (right).

In the Figure 14, the traffic congestion levels are 1-locked,
2-severe, 3-congested, 4-slow and 5-smooth respectively.

The prediction results are basically consistent with the actual
congestion states, reflecting the same trend of congestion
states change. The prediction accuracy increases in sequence
according to the order of classified forest, post classified for-
est and mixed forest, with the miscalculation rates of 13.28%,
11.81% and 4.17% respectively, especially the forecasting
effect of the slow-down and congested state during the peak
period is also good, which also reflects the low correlation
between nighttime road traffic conditions and the occurrence
of occasional incidents.. This model has good applicability
and prediction effect for peak period and high correlation
traffic state.

Compared with the traditional traffic flow parameter
prediction algorithm for the same road on the same date:

TABLE 8. Comparison of classification and prediction effects of different
prediction algorithms.

As can be seen from the results in the table 6, the accuracy
of hybrid forest algorithm in predicting the spatio-temporal
congestion coefficient of road traffic is significantly higher
than that of other traditional algorithms. Compared with other
predictionmodels, themodel in this paper has a higher predic-
tion accuracy. For the same road and the same date, the mixed
forest model was used to compare with the sample set without
considering Moran quadrant.

TABLE 9. Comparison of classification prediction effect of different
prediction sample sets.

As can be seen from the results in the table that the training
sample set with high correlation path Moran quadrant feature
is significantly higher than the training sample set without
high correlation path feature in prediction accuracy, because
Moran quadrant is an important indicator reflecting the road
traffic agglomeration. Adding this feature to the prediction
algorithm can effectively improve the accuracy of traffic
congestion index prediction.

VI. CONCLUSION
In this paper, time dimension based on Moran’ I is
introduced to construct spatial-temporal Moran’ I, and the
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spatial-temporal aggregation and dissipation characteristics
of road network traffic flow are analyzed. On the basis of
the research data, the paper analyzes the traffic flow state of
the example road and explores its state division and evolution
characteristics. Based on the feature that the Moran quadrant
of the road segment and its surrounding local spatial-temporal
Moran’ I reflect the aggregation of high and low values of
road traffic flow state, a traffic flow state prediction model
based on random forest is constructed. The random forest
algorithm is improved. Based on the actual demand of traffic
flow state prediction, the mixed forest model is constructed
by combining classification tree and regression tree. Finally,
the case data of the north second section of the first ring road
in Chengdu are used for example verification. The evaluation
indexes of themodel are root mean square error and logarithm
root mean square error. The optimal combination of eigen-
vectors and the number of decision trees for classified forest,
regression forest, post classified forest and mixed forest algo-
rithm are selected. At the same time, they are compared with
other traditional prediction methods such as support vector
machine algorithm and K-means algorithm. The results show
that the model is effective and has the prospect of big data
application.
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