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ABSTRACT Human trafficking is a global problem that strips away the dignity of millions of victims.
Currently, social networks are used to spread this crime through the online environment by using covert
messages that serve to promote these illegal services. In this context, since law enforcement resources are
limited, it is vital to automatically detect messages that may be related to this crime and could also serve
as clues. In this paper, we identify Twitter messages that could promote these illegal services and exploit
minors by using natural language processing. The images and the URLs found in suspicious messages were
processed and classified by gender and age group, so it is possible to detect photographs of people under
14 years of age. Themethod that we used is as follows. First, tweets with hashtags related tominors are mined
in real-time. These tweets are preprocessed to eliminate noise and misspelled words, and then the tweets are
classified as suspicious or not. Moreover, geometric features of the face and torso are selected using Haar
models. By applying Support VectorMachine (SVM) and Convolutional Neural Network (CNN), we are able
to recognize gender and age group, taking into account torso information and its proportional relationship
with the head, or even when the face details are blurred. As a result, using the SVM model with only torso
features has a higher performance than CNN.

INDEX TERMS CNN, features detection, image classification, natural language processing, SVM.

I. INTRODUCTION
Initially the websites were isolated and just placed for reading
since the user could not truly interact with the web. How-
ever, from the innovation and arrival of web 2.0, there was
a revolutionary and radical change since the user stopped
being a simple spectator and became an active individual in
social networks such as Facebook, Twitter, Instagram, among
others [1].

Unfortunately, a door has also been opened for illegal
businesses such as human trafficking [2]–[5], where some
countries, such as Latin American countries, have the highest
rates of smuggling of people, especially children and ado-
lescents under 14 years old. It is important to note that the
average age of consent is 14 years old in Latin American
countries, so if underage people are used for illicit services are
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directly considered victims of human trafficking. Currently,
in Twitter [6], it is possible to findwebsites that offer escort or
similar services where young girls are promoted for the con-
sumption of ‘‘customers.’’ These girls are generally abused
physically [7], psychologically, and sexually [8]–[11].

In recent years many criminal organizations advertise these
‘‘sexual services’’ using social networks hiding their illegal
activity with seemingly innocuous terms such as ‘‘chicken
soup’’ to refer to child pornography. Websites and social
networks are used to extend this crime to the online envi-
ronment, where covert advertising and messages are used to
promote illegal services to exploit people who are victims of
this crime, mainly minors.

Although there are previous tweet filtering and image
classification works to detect illicit messages, most of them
use natural language processing methods or computer vision
techniques separately. However, a different treatment of text
and images is shown in [12]. In this paper, the authors focus
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their efforts on the analysis of advertisement published on
the web for automatic detection of suspected messages. They
use 10,000 ads manually annotated for this task. This work
labels advertising that has text and images, and the analysis
combines both types of information. They use a deep multi-
modal model called Human Trafficking Deep Network, and
they obtained an F1 value of 75.3% with a recall of 70.9%.

On the other hand, the current image classification models
use only facial information without taking into account that
most of the images have the face blurred. In [12], the authors
use computer vision algorithms to predict age with an approx-
imate accuracy of 86.64%. In [13], SVM and CNN classi-
fication models are used to define the gender of a person.
To the best of our knowledge, there are no works that consider
characteristics of the upper body (upper torso) in the images
to classify age groups.

The present work has two phases. In the first stage, natural
language processing techniques are used in order to identify
messages on Twitter that promote illicit services provided by
minors. In the second phase, from the websites categorized
as suspects, images are extracted in order to perform image
processing and gender recognition of two age groups: over
14 years and under or equal to 14 years old. For this recogni-
tion, not only the characteristics of the torso but also the facial
features were used. It is worth to mention that several images
are often blurred and pixelated.

This document is organized into eight sections, the first
one being the present introduction. Section 2 presents related
works. Then, Section 3 shows our system proposal to detect
possible human trafficking based on the analysis of the upper
body (torso). Section 4 describes the first phase of our project,
which is the extraction and processing of tweets that can
be related to human trafficking. Section 5 details the image
extraction, processing, and classification by gender and age.
Section 6 describes the machine learning algorithms used,
SVM and CNN, and how they work. Then, the experimental
results are described in Section 7. Finally, the conclusions and
future works are presented in Section 8.

II. RELATED WORK
There are research papers related to deception using
social networks. In [10], the authors analyze how cheat-
ing techniques are used for the manipulation of con-
tent, information falsification, and handling of images and
videos.These approaches are used in blogs, collaborative
projects, microblogging, news sites or social networks, con-
tent communities, virtual social worlds, or virtual games.
These deception techniques can have a high probability of
success, depending on the skill of the attacker.

Some analyses have been performed using natural lan-
guage processing, and their findings contribute to the combat
of this crime. For instance, in [14], a study that analyzes
suspicious tweets to detect illicit advertisements is presented.
In [15], the authors use a semi-supervised learning approach
to discern potential patterns of human trafficking to iden-
tify related ads. Moreover, they use non-parametric learning

methods to implement text analysis. In the area of computer
vision, some works classify images by age groups such as
children, adolescents, and adults, focusing only on the face
of the person [16].

In the same way, in [11], the weaknesses of social net-
works, particularly Facebook, are analyzed since this social
network does not apply security filters. Similarly, there is a
text manipulation [17] through the use of false surveys and
opinions of products, which are sent to victims as spam in
order to deceive unsuspecting users, especially those who are
looking for a job or academic opportunities.

In [18], it is revealed that attackers use sophisticated
software and techniques such as encrypted communication,
or strongly protected online servers, to avoid tracking and
remain an unknown status. Some authors [19], recommend
analyzing: inconsistency of the age, variance in the alias,
frequency of content, shared management, race, nationality,
and third-party publications, in order to detect anomalies in
the profiles of alleged followers which are online attackers.
Some indicators of deception in social networks have been
discovered. However, there are still limitations related to the
quality of the information processed.

In [20], it is stated that in many countries, there are no real
data about migrants due to the amount of illegal and undoc-
umented people, or because many children are not registered
or enrolled in school. Additionally, there are no complaints
from the victim’s kin, incompetence, or indifference of the
authorities. On the other hand, some dysfunctional families
obtain money through the prostitution of their children.

There are many challenges to fulfill in the area,
so enhanced techniques must be developed in order to con-
tribute in the detection of human trafficking indicators to
social networks and linked websites.

III. SYSTEM PROPOSAL
Our proposal for the detection of suspicious websites is
divided into two phases: i) Treatment, analysis, and clas-
sification of tweets using natural language processing and
ii) Processing and classification of images hosted on websites
classified as suspicious. For the first phase, some search
criteria related to possible human traffickingwere applied [8],
especially with girls underage.

Figure 1 shows the whole process from the tweet searching
related to human traffic [17] or slavery [21] of people; down-
load and processing of this information [18], [22]; until the
extraction of characteristics and their classification. The main
objective of this phase is to obtain a blacklist of suspicious
websites related to tweets. The second phase deals with the
classification of images downloaded from the blacklist. Using
predictive models, such as Vector Support Machine (SVM)
and Convolutional Neural Networks (CNN), the image classi-
fication process is done through a training phase and a testing
phase.

An overview of the second phase of our proposal is shown
in Figure 2. Sections IV and V describe both phases of the
work.
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FIGURE 1. Tweet classification based on natural language processing.

IV. TWEET EXTRACTION AND PROCESSING
This section describes the process of tweets extraction, pro-
cessing, and classification to determine if there are signs of
human trafficking.

A. HARVESTING PROCESS
Initially, the data for each harvested day is stored on a JSON
file that has information regarding the tweet post. The most
relevant data includes the text of the tweet, user information,
user mentions, associated URLs, and posted time. The cap-
ture process is shown in Figure 3.

Spanish data is collected by executing a search request with
the following hashtags: #escort, #prepago, #joven, #Dulce,
#Fresca, #nueva, #lolita, and #flaquita. Hashtags were chosen
as indicators of underage criteria. Tweets were used mined
using the following criteria: mention of people from other
countries if the tweets are written in the third person that
shows that the Twitter user promotes the services of another
person, or if the same user promotes the services of several
people. To detect age, terms that indicate that people are
underage victims were applied, such as the mention of a
skinny young person or words from the jargon of pedophilia.

A preliminary analysis of tweets and Facebook messages
that were denounced as guilty of sex trafficking was con-
ducted. The following words, in Spanish, are frequently used:
joven (young), dulce (sweet), fresca (fresh), nueva (new),
Lolita, and flaquita (skinny). Other words like Caldo de Pollo,

FIGURE 2. System overview of image processing.

FIGURE 3. Tweets crawling process [14].

club penguin, and cp are used for criminals as an abbrevi-
ation of child pornography, the hashtags #escort, #prepago
(prepaid), and the words mentioned before are chosen for
this analysis. In Table 1, the number of tweet posts for each
hashtag is summarized. For testing purposes, 100000 tweets
were mined following the chosen words.

B. CLEANING AND PREPROCESSING
All downloaded messages always contain at least one of the
hashtags mentioned in Table 1, and these messages are stored
locally in a JSON file. The information is processed and
cleaned using a Python application, and tweets are deleted
according to the following criteria:
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TABLE 1. Total tweets post by hashtag.

• Tweets with certain characters and not standardized
were removed in order to build a readable and more
precise text.

• Repetitive tweets, a user may post the same tweet many
times. Then, eliminating repetitions avoids redundant
information; otherwise, we will create bias in the sub-
sequent analysis.

• Tweet that does not contribute to the project. For exam-
ple, one of the words for the tweet filtering is ‘‘young’’
referring to children and adolescents, but if a user
writes: ‘‘Long live Quito! Young city!’’, this message
has another context. Therefore, it must be discarded.

The cleaning of the data is essential to perform the clas-
sification, so digits, stop words, and special characters are
removed. Moreover, duplicated advertisements or tweets out
of context were eliminated, automatically. If a URL link was
matched to a night club website or massage therapy site,
the tweet was manually tagged.

C. TEXT NORMALIZATION
Twitter messages usually have much noise due to the short-
ness of the texts and because they are mostly generated
using mobile devices. Besides, many tweets have incom-
pleted, misspelled, or distorted words, so the performance
of natural language processing is degraded. Consequently,
in the preprocessing, it is necessary to apply methods of
tweet standardization written in Spanish. The text of Tweet
messages was processing with a Spanish Spell-checker for
lexical normalization algorithm in order to detect words OOV
(Out of Vocabulary) using the following criteria:
• Detect incorrectly spelled words that are relevant
(e.g., adolescents, young lady).

• Detect words with repetition of characters
(p.e: besoooooo, siiiiiiiiii).

• Detect the correct context of the words and foreign terms
(e.g., xq, q +, plis).

• Detect onomatopoeias for laughter (e,g,, hahaha).
This corpus classified the words in three OOV categories:

i) 0 = Variant (show suggested word), ii) 1 = Correct, or
iii) 2 = Not processed (e.g., XD, xq). Some examples of
Spanish tweets applying these normalization techniques are
shown below:

Example 1: joder mis vecinos estan peleando a chillio
limpio dioss pero en el fondo son una familia #dulce y #fresca
xd
Example 2: @CazaEscorias d miiii? Perdona #lolita pero

no sé d q m hablas mira por aquí ni m hables o por mensajes
o por tuenti pero no m lies

Example 3: @anngeleescastro graciias #flaquita . . . . . .
Jajajajajaj claroo q te invitooo.. Y tuu pagas vale?? Jajajaj
tee quierooo graciias!!

Example 4: @Jurgi1998 no te vayas, que haces #flaquita
gaupasa with my o algo asin

Example 5: Sale el anuncio en la #nueva radio del centro
comercial de la Zenia y dicen: DE LA Z A LA A. Y dice mi
madre: o sea que Zara sí que está jajajajaja

Then, applying these three normalization criteria in these
examples, the text normalization of these examples is shown
in Table 2.

TABLE 2. Text normalizer [23].

Once the information is loaded and cleaned, the JSON
format is converted into data frames corresponding to the
features. Then, data can be filtered according to particular
criteria. Additionally, some columns were created to perform
a more efficient analysis. Then, using a Python program,
the tweets were automatically tokenized; that is, all words of
a text were split into individual words and converted to lower
case.

D. FEATURES EXTRACTION AND CLASSIFICATION
Features are defined based on some criteria related to the
deception and cybercrime [24], [25]. These criteria consider
young age as an indicator for the detection of victims. For the
input characteristics, the reason why considered each one is
explained in Table 3.

With a Python program, syntax analysis is done in order
to evaluate the higher frequency of adjectives and verbs,
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TABLE 3. Considered features.

which is valuable information since the deceptive message
usually is very expressive. This information was entered as a
new feature to be considered in the classification. With this
program, we also detected other features as 1) quantity of
words, the maximum possible, 2) recognition of third-person
speech, 3) same Twitter user talking about more than one
victim, 4) number of defined hashtags present in the message,
5) mentions of girls from one country in messages from
another origin country, 6) number of adjectives and verbs,
7) similar advertising with the same words promoting differ-
ent women, 8) mentions of lightweight that could correspond
to very young girls, and 9) one account promoting several
women.

The analysis of URL links to detect if they are night club
or massage therapy site is made manually from a report
produced by a program with a list of URLs, and the other
features are obtained processing the corpus with some Python
programs. Then, the data is loaded in the input feature file in
order to feed the classifier. Moreover, the corpus is collected
using the hashtags presented in Table 1. The corpus was
filtered in order to obtain the most relevant tweets according
to the presence of more than one defined hashtag. This corpus
was automatically classified in suspicious or not suspicious
tweets, to prove the validity of the features (Table 3).

The automatic classification performance was evaluated
against the annotated corpus that is considered the ground
truth. Approximately 10% of the annotated original corpus
was used as ground truth. This part of the corpus was ran-
domly selected and labeled. The characteristics of the twitter
account and the nature of their messages were analyzed.
Additionally, the tweets were tagged as ‘‘suspicious’’ when

a message comes from accounts that were closed by Twitter
due to complaints of child pornography content.

A semi-supervised learning technique with Naïve Bayes
and SVM algorithms was used in order to classify the tweets
as ‘‘suspicious’’ or ‘‘not suspicious’’ of being related to sex
trafficking. The performance of each classifier was evaluated
based on average Precision (P), average Recall (R), and
average F-Measure (F). Some algorithms were tested, and
because SVM and Naïve Bayes presented a good perfor-
mance and processing speed, they were chosen to classify the
data using a semi-supervised approach.

10-fold cross-validation was used in order to evaluate
the classifiers. This cross-validation divided the data ran-
domly into ten sets. Each one was tested against the rest
of the sets (9). The performance result was the average of
all tests. As it is mentioned above, Precision, Recall, and
F-Measure were used in order to evaluate classifiers’ per-
formance against evaluation using the ground truth estab-
lished from the previous annotation. The performance for
Naïve Bayes and SVM was presented in Tables 4 and 5,
respectively.

TABLE 4. Naïve bayes performance.

TABLE 5. SVM performance.

As shown in Table 6, SVM has a better performance than
Naïve Bayes, as is expected. SVM has a bit more Precision,
Recall, and F -Measure than Naïve Bayes. Besides, both
classifiers have a good performance measure.

The URLs from webs that had a relation with suspected
tweets were collected, and then they were saved in an indi-
vidual file called ‘‘Black-List.’’ Once this blacklist with sus-
pectedweb sites was generated, we cleaned the data following
the next steps:
• Eliminate duplicated results.
• Eliminate links that do not exist or unavailable web sites.
• Eliminate links that belong to withdraw or deactivated
web sites.

The next phase uses this refined Blacklist as input data
(Extraction and Processing).

V. IMAGEN EXTRACTION AND PROCESSING
This section describes the image extraction and processing
to determine if the image is a person under 14 years old
or not.
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TABLE 6. Comparative of classifier performance.

A. SCRAPING
There are web sites that generated massive concurrence of
social network users where deliberately tweets that mention
sexual services are linked. Some of these sites that repeatedly
appear in suspected blacklist tweets are Infoscort, Punterking,
and Shinagawaesthe. The web sites were scraped to obtain
links to the images that are shown in their domains. For this
purpose, the Html and CSS code of these suspected web sites
are analyzed following two steps:

1) Massive download: The manual download of suspicious
images is a time-consuming task because we have to do
one by one, so this process is done by means of automatic
techniques of scrapping. In order to scrape a web site, its link
or URL is needed as an input. As a result, a plain text file was
obtained, and all links to the images of web sites are saved.
Then, the images were downloaded through an automatic
process using the URLs of this file. It is essential to note that
if the web sites require a paid subscription, it is not possible
to download the internal images because the subscription
restricts access to the subsequent pages freely. Therefore,
scraping is limited to open access pages. Moreover, it is
important to highlight that although security techniques have
evolved, the use of digital certificate [23] does not guarantee
that the activities of someweb sites are legal. This kind of ille-
gal businesses use seemingly harmless phrases such as ‘‘caldo
de pollo’’ or ‘‘club penguin’’ to interchange the digital mate-
rial (photos and videos). For instance, a threat in Twitter, writ-
ten in Spanish, which exposes the use of this kind of words,
is shown in https://twitter.com/MyLifeAsThunder/status/
1173267980811194368.

2) Image Preprocessing: Once the set of possible images
are downloaded, the data cleaning is done through the fol-
lowing process:
• Discard all not relevant pictures, for instance, icons,
labels, among others.

• Discard duplicated images: For a better analysis, it is
vital to avoid duplicated data.

• Discard images in greyscale because the classification
models need an RGB color composition for the images
(red, green, and blue).

• Discard images with unknown formats: the present
project uses.jpg format for the classification model.
If there are images in a different format, these are con-
verted to.jpg in the case that the image has relevant
information.

• Resize the images because the classification models
need that all images have the same dimensions. There-
fore, the image sizewas standardized to 150×150 pixels.

The image bank was formed by all images of suspicious
web sites for testing data. On the other hand, for training data,
we used the following open databases:

• Flickr (https://www.flickr.com).
• UKBench (https://archive.org/details/ukbench).
• Deep learning (http://deeplearning.net/datasets/).

B. GEOMETRIC FEATURE EXTRACTION
Once the data is ready, the feature extraction process is
started, as is detailed in Figure 4.

FIGURE 4. Feature extraction process.

Initially, the loaded image is divided into k different local
regions; then, a HAAR cascade classifier was applied to each
area. It uses the Viola-Jones algorithm to detect some image
patterns analyzing geometric properties, such as Euclidian
distance from the pixels. Besides, these patterns are handled
as specific physic features (eyes, face, and upper body).
In this paper, only the geometric features were taken into
account in order to detect faces and upper body of the images
collected from suspicious web sites. Three geometric features
are needed (eyes, nose, andmouth) because these are joined in
order to detect a face successfully. Figure 5 shows as different
filters are joined in order to recognize a face in an image.

When images of minors in suspicious web sites are
searched,most of these images have the face blurred, covered,
or there is not a photo. For this reason, some classifiers
are used in order to detect the upper body in each image
(Figure 6).

In Figure 6, the integration of different Haar filters to detect
the upper body of a person is shown. In some images, it is not
possible to identify all individual geometric features because
the picture has lousy quality or is blurred. The majority
voting method is used to define if the face or the upper
body detection is predominant. It takes into account the most
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FIGURE 5. Face detection using Haar model.

FIGURE 6. Upper body detection.

significant number of individual features detected for each
case.

VI. IMAGEN CLASSIFICATION
Two algorithms were used in order to evaluate and compare
the image classification process: i) SVM using Haar features
and ii) CNN. Then for each algorithm, the classification by
age group (under fourteen years old) or by gender (women or
men) was carried out.

A. SUPPORT VECTOR MACHINE - SVM
SVM is a supervisedmachine learningmodel that can be used
to predict two classes, like yes or no (binary classifier) [8].
In this work, a linear kernel was used because we have binary
variables. Figure 7 shows the SVM prediction process.

The extracted features were used as input for a SVM
algorithm. SVM classifier uses a linear kernel function to
construct the boundary function f (x), defined by (1), where
b is the bias value, and yi, αi are the Lagrange optimization

FIGURE 7. SVM model architecture.

parameters.

f (x) =
m∑
i=1

yiαiK (x, xi) (1)

Furthermore, the SVM is a binary classifier. On the
one hand, for age classification, two classes were defined:
i) Class 0 for people under 14 years old and ii) Class 1 for
people over 14 years old. On the other hand, for gender clas-
sification, two classes were defined too: i) class 0 corresponds
to men and ii) Class 1 for women. A SVM classifier for each
feature was applied, and the final decision was calculated by
majority voting. Moreover, a Convolutional Neural Network
with 16 layers was used in order to compare the classification
performance between these two algorithms.

B. CONVOLUTIONAL NEURAL NETWORK - CNN
CNN is a supervised machine learning model that requires a
big image dataset to build a classification model after some
iterations. Many images and some iterations are needed to
obtain the right prediction, so the main disadvantage of CNN
is that it requires many computational resources, and it is a
time-consuming model. In this work, for testing purposes,
a computer i7-3770 with 8 GB RAM was used. For each
iteration, 55 minutes were required, so for binary classifica-
tion with ten iterations will take around 9 to 10 hours. The
performance of CNN versus SVM using Haar-like features
was compared. For this purpose, two leading indicators are
taken into account: i) Accuracy to measure the number of
correct predictions, and ii) Mean Square Error (MSE) that is
defined in (2).

MSE =
1
n

n∑
i=1

(yi − y′i) (2)

where: yi is the predicted value, y′i is the observed value, and
n is the number of data samples.

VII. TESTING RESULTS
In this section, the testing results for both SVM and CNN
were described. Two experiments were carried out: 1) image
classification using faces, and 2) image classification using
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the upper body. Then, a comparison between these experi-
ments was made. It is important to note that each test classi-
fies by gender and age group.

A. SVM RESULTS
SVM algorithm can use Haar-like features, so it is possible to
detect the age using the upper-body characteristics. This com-
bination allows classifying based on the upper-body because,
in many cases, we do not have face information (only upper-
body). Moreover, the training process must categorize and
label the data in two different classes correctly, and then
its performance is measured through mean square error and
accuracy indicator. For training data, a labeled dataset was
created with 4096 images from public repositories. Most of
them were frontal or slightly profile; however, side view
pictures or others with faces, hats, caps, or glasses were also
included. For testing data, 820 images obtained from the
scraping of the suspicious sites were added. For this purpose,
segments that contain the face and upper bodywere extracted,
and they were classified using their Haar-like features.

1) EXPERIMENT 1: IMAGE CLASSIFICATION WITH FACE
Firstly, the classification was done using a set of images
where the face can be detected and applying Haar filters. The
confusion matrix of gender classification is shown in Table 7.

TABLE 7. Confusion matrix for gender(face).

Then, the performance indicators MSE and accuracy were
obtained using the analysis of the confusion matrix. As is
shown in Figure 8, the accuracy and MSE are 81,2% and
3,5%, respectively. Then, the confusion matrix of the clas-
sification by age group is represented in Table 8.

The MSE and accuracy for age group classification are
shown in Figure 9. The results presented show that our model
has a classification accuracy of 80,6 % and a Mean Square
Error of 3,7%. The obtained values in Tables 7 and 8 show
that experiment 1 classifies not only by gender but also by
age group.

2) EXPERIMENT 2: IMAGE CLASSIFICATION USING
UPPER BODY FEATURES
The second experiment considers the result that HAARfilters
detected as upper body features. Firstly, the data were classi-
fied by gender (men and women), as is shown in Table 9.

Based on the confusion matrix of the gender classification,
the performance indicators of accuracy and MSE were calcu-
lated, as are shown in Figure 10.

As is shown in Figure 10, accuracy and SME values are
81,63% and 3,37%, respectively. Then, the images were clas-
sified by age group, as is shown in Table 10.

FIGURE 8. SVM gender classification (face).

TABLE 8. Confusion matrix for age group classification.

FIGURE 9. SVM age group classification (face).

TABLE 9. Confusion matrix of the gender classification (upper body).

Based on this confusion matrix (Table 10), the accuracy
and SME values were calculated 82,14% and 3,19% respec-
tively, as is shown in Figure 11.
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FIGURE 10. SVM gender classification (upper body).

TABLE 10. Confusion matrix age group classification.

FIGURE 11. SVM age group classification (upper body).

3) SVM COMPARISON
The accuracy comparison between face classification and
upper body classification results are shown in Figure 12.

Figure 12 shows the accuracy values for upper body exper-
iment, 81,6 % for gender classification and 82,1% for age
group. The accuracy values for face classification are 81,2%
(gender) and 80,6% (age group). These results evidence that
the classification accuracy using the upper body is higher than
the accuracy using faces. To demonstrate the performance
of the SVM model, Tables 11 and 12 show the obtained
indicators: Accuracy, Precision, Recall, and F-measures.

FIGURE 12. SVM accuracy face and upper body.

TABLE 11. Performance SVM (face).

TABLE 12. Performance SVM (upper body).

B. CNN RESULTS
This model requires a little user intervention, and it is essen-
tial to choose an appropriate number of iterations to avoid
overfitting in classification results [26]. The image dataset
was divided into two groups: i) images with faces and ii)
pictures with the upper body.

1) EXPERIMENT 1 IMAGE CLASSIFICATION WITH FACES
The classification is done based on the face features for both
categorizations by gender and by age group. Figure 13 shows
the results of gender classification.

As is shown in Figure 13, the accuracy values of the first
and tenth iteration are 85,5% and 98,5% respectively, and
the last iteration has an MSE value of 1,2%. The accuracy
value has grown progressively during all iterations. Then,
the classification by age group is done, and its result is shown
in Figure 14.

The accuracy values are 80,6% and 97,3% in the first and
last iteration, respectively, and the MSE value of the last iter-
ation is 97,3%. These results evidence that the classification
accuracy using faces has a good result for both, gender and
group of age.
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FIGURE 13. CNN gender classification (face).

FIGURE 14. CNN age group classification (face).

2) EXPERIMENT 2 IMAGE CLASSIFICATION WITH
THE UPPER BODY
In this experiment, the upper body was used in order to
classify images where the faces are blurred, covered, or it is
not showing. It happens when the face of minors are pixelated
to hide their identity. The result of this experiment for gender
classification is shown in Figure 15.

FIGURE 15. CNN gender classification (upper body).

In the gender classification, the accuracy values for the first
and the tenth iterations are 50,7% and 64,2%, respectively.
Moreover, the MSE value of the last iteration is 3,58%. In the
same way, the age group classification using upper body
characteristics is depicted in Figure 16.

The accuracy value in the first iteration is 51,1%. This
value remains constant during the tenth iteration for this kind

FIGURE 16. CNN age group classification (upper body).

of classification. In fact, the accuracy and SME values for
the last iteration are 51,4% and 48,6%, respectively, so this
experiment has poor performance because the test classifies
correctly one out of 2 cases. This result is similar to select
a random image by the toss of a coin. The accuracy val-
ues obtained in the last iteration for both gender and age
group were 64,2% and 51,4%, respectively (Figure 15 and
Figure 16). This experiment takes only upper body features
into account, so this model has a poor performance. This
outcome happens because CNN has a reasonable prediction
rate classifying faces but not the upper torso, like the SVM
algorithm.

FIGURE 17. CNN Face and UpperBody.

3) CNN COMPARISON
The comparison between experiment 1 and 2 using CNN is
shown in Figure 17. This figure shows that under any classifi-
cation criteria (gender or age group), the CNN algorithm has a
better performance when it analyses images with faces (facial
features). However, CNN is not recommended when images
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only have upper-body features (Experiment 2). For this exper-
iment, the accuracy values for gender and age group are
64,2% and 51,3%, respectively. Consequently, if the images
are analyzed, taking into account only upper body features,
the SVM is a better option than the CNN model.

TABLE 13. CNN performance (face).

TABLE 14. CNN performance (upper body).

It is important to note that the main problem using only
face features is that the images can be blurred, or they do not
exist, especially in web sites that promote minor trafficking.
As a result, the classification using CNN, under this con-
dition, does not provide sufficient accuracy. A summary of
accuracy and SME values for CNN experiments are shown
in Tables 13 and 14.

C. COMPARATIVE ANALYSIS
In this section, a comparison between SVM and CNN per-
formance results, taking into account accuracy value, is pre-
sented. Firstly, the results obtained when face features can be
detected from an image are analyzed. The accuracy values for
both algorithms are shown in Figure 18.

FIGURE 18. Performance classifier models (face).

The results presented (Figure 18) shows that the accuracy
of CNN is higher than the accuracy of the SVM model for
both gender and age group classification. On the one hand,

FIGURE 19. Performance classifier models (upper body).

FIGURE 20. Images classified.

the accuracy values of CNN for gender and age group clas-
sification are 98,5% and 97,2%, respectively. On the other
hand, the accuracy values of SVM for gender and age group
classification are 81,2% and 80,65%, respectively. These two
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models have good accuracy values, so both can be used
to classify images with facial features. Then, the results of
experiment 2 were compared, that it consists of the image
classification taking into account upper body features, as is
shown in Figure 19.

The results presented in Figure 19 evidence that the classi-
fication accuracy of SVM is higher than the accuracy of the
CNNmodel when only upper body features in the images are
analyzed. On the one hand, the accuracy values of SVM for
gender and age group classification are 81,6% and 82,1%,
respectively. On the other hand, the accuracy values of CNN
for gender and age group classification are 64,2% and 51,3%
respectively.

These results evidence that the SVM accuracy in experi-
ment 1 (face) is similar to experiment 2 (upper body) not only
for gender classification but also for age group classification.
Moreover, the CNN performance is lower than not only SVM
performance but also CNN results obtained in experiment 1.
Therefore, the best option to detect a possible case of human
trafficking of minors is using the SVM algorithm. As men-
tioned above, trafficking web sites usually use blurred or
pixelated images, or there are no facial features in the image.
Figure 20 shows some images classified in this research.

The images with blurred or pixelated faces were classified
using the SVM algorithm.Moreover, CNN is commonly used
in face detection.

VIII. CONCLUSIONS AND FUTURE WORK
Face recognition algorithms and machine learning models
have been improved during the last years. For example, in the
ILSVRC competition, an accuracy value of 90% +− 5%
was obtained. In these conditions, machine learning recog-
nition can be similar to visual object recognition used by
human beings. Many factors have a direct impact on image
recognition, such as size, color, opacity, resolution, kind of
image format, among others. Therefore, the results of image
recognition and classification depend on the dataset quality.

In this work, we probed that satisfactory performance can
be obtained using just geometric features of the torso and
not only facial characteristics. For this paper, Haar filters
combined with an SVM classifier were used for the extraction
process of features, and then we classified the age group and
gender with an SVM classifier. The obtained results were
compared with the outcomes of a CNN algorithm.

SVM is a model widely accepted, and in this work,
we obtained a classification accuracy higher than 80% for
both experiments (face and upper body), not only for gender
classification but also for age group classification. In this
paper, our main contribution is the image classification based
on the upper body to predict the age group to detect human
trafficking.

To the best of our knowledge, this work is the first approach
related to image classification without facial features but just
the upper-body geometric characteristics. Currently, there is
no similar research that takes into account only the upper
body features of minors. Thus, the results of this paper can

be applied to human trafficking, disappearance, kidnapping,
among others. Moreover, the obtained information can be
used by the police or other security institutions.

Finally, future work includes: 1) the study of some char-
acteristics related to ethnic and racial features, 2) to extend
the proposal to extract geometric features of the entire body,
another kind of images, or inclusive videos in different for-
mats, 3) detection of medical issues by means the analysis
of features extracted from torso images, legs, back, among
other characteristics, and 4) the use of other algorithms or the
applicability in other networks like Instagram.
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