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ABSTRACT This paper studies features with the characteristic of unknown probability distribution, and
its application on fault diagnosis based on non-stationary monitoring signals, which mainly consider
the uncertainty as the main factor in masking fault diagnosis of practical industrial system. Generally,
the probability distribution of the signal feature is unknown and prior information of the trend term is
lacking. For this reason, different feature extraction methods, such as time-domain, frequency-domain and
time-frequency-domain methods, have always been used to extract features, and they can be used to generate
a high-dimensional and nonlinear initial feature set. However, the features’ probability distribution is still
unknown and prior information of the trend term is still lacking. In order to solve this top problem, Restricted
Boltzmann Machine (RBM), with the advantage of feature learning and selection for initial feature set, has
been stacked layer by layer to realize a high-dimensional nonlinear mapping between non-stationary signal
features and fault modes. Two fault diagnosis experiments on self-confirmation sensor and rolling bearing
shown the robustness and effectiveness of this proposed method.

INDEX TERMS Feature extraction, restricted Boltzmann machine, deep belief network, non-stationary
signals, fault diagnosis.

I. INTRODUCTION
In practical complex industrial system, the system operation
state is usually not static. The changes in market demand,
external disturbances, equipment aging, sensor defects, and
so on, are often regarded as the main reason where moni-
toring signals in industrial systems exhibit extremely obvi-
ous non-stationary characteristics [1], [2]. Furthermore, fault
symptoms are often overwhelmed by the non-stationary
nature of monitoring signals, resulting in a large number of
false alarms and missed alarms when using the traditional
monitoring signal analysis and processing methods.

The associate editor coordinating the review of this manuscript and

approving it for publication was Dazhong Ma .

In particular, modern industrial systems are increasingly
moving toward quite large scale due to the widespread usage
of Distributed Control System (DCS), precision instrumenta-
tion systems, and industrial Internet [1], [3]–[5]. In order to
avoid the occurrence of safety accidents, more andmore mea-
surement nodes are installed for each equipment to monitor
the states of modern industrial systems. Furthermore, with the
advancement of sensor technology, the sampling frequency
is getting higher and higher. And from the beginning of its
service to the end of its life, data collection time has been
getting longer and longer, and this makes the volume of
monitoring data has become larger and larger [3]–[11].

Based on above reasons, it is very difficult for prac-
tical industrial processes to achieve fault diagnosis by
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FIGURE 1. Multiple layers monitoring data and non-stationary monitoring
signals of industrial system.

traditional methods. In addition, the monitoring process vari-
ables usually manifest some other characteristics, which
masks fault diagnosis become more difficult in practical
industrial system:
• Dynamic time-varying behaviors, including the changes

in operation conditions, variations in process feeds, empty-
ing and filling cycles, some disturbances, strong noise, and
operator interventions.
• Controller feedback produces inherently correlated pro-

cess variables [1], [3]–[11].
Therefore, how to deeply explore non-stationary moni-

toring signals with ‘‘big data’’ characteristics, and how to
realize fault detection and diagnosis for key equipment, and
all of which can be employed to improve the state monitoring
capability have attracted the attention of many experts and
scholars around the world.

II. RELATED WORK AND MOTIVATION
Modern industrial systems are developed toward the direction
of large-scale, dynamic, integrated, multiple levels and multi-
ple sources in static and dynamic equipment, which produces
industrial monitoring data with multiple levels and multiple
time and space. Some scholars summarized them into device
layer data, process layer data, indicator layer data [11], and
user layer data, as shown in figure 1. Equipment data is at the
bottom of industrial monitoring. To the best of our knowl-
edge, and it faces the first-line production equipment. This
layer of data directly reflects the operation state of device,
and they are often collected mostly from the sensors with
millisecond sampling frequency [11].

A. RELATED WORK
The so-called non-stationary monitoring signal refers to that
the statistical characteristics in time domain and frequency
domain of the signal are not fixed, but vary with time or
frequency. In time domain, strict stationary monitoring signal
means that for random variables x(t), their probability distri-
bution F(x(t)) is quivalent at any time and does not change
with time:

∀T ,F(x(t)) = F(x(t + T )). (1)

The weak stationary monitoring signal refers to that
its mean, variance, and co-variance do not change

over time: 
E(x(t)) = u,
V (x(t)) = σ 2,

Cov(H (t)) = Cov(H (t + h)).

(2)

where H (t) = (x(t), x(t + k)), u, σ 2 are mean and variance,
respectively. Cov is the co-variance. t, k, h are arbitrary inte-
gers. Generally, almost all monitored stationary signals are
regarded as weak stationary. And non-stationary monitoring
signals are considered as that the signals do not meet the
statistical characteristics of equations (1) and (2) [3].

Similarly, in frequency domain, the frequency of
non-stationary monitoring signals often varies with time.
In practical industrial system, the monitoring signal often
exhibits non-stationary characteristics if the device has faults.
The global frequency domain of non-stationary monitoring
signal cannot reflect its changes. So it is necessary to study the
signal from their instantaneous frequency and time-frequency
characteristics [12]–[23].

B. MOTIVATION
When underlying device layer performs state monitor in prac-
tical industrial system, each modern installed measurement
node is often not single. In fact, numerous monitoring signals
with high sampling frequency and large amount data are
often used to ensure the reliability and safety of modern
processes [13]–[18].

In addition, non-stationary monitoring signals greatly
increase the information diversity and complexity due to
more complex environment they faced. Driven by the contin-
uous development of sensors, computers and industrial Inter-
net, industrial system operation state yielding by monitoring
data is not only stored and accumulated on time scale, but
also collected from acquisition devices, human being and
internally spreading on spatial scale. Massive data is finally
generated on both time and space dimension [5]–[10].

However, numerous traditional methods on feature extrac-
tion can be used to construct a high-dimensional feature set,
which effectively reflects different aspects information of
non-stationary monitoring signals. Therefore, how to unify
the information granulation of non-stationary monitoring sig-
nals becomes the first priority. And then, feature extraction
and identification can build on this basis, and they are con-
sidered as the important research significance for ensuring
the safety and reliability of modern industrial operation.

C. CONTRIBUTION
From the generation of non-stationary monitoring signals,
the sources may be different, and these may cause many
different characteristics, such as multiple sampling frequen-
cies, different types of sensors reflected the operation state of
the same device or subsystem [13]–[18]. Moreover, different
sampling frequencies directly lead to a large differences in
data volume between different monitoring variables.
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In addition, in order to effectively obtain the system opera-
tion state at different times, especially the continuous change
of the system, it is necessary to characterize the system oper-
ation state in various aspects to realize the intelligent identi-
fication of the abnormal state [5]–[9]. While many scholars
usually carry out the preliminary rough features extracted in
time domain, frequency domain and time-frequency domain.

As aforementioned before, the non-stationary monitoring
signals appear in almost all system operation state monitor-
ing. People usually have unclear information about them,
so they may adopt unsuitable methods to extract features.
In fact, a large amount of practical monitoring signals are
generated in normal operation state. The uncertainties occupy
the main components, which mainly refers to that the number
of samples is small, the probability distribution is unknown
and the prior information is lacking.

Statistical studies have shown that almost any probability
distribution can be transformed into an energy-based model,
while Restricted Boltzmann Machine (RBM) is a typical
energy-based model, so it can provide a learning model
for features with unknown probability distribution [24].
DBNwas first proposed byHinton et al. [46] of theUniversity
of Toronto in Canada in 2006. Its typical characteristic is to
stack several RBMs and layer-by-layer training. Themanifest
advantage is the super-high-dimensional feature representa-
tion, which can be used to construct a complex nonlinear
mapping between non-stationary signal features and fault
modes.

All of these super advantages make it widely used
in speech recognition, natural language processing and
computer vision. Feature extraction and identification for
non-stationary monitoring signals are inseparable from the
development of artificial intelligence, i.e., the DBN can pro-
vide learning models for features with different unknown
probability distributions [13]–[18], [24], [25].

Therefore, a fault diagnosis methodology, based on
non-stationary monitoring signals by extracting features with
unknown probability distribution, has been proposed and the
main contribution of this paper can be summarized as follows.
• Different feature space transformation methods can be

leveraged to achieve non-stationary monitoring signal analy-
sis and feature rough extraction, which can be employed to
form a high-dimensional initial feature set.
• Another contribution is that DBN is used to re-extract

the unknown probability distribution information from initial
feature set, and this can be regarded as to construct a complex
nonlinear mapping.
• Finally, BP neural network can be used to realize fault

diagnosis for non-stationary monitoring signals. Two fault
diagnosis experiments verify the robustness and effectiveness
of this proposed method.

The remaining content is organized as follows. Section 3
introduces the architecture of feature extraction and the
methodology of fault diagnosis in detail. The experiment
results and some discussions have shown the effectiveness
of this proposed method, and it has been given in section 4.

Finally, some conclusions and our directions for future
research work have been pushed out.

III. ARCHITECTURE AND METHODOLOGY
The non-stationary monitoring signals with multiple sources
mainly refer to that the sampling frequency of underlying
device layer monitoring signal is mixed in practical industrial
system. Due to the great differences in sampling frequency,
it needs to leverage different feature space transformation
methods to form a high-dimensional initial feature set, which
can be re-extracted by DBN to construct optimal feature set.

A. NON-STATIONARY AND STATIONARY HYBRID
PROCESSES
For non-stationary monitoring signals with multiple sources,
such as vibration response signals, different aspects of their
information can be reflected in time domain, frequency
domain, time-frequency domain and nonlinear domain space.
Different traditional methods can be used to characterize
different information of non-stationary monitoring signals to
produce initial high-dimensional feature sets.

Furthermore, due to above reasons, the initial high-
dimensional feature set with unknown probability
distribution needs to employ the high-dimensional nonlinear
fitting ability of sparse DBN to describe their variation law
in multi-domain space, and to achieve unsupervised feature
fusion and fault diagnosis. All of above aforementioned can
be simply described in figure 2.

Simply, the sampling frequencies of non-stationary mon-
itoring signals with multiple sources are often non-uniform,
and they often mix with different non-stationary monitoring
signals with different sampling frequencies. Each monitoring
signal may reflects different information of system operation,
and it needs various aspects of its feature information.

B. MULTI-DOMAIN SPATIAL TRANSFORMATION
The intent of multi-domain spatial transformation is how to
transform non-stationary monitoring signals with different
sources and different sampling frequencies to the same scale
without changing the time and frequency distribution rules,
and then how to use different feature extraction methods to
describe the monitoring states information for all aspects of
the object.

In practical industrial system, there may be more than
one source of non-stationary monitoring signals, which may
face the inconsistency of the sampling frequency, resulting
in different lengths of recorded data. The characteristics of
this type signals are extremely information density, and they
need to perform multi-scale transformation in time domain,
frequency domain, and time-frequency domain.

1) TIME DOMAIN SPATIAL TRANSFORMATION
Generally, the used sampling frequencies is not uniform
in practical industrial system. Due to the monitoring sig-
nal sources are different with different sensors and object
types [26]–[29], their used sampling frequencies are not
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FIGURE 2. Architecture of fault diagnosis methodology based on data-driven.

FIGURE 3. Time domain uniformity and data distribution intensive differences of non-stationary
monitoring signals.

uniform, which caused the lengths of obtained monitoring
signals are not equal, as shown in figure 3.

a: INTENSIVE DIFFERENCES IN DATA DISTRIBUTION
Generally, ‘‘time scale’’ of all monitoring signals is consis-
tent. Due to the differences in sampling frequencies, data
distribution density is obvious different, as shown in figure 3.
Different monitoring variables are unified in time dimension,
but in data density distribution, they have a very big gap,
i.e., the data length is not uniform in the same time period.
Therefore, the monitoring signals need to be multi-scale
transformed to provide time-series signals with equal length
for subsequent model training and calculations.

The key of multi-scale transformation is how to choose
the appropriate time interval {T1,T2, . . . ,Tn}. According to
Shannon sampling theorem, it needs to collect its twice
frequency to reflect the information state in certain signal.
According to this theorem, the sampling period should be
set twice of the original frequency. Suppose monitoring vari-
ables {x1, x2, . . . , xn}, whose sampling periods are T =

{T1,T2, . . . ,Tn}, respectively. Then, time interval Ti for the
transformation of this monitoring variable on time scale can
be described as follows.

Ti = 2max{T1,T2, . . . ,Tn}, i = 1, 2, . . . , n. (3)

Equation (3) can only be regarded as a time scale, which
should be selected theoretically. If it is necessary to meet the
training and calculation needs, other time intervals can also
be selected, i.e., as long as it does not affect the information
content in non-stationary monitoring signals, it can be set to
any time scale.

b: TIME DOMAIN TRANSFORMATION METHODS
When feature transformation for monitoring signals in time
domain space, it is necessary to prevent the loss of the
original signal’s essential information as much as possi-
ble. The time-domain spatial transformation is mainly used
to describe the changes in physical components in time
dimension [27], [28]. In the theory of time domain analysis,
it mainly refers to the study of the dynamic process of the
system directly in time domain space. Throughout the analy-
sis and calculation of time domain statistical characteristics,
the essential information reflecting system operation state can
be obtained, and it can be employed to achieve the feature
transformation on time domain scale.
Furthermore, it also needs to be satisfied: the inherent

time domain characteristics in original monitoring signals are
retained as much as possible; the transformed feature infor-
mation should have a sufficiently clear physical meaning.
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TABLE 1. Time domain transformation methods for non-stationary
signals.

In general, there are at least 14 time domain statistical charac-
teristic parameters for the non-stationary monitoring signals
called vibration response signals, as shown in table 1. For
other types of non-stationary monitoring signals, the spatial
transformation can be selected from these time domain meth-
ods on satisfying the two basis conditions of time-domain
spatial scale transformation.

As shown in table 1, the commonly used time domain char-
acteristic parameters are mainly divided into dimensioned
and dimensionless. For example, the peak value reflects
instantaneous characteristics, and the root mean square value
reflects the energy of the non-stationary monitoring signals.
In fact, many statistical characteristics of the non-stationary
monitoring signal will change with the change of the system
operation state during the practical operation of an industrial
system. Faults and abnormalities have different statistical
parameters in different types of the operation conditions.
Therefore, it can be used as a transformation method on time
domain scale to extract signal features.

2) FREQUENCY DOMAIN SPATIAL TRANSFORMATION
As aforementioned before, multi-domain spatial transforma-
tion not only needs to maintain the characteristics on time
domain, but also needs to maintain the essential information
on frequency domain [22], [23], [26]–[29]. This sub-section
mainly focuses on characteristic parameters on frequency
domain after determining the unity of signal time scale Ti.
Similarly, frequency domain spatial transformation can

be considered as the time domain. It also needs to meet
two basic requirements: to maintain the original frequency
domain characteristics as much as possible, i.e., the ratio-
nality of the frequency domain characteristics; the frequency
domain characteristics should have a sufficiently clear

TABLE 2. Frequency domain transformation method for non-stationary
vibration response signals.

physical meaning, i.e., the particularity of the frequency
domain characteristics.

For non-stationary vibration response monitoring signals,
there are generally at least 10 frequency domain statistical
feature parameters, as shown in table 2. Similarly, meth-
ods selection can be made from these frequency domain
spatial transformation methods as needed for other types
of non-stationary monitoring signals. As shown in table 2,
the main content of frequency domain feature statistics is to
obtain relevant frequency domain features or other features
derived from the system operation monitoring signals.

In the view of energy change, frequency domain features
are the statistical analysis of the main frequency band, and
the law of frequency distribution can be used to describe the
characteristics in frequency domain, such as the center of
gravity frequency, the mean square frequency. The previous
statistics of frequency domain characteristic parameters are
mainly used for feature extraction in frequency domain, such
as in rotating machinery and bearings.

3) TIME-FREQUENCY DOMAIN SPATIAL TRANSFORMATION
In practical industrial operation processes, the character-
istics on frequency and time domain are often changing
with time. Therefore, time and frequency domain spatial
scale should be leveraged together to realize the descrip-
tion [30]–[38]. For non-stationary monitoring signals,
the more effective time-frequency domain analysis meth-
ods mainly include Short-Time Fourier Transform (STFT),
Wavelet Transform (WT), Wigner-Ville Distribution (WVD)
[29]–[34]. This paper mainly investigates the advantages
and disadvantages of these two different methods named
STFT and WVD based on previous studies, and constructs
a time-frequency joint method to realize the transformation
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FIGURE 4. Schematic of time-frequency transformation method for non-stationary signals.

of non-stationary monitoring signals on spatial scale of
time-frequency domain, as shown in figure 4.

a: SHORT-TIME FOURIER TRANSFORM(STFT)
STFT is proposed to solve the defect of global frequency
distribution characteristics by Fourier transform. It generally
needs to segment the signal on time domain to perform
Fourier transform on the signal segment in each time window
to obtain local frequency information. Its calculation can be
expressed as follows.

STFTx(t, ω) =
∫
x(τ )γ (τ − t)e−iωτdτ, (4)

where γ (τ ) can be considered as the time window function.
Equation (4) can be used to tell that feature extraction of

non-stationary monitoring signal by STFT method can be
regarded as a two-dimensional spatial function on time and
frequency domain. Since the window function has a finite
length and width on both time and frequency domain scale.
Therefore, STFT has a time-frequency analysis function with
a certain description capability, and it is suitable for feature
extraction of non-stationary monitoring signals.

Generally, after the preformation of short-time Fourier
transform on non-stationary monitoring signals, the spectrum
can be obtained by squaring, and the calculation method can
be described as follows.

SPECx(t, ω) = |STFTx(t, ω)|2. (5)

As shown in equation (5), the spectrum of monitoring sig-
nal can be regarded as a positive real value. Spectrograms are
generally widely used mainly because their simple concepts
and convenient calculations, which can be used to roughly
describe the time-frequency distribution characteristics.

b: WIGNER-VILLE DISTRIBUTION(WVD)
The Wigner-Ville distribution was proposed by Wigner
in 1932, and it was introduced by Ville into the field of signal
analysis. It is the most widely used quadratic time-frequency

analysis method. When this method is used to perform inte-
gral transformation on any signal, it is used twice, so this
method is a quadratic time-frequency analysis method. Its
calculation method can be described as follows.

WVDx(t, ω) =
1
2π

∫
∞

−∞

x(t +
τ

2
)x(t −

τ

2
)e−jωτdτ. (6)

Above analysis of STFT and WVD methods can be
employed to tell that the time window of short-time Fourier
transform is basically fixed. While the WVD method has
cross-terms when analyzing non-stationary vibration sig-
nals, which brings great interference to the time-frequency
analysis. As shown in figure 4, the detailed steps of the
time-frequency domain joint spatial scale transformation can
be described as:
• using the unified time interval of original non-stationary

monitoring signals, it can be amplified to time period of
the time-frequency spatial scale transformation, so that the
monitoring signal can be divided into a series of segments;
• different time-frequency transform methods are used

for each segment of the signal, such as short-time Fourier
transform STFT, Wigner-Ville distribution, etc., to obtain a
segment spectrum maps;
• using the method of calculating the average value, calcu-

lating the mean value of each spectrum pattern;
• with time as the horizontal axis, and frequency as the

vertical axis, and the color as the amplitude, it can be used to
construct the spectrum of non-stationary monitoring signals.

C. FEATURES WITH UNKNOWN PROBABILITY
DISTRIBUTION
Deep Neural Network (DNN) is the basis of many mod-
ern artificial intelligence applications. Its advantage can be
regarded as to extract high-level abstract features, so as to
obtain effective representation of a large amount of input
data. RBM can be considered as a special case based on
energy generation model, which can be used to learn the
inherent intrinsic representation, and to provide a learning
method for non-stationary monitoring signals with unknown

59826 VOLUME 8, 2020



H. Lei et al.: Fault Diagnosis Methodology Based on Non-Stationary Monitoring Signals

FIGURE 5. Schematic of Architecture for Restricted Boltzmann Machine.
The symbol can be described as: nv , nh represent the number of neurons
contained in visible and hidden layers, respectively; v, h represent visible
and hidden nodes. v = (v1, v2, . . . , vnv )T ∈ Rnv are state vectors for
visible layer, vi represents the state of the i -th neuron in visible layer.
h = (h1, h2, . . . , hnh )T ∈ Rnh is hidden layer state vector, and hj
represents the state of the j-th neuron in hidden layer.
a = (a1, a2, . . . , anv )T ∈ Rnv are the offset vector for visible layer, and ai
is the offset of the i -th neuron in visible layer.
b = (b1, b2, . . . , bnh )T ∈ Rnh present the offset vector for hidden layer,
and bj is the offset of the j-th neuron in hidden layer.
w = (wij ) ∈ Rnh×nv is the weight matrix between visible layer and
hidden layer, and wij is the connection weight between the j-th neuron in
hidden layer and the i -th neuron in visible layer.

probability distribution [10], [18], [24], [25], [35]–[42].
Therefore, this section proposes a method based on SDBN
to extract features with unknown probability distribution for
non-stationary monitoring signals.

1) RESTRICTED BOLTZMANN MACHINE (RBM)
Artificial neural network can be regarded as a mathematical
description of the first-order of human brain system, and it
means that the computer system can be used to simulate the
human brain structure to some extent. Many neural nodes
can be used to construct a topological space with certain
intelligent behaviors, which can be used to realize the process
of learning, thinking, remembering, and recognition, and to
behave like human brain function. As far as the connection
form of neural network, RBM can be considered as a stochas-
tic neural network based on a probability graph model.

a: NETWORK TOPOLOGY
The RBM can be considered as a bipartite graph containing
a visible layer and a hidden layer, and the neuron nodes of
either visible layer or hidden layer are unconnected, while
the neuron nodes between the upper and lower layers are
fully connected, as shown in figure 5. Generally, the visible
layer unit is used to observe certain aspects of the data, while
the hidden layer is used to obtain the dependencies between
the corresponding variables of the visible layer unit, often
referred to feature extraction layer.

b: ENERGY FUNCTION AND PROBABILITY DISTRIBUTION
RBMcan be considered as amodel based on the law of energy
distribution, which can be defined as an energy function
and can be used to construct a series of related probability
distribution function sets. These function sets can be used for
reconstructing almost any input to achieve feature extraction
and fusion. For a given set of unit states, the energy function

can be described as follows.

Eθ (v, h) = −
nv∑
i=1

aivi −
nh∑
j=1

bjhj −
nv∑
i=1

nh∑
j=1

hjwjivi, (7)

where, θ = (w, a, b) are the parameter vector of RBM. The
joint probability distribution of the unit states (v, h) can be
obtained by the energy function (7).

Pθ (v, h) =
1
Zθ
e−Eθ (v,h), (8)

where, Zθ is the partition function, and it can be calculated by
the following equation.

Zθ =
∑
v,h

e−Eθ (v,h). (9)

In fact, when solving practical problems, a likelihood func-
tion can be used to characterize the probability distribution
Pθ (v) corresponding to the input data v of the visible layer,
which can be expressed as follows.

Pθ (v) =
∑
h

Pθ (v, h) =
1
Zθ

∑
h

e−Eθ (v,h). (10)

Similarly, the likelihood function can also be used to char-
acterize the probability distribution Pθ (h) corresponding to
the hidden layer data h, and which can be expressed as

Pθ (h) =
∑
v

Pθ (v, h) =
1
Zθ

∑
v

e−Eθ (v,h). (11)

Considering the state of all neurons on a given visible layer
(hidden layer), the probability that a neuron on the hidden
layer (visible layer) is activated (i.e., takes a value of 1) can
be expressed as

Pθ (hk = 1|v) = f (bk +
nv∑
i=1

wk,ivi),

Pθ (vk = 1|h) = f (ak +
nh∑
j=1

wj,khj).
(12)

where, f (∗) is the Sigmoid function.
From equation (12), the following function can be

obtained. 
Pθ (h|v) =

nh∏
j=1

Pθ (hj|v),

Pθ (v|h) =
nv∏
i=1

Pθ (vi|h).
(13)

As shown in equation (13), it is easy to know that when the
state of the visible layer neurons is given, the activation con-
ditions of the neurons of each hidden layer are independent
from each other; conversely, when the state of the neurons
in the hidden layer is given, the activation conditions of the
visible layer neurons are also independent.
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2) NETWORK TRAINING AND LIKELIHOOD FUNCTION
Training RBM can be regarded as to adjust the model param-
eters to fit a given input training sample. In other words,
the optimal parameters should be found to achieve that the
probability distribution of RBM is as close as possible to
the training sample data. Generally, training RBM can be
considered as to maximize the following likelihood function.

lnLθ,S = ln
nS∏
i=1

Pθ (vi) =
ns∑
i=1

lnP(vi), (14)

where, S = (v1, v2, . . . , vnS ) are given training samples. vi =
(vi1, v

i
2, . . . , v

i
n)
T is the state of visible layer unit. nS is the

number of training samples.
Gradient ascent method can be considered as the

most commonly used numerical method for maximizing
equation (14), i.e., it can be approximated by an iterative
approach. The iterative formula can be described as follows.

θ := θ + η
∂ lnLθ,S
∂θ

, (15)

where, η > 0 is the learning rate. The key of maximization
likelihood function relies on the gradient ∂ lnLθ,S/∂θ .
For training samples S = (v1, v2, . . . , vnS ), the gradient

can be calculated by the following function.

∂ lnLθ,S
∂θ

=
∂ lnPθ (vm)

∂θ

= −
1∑

h
e−Eθ (vm,h)

∑
h

e−Eθ (v
m,h) ∂Eθ (v

m, h)
∂θ

+
1∑

vm,h
e−Eθ (vm,h)

∑
vm,h

e−Eθ (v
m,h) ∂Eθ (v

m, h)
∂θ

= −

∑
h

P(h|vm)
∂Eθ (vm, h)

∂θ

+

∑
vm,h

P(vm, h)
∂Eθ (vm, h)

∂θ
.

(16)

Equation (16) means that gradient ∂ lnLθ,S/∂θ can be
regarded as the calculation of two expectations: one is∑
h
P(h|vm) ∂Eθ (v

m,h)
∂θ

corresponding to the expectation calcu-

lation of energy gradient function ∂Eθ (vm, h)/∂θ under the
condition distribution P(h|vm). Another one presented by∑
vm,h

P(vm, h) ∂Eθ (v
m,h)

∂θ
corresponding to the expectation calcu-

lation of energy gradient ∂Eθ (vm, h)/∂θ function under the
joint probability distribution P(vm, h). After further deriva-
tion, the following function become available.

∂ lnLθ,S
∂wij

=

nS∑
m=1

[P(hi = 1|vm)vmj −
∑
v

P(v)P(hi = 1|v)vj],

∂ lnLθ,S
∂ai

=

nS∑
m=1

[vmi −
∑
v

P(v)vi],

∂ lnLθ,S
∂bi

=

nS∑
m=1

[P(hi = 1|vm)−
∑
v

P(v)P(hi = 1|v)].

(17)

Generally, levering conventional methods to find the solu-
tion of equation(15) is still an extremely slow process. The
main reason can be considered as that a series of complex
state transitions must be adopted to achieve the RBM fit-
ting the training sample distribution. In order to solve this
problem, Professor Hinton, in 2002, proposed the Contrastive
Divergence (CD) idea to train RBM. CD algorithm with
k-step is simple, and it has become the standard approach for
training RBM. Levering Gibbs sample with k-step to func-
tion v(k) approximately estimates the corresponding expecta-
tion

∑
v, which can be described as follows in detail.

4w=
∂ lnLθ,S
∂wij

≈ P(hi = 1|v(0))v(0)j −P(hi = 1|v(k))v(k)j ,

4a=
∂ lnLθ,S
∂ai

≈ v(0)i − v
(k)
i ,

4b=
∂ lnLθ,S
∂bi

≈ P(hi = 1|v(0))− P(hi = 1|v(k)).

(18)

At this time, gradient calculation related to maximum like-
lihood function Lθ,S become specific and calculativiable.

3) ENERGY FUNCTION MODEL FOR FEATURES WITH
UNKNOWN PROBABILITY DISTRIBUTION
Energy function model can be regarded as a universal
method framework, which is built on stochastic neural net-
work. Generally, The concentrated the probability distribu-
tion, the smaller the energy of the system. Correspondingly,
the minimum value of system energy function corresponds to
the most stable of the entire system.

The energy based model captures the dependencies
between variables by applying a range of energy to each
configuration of the variables. The core task of the model is
to infer and learn:
• the inference task is mainly to find the configuration of

the implicit value of the energy in given observation variable;
• the learning task can be considered as to find an appro-

priate energy function, so that the energy of observed variable
is more lower than implicit variable.

It can be seen that the energymodel constructs a probability
graphmodel via correlation between variables, i.e., the degree
of correlation between variables can be represented by energy
level, and the correlation of variables can be represented by
graphs, and the probability measure model can be introduced
to form a probability graph model. Suppose the energy func-
tion between hidden layer and visible layer of RBM can be
known, then the energy function can be calculated by related
nodes in hidden and visible layer. The energy function can be
regarded as the joint probability density of visible and hidden
layers.

p(v, h) =
e−E(v,h)∑

v,h
e−E(v,h)

. (19)

Equation (19) can be employed to see that the RBM
defines the probability of its occurrence by the energy
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FIGURE 6. Schematic of architecture for deep belief neural network.

function, i.e., the probability of occurrence of the unknown
distributed data. For unknown probability distribution func-
tions, the value of RBM nodes is probabilistic and random.
Conditional probability density and edge probability density
can be calculated by joint probability. Thus, the edge density
function can be obtained from the joint probability
density function.

p(v) =

∑
h
e−E(v,h)∑

v,h
e−E(v,h)

, p(h) =

∑
v
e−E(v,h)∑

v,h
e−E(v,h)

. (20)

Similarly, the joint probability density function can be used
to obtain the conditional probability density function, which
can be described as follows.

p(v|h) =
e−E(v,h)∑
v
e−E(v,h)

, p(h|v) =
e−E(v,h)∑
h
e−E(v,h)

. (21)

Suppose sample space � consists of many different train-
ing samples X , q is the distribution of input samples, and
q(X ) is the probability of training samples, and p is the edge
distribution of the visible layer v in the joint probability
distribution of RBM. Therefore, the training samples X for
each different case correspond to their probabilities, and the
Kullback-Leibler divergence between the truth probability
distribution of the input sample set and the edge probability
distribution of RBM can be expressed as follows.

KL(q‖p) =
∑
X∈�

q(x) ln
q(x)
p(x)

=

∑
X∈�

q(x) ln q(x)−
∑
X∈�

q(x) ln p(x). (22)

Equation (22) means that the probability distribution of
input samples is consistent with the joint probability distribu-
tion of RBM. Then the divergence KL(q‖p) approaches zero,
otherwise it is a value greater than zero. In addition, the first
term of equation (22) represents the entropy of the input sam-
ple, while the input sample is fixed, the entropy value is also
fixed, which can be regarded as a constant. And in the sec-
ond term, when the input sample is fixed, it is also fixed.
Only when the maximum is reached, the divergence can be

minimized. For practical calculation application, maximum
likelihood estimation can be used to solve these problems.

The energy model of RBM tells that RBM can be regarded
as unsupervised learning method, and its purpose is to maxi-
mize the fit of the input and output data; for a certain data-set,
it is very difficult to search the solution by the conventional
method when the probability distribution is unknown. How-
ever, any probability distribution feature can be transformed
into a energy-basedmodel, which can be employed to provide
object function and target solution for unsupervised learning
method, so that the learning of unknown probability distribu-
tion feature become easily realize.

4) SPARSE DEEP BELIEF NETWORK (SDBN)
Professor Hinton et al. [46] of Toronto University proposed
layer-by-layer unsupervised pretraining of RBM to learn dif-
ferent levels of feature representation. Each layer of feature
representation can be obtained via the previous representa-
tion change. Therefore, Deep Belief Network(DBN) can be
formed by stacking all layers of RBM, as shown in figure 6.

a: DEEP BELIEF NETWORK(DBN)
As shown in figure 6, DBN generally consists of one visible
layer, one output layer and several hidden layers. The first
layer of RBM is constructed by one hidden layer and one
visible layer, and the others are constructed by two hidden
layers, and the output layer is a Back Propagation neural
network.When stacking DBN, the output layer (hidden layer)
of previous RBM can be used as the input layer (visible layer)
of next RBM unit. By loop iterations, it can form the basic
structure of DBN, and an output layer can be finally added to
form final DBN [43]–[49].

Generally, when combining the visible layer, several hid-
den layers and the output layer, DBN can be regarded as an
Error Back Propagation(BP) neural network in some extent.
In fact, the final layer of DBN, along with the output layer,
can be considered as a standard BP neural network. Through
unsupervised layer-by-layer greedy training, the entire DBN
can be trained to form the forward direction, and then the
BP neural network can be used to supervise fine-tuning the
entire network to improve the feature extraction ability and
recognition efficiency of DBN.
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b: SPARSE DEEP BELIEF NEURAL NETWORK (SDBN)
RBM generally provided better performance when the num-
ber of neurons in hidden layer is small. In fact, in order to
improve the learning performance of neural network, it is
necessary to increase the number of hidden layer units in
network, which in turn increases the difficulty of data analysis
and calculation, and submerges the essential data features.
Sparse code technology can effectively remove redundant
information and obtain the most essential knowledge of
inputs.

Lee et al. [48] and Yin et al. [49] proposed an idea
in 2008 that leveraging the sparse representation and RBM,
which can be regarded as an important method to improve
computational efficiency. This method is to sparsely optimize
the activation process of the hidden layer unit in RBM, so as
to give the feature learning with sparsity and better abstract
the essential characteristics of the data. The core idea of this
method can be regarded as to add a sparse penalty term based
on the log-likelihood function, so as to control the activation
level of RBM hidden layer unit. The optimization problem
can be briefly described as follows.

min
w,a,b

Lθ =−
nv∑
l=1

lnPθ (v)+λ
nh∑
j=1

[p−
1
nv

nv∑
l=1

E(
h
v
)]2 (23)

where, E(∗) is the conditional probability of given samples.
λ is regularization parameter. p is the parameters controlling
the average activation level of the neurons in hidden layer,
and it can be calculated by formula (24).

From equation (23), it can be known that the parameters
of sparse RBM can still be calculated by gradient descent
method. In fact, the CD algorithm can be employed to update
the parameters first, and then the gradient of sparse penalty
term can be used to update the parameters. Suppose a set
of training samples x = (x1, x2, . . . , xn)T ∈ Rn without a
category label, and hj(x) indicates the activation level of the
j-th neuron in hidden layer of the input x, then the following
formula can be obtained.

pj =
1
m

m∑
i=1

[hj(xi)] (24)

where, pj presents the average activation level of j-th neuron
in hidden layer on the training set x = {xi}mi=1.
DBN can be regarded as a probability generation model,

which is a stack of several RBMs. The input data is received
by the bottom layer of the network and input itself to the
hidden layer via RBM. And furthermore, RBM can be con-
sidered as an energy-based model, and statistical studied
have shown that any probability distribution can be trans-
formed into an energy-based model, so that RBM can provide
learning methods for feature data that does not know its
distribution.

In practical industrial system, a large number ofmonitoring
signals are generated when the system is in normal operation,
and the uncertainty factor occupies the main component,

FIGURE 7. Schematic of SDBN model training.

which is characterized by the unknown probability distri-
bution and lack of prior information. The symptom of the
fault is often in the state lacking related information, and
its probability distribution is unknown. Therefore, the sparse
DBN can be used to extract and identify the unknown features
of the probability distribution for non-stationary monitoring
signals.

D. MODEL TRAINING AND FAULT DIAGNOSIS
As aforementioned, the ability of feature extraction of DBN
mainly reflects in learning unknown probability distribution
features by RBM. The top layer of BP neural network just
acts as a classification or recognition function. Therefore,
the high-dimensional feature set can be used to pre-train
each RBM layer, and finally BP neural network is used for
fine-tuning to achieve feature extraction and fault diagnosis
for non-stationary monitoring signals.

As shown in figure 7, model training, feature extraction
and fault diagnosis can be divided into two major stages, and
eight steps based on the topological structure of sparse deep
belief neural network.
Step 1.Normalize original high-dimensional initial feature

set so that its value is between (0,1).
Step 2. Classify the initial feature set into two categories:

labeled and unlabeled data samples.
Step 3. Determine the number of visible layer nodes of the

first RBM layer according to the input dimensions of initial
feature set.
Step 4. Input the data to the first RBM layer (visible layer),

and the unit state h (the input of next layer) and network
parameters of first layer can be obtained by network training.
Step 5. Input the learned first layer RBM hidden layer

unit state to the visible layer unit v of the second RBM
layer. Similarly, the second layer of hidden layer unit states h
and the second layer network parameters θ are also learned
according to the foregoing network training method.
Step 6. Repeat step 4 and 5 until all RBM learning can

be completed, and the learned RBM can be expanded to
construct sparse deep auto-encoder neural networkwith RBM
as kernel.
Step 7. Train the entire SDBN again with the labeled data

samples to obtain the output fused feature set, and leveraging
them for pre-training BP neural network.
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FIGURE 8. Schematic of self-confirmed sensor components.

Step 8. Leverage SDBN and pre-trained BP neural net-
work, and then re-adjust the network again to obtain a SDBN
with complex feature fusion and recognition capabilities.

From the perspective of the whole training steps, the first
stage of whole network training includes two processes of
initial training set classification and network pre-training.
The network fine-tuning is mainly in the second stage of
the whole process, and its main purpose can be regarded
as to use the labeled data samples to fine-tune the entire
network again, so that the whole network has the ability of
feature extraction and classification recognition. After the
whole network training completed, the SDBN with certain
feature fusion and classification ability can input anomaly
data to perform abnormal recognition or fault diagnosis.

IV. SIMULATION AND RESULTS
This section employs two simulations, one is about fault
diagnosis of self-confirmation sensor, and another is on fault
diagnosis of rolling bearing, whose data is from Bearing Data
Center of Case Western Reserve University. Final results of
these two simulation experiments can be used to verify the
effectiveness of this proposed method.

A. SELF-CONFIRMATION SENSORS SIMULATION
The top difference between self-confirmation sensors and
general sensors can be regarded as it can not only acquire the
measure object state, but also evaluate its own state, such as its
own performance. This type sensor can be considered as the
new intelligent sensor with self-diagnosis of abnormalities or
faults. Generally, it contains a plurality of sensitive compo-
nents, and the composition of its structure is also complex.
Therefore, the involved theoretical methods of fault diagnosis
are relatively complicated and technically difficult.

The self-diagnosis part of abnormalities or faults can be
carried out by relevant self-installed operation unit, which
mainly based on the sensing of external environment changes
by multiple types of sensitive device, and the sensors states
can be realized through analysis and processing of multiple
signals. The core principle of fault diagnosis is to use the

correlation between the output of different sources of sen-
sitive systems to generate redundant information, so as to
realize fault detection and diagnosis. Conclusion can be easily
obtained that signal source is multiple, and the measured
signal is often a non-stationary monitoring signal, which is
very suitable for the simulation test for this proposed method.

1) MULTIPLE SOURCE NON-STATIONARY MONITORING
SIGNALS OF SELF-CONFIRMATION SENSORS
As shown in figure 8, existing intelligent sensor system basi-
cally obtains original measurement information by adding a
plurality of sensitive devices made of different materials in
the probe portion, i.e., the sensitive array is always used for
measurement at the front of the sensor. The output data of
sensor arrays of different sources is usually non-stationary
monitoring signals analog-to-digital converted.

These multiple source non-stationary monitoring signals
can not only improve the sensing accuracy of monitored
object changes, but also perform self-detection and recog-
nition of the entire sensor operation abnormality or fault.
Self-confirmation sensors usually monitor outside vibration
response signals, sound signals, pressure signals, stress sig-
nals and so on, and then to generate monitoring signals via
analog-to-digital conversion circuit. The top three charac-
teristics of these signals are regarded as multiple sources,
non-stationary and nonlinear.

2) SIMULATION FRAMEWORK OF FAULT DIAGNOSIS
Self-confirmation sensor abnormality or fault diagnosis can
be considered as an important research content to ensure the
normal operation of sensor measurement system. This sim-
ulation section only takes the monitoring signal of multiple
sources as the study object, and constructs multiple domain
spatial transformation and abnormality or fault diagnosis
method based on SDBN, and finally, verifies the effectiveness
and validity of this method.

As shown in figure 9, the idea and procedure of
self-confirmation for fault detection and diagnosis are mainly
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FIGURE 9. Schematic of abnormal identification of self-validating sensor.

divided into two steps: one is feature extraction and feature
fusion diagnosis. Feature extraction mainly uses distributed
multiple domain spatial transformation to calculate features
output of each source to form the initial feature sets of mul-
tiple sources. And then, the initial feature sets of multiple
sources feed into the SDBN for anomaly detection and diag-
nosis.

From self-confirmation process of global sensor operation
state, although fault diagnosis is usually divided into three
steps: feature extraction, feature fusion and feature recogni-
tion. However, there is no obvious boundary between them,
and feature fusion of SDBN can also be regarded as a process
of feature extraction in practical application.

3) SENSOR FAULT MODE AND ITS CHARACTERISTICS
Generally, the information source of sensor mainly comes
from measurement signals of each sensitive unit, and the
state of each sensitive unit exhibits on the abnormality in
monitoring signals, which can be regarded as three types: jam,
gain and drift. And all of these influence the performance
of the whole sensor with four patterns: normal, deviation,
accuracy degradation and drift. Among these abnormalities,
only normal can be considered as a non-abnormal operation
state, which can be used to reflect the measured object, and
others need to be adjusted, as shown in figure 10.

From figure 10, it can be known that self-confirmation
sensor output with reduced accuracy has a large amplitude
fluctuation. The amplitude of self-confirmation sensor mea-
sured by drift is gradually decreasing. The amplitude of
deviation abnormality is the largest. All of above is subjec-
tive judgement, but when the sensor performs information
measurement, it is impossible to judge whether the sensor
is abnormal or not, such as the output signal with reduced
accuracy shown in figure 10.

Therefore, when sensor receives the external environment
information from each sensitive unit, it needs to first deter-
mine whether the sensorąŕs measurement output is abnormal
or not. If there is no abnormality, the measured value can be
directly output, otherwise, the abnormal source identification
needs to be further identified.

Since self-confirmation sensors require the high-precision
measurement values, a large number of sensitive modules are
often installed in source part. When the materials of sensors

FIGURE 10. Output signals in four states of self-confirmation sensor.

TABLE 3. Parameters settings of SDBN.

FIGURE 11. Weights visualization of sparse deep belief networks.

are different, monitored signals of different objects are often
non-stationary signals. This section uses four different sensi-
tive with non-stationary signals.

In past, wavelet transform or empirical mode decom-
position can be used for abnormal or fault classification
with non-stationary signal, so this section directly performed
multi-domain spatial transformation on each sensitive unit to
verify the effectiveness of the proposed method

4) SDBN TRAINING WEIGHTS AND THEIR ANALYSIS
When training SDBN, its initial feature set is com-
posed of multiple transformation in time, frequency and
time-frequency domain, and the total of its dimension is
100. Since the structure of SDBN is stacked layer-by-layer,
the first layer RBM is trained with all training samples,
and second layer RBM is also trained as to first layer. All
parameters of this trained model have been shown in table 3.

Generally, the size of mini-batch can be regarded as the
number of classes, so it is set to 4. The first layer is the
initial feature dimension 100. Initial feature set is dimension-
reduced. Therefore, themodel parameter is set to 100-100-50,
and the weight of model training is shown in figure 11.
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TABLE 4. Recognition results of self-validating sensor.

TABLE 5. Recognition results comparison of self-confirmation sensor
fault diagnosis method.

The weights of the first layer SRBM in SDBN have slight
differences.

However, the second and third layer further abstract
the output of first layer. Throughout this whole pro-
cess, the effects presented are obvious, indicating feature
re-extraction and fusion selection have achieved expected
effect. It should be noted that feature selection is performed
in a dimension reduction manner when the extracted features
is subjected to fusion.

5) SIMULATION RESULT AND CONCLUSION
The result of final simulation experiment can be regarded as
to identify whether the entire self-confirmation sensor has
an abnormality and what kind of it has occurred, i.e., to
identify three abnormalities of self-confirmation sensor. The
results in table 4 are the average of initial feature set using
multi-domain spatial transform, and then the average value
of SDBN.

As shown in table 4, the accuracy of these three types of
fault diagnosis is up to 100% from the accuracy perspective
of fault diagnosis, and the lowest is 97.76%. It is sufficient to
demonstrate that foregoing method can achieve effectiveness
of fault detection and diagnosis for self-confirmation sensor.

To better illustrate the effectiveness of this method, this
section also compareswith othermethods of self-confirmation
sensor fault detection and diagnosis. The data can be found
in [43], as shown in table 5. By comparing the other three
methods to realize the abnormal state detection and recog-
nition of self-confirmation sensor, this method can obtain
a good recognition performance in all four states, and the
recognition rate is up to 100%, which verifies the effective-
ness of this proposed method in this article.

B. BEARING FAULT DIAGNOSIS SIMULATION
As an important bearing rotating component, the bearing has
fast running speed and complicated lubrication conditions.
At the same time, it has to withstand the harsh environ-
ment of high pressure, high speed, strong vibration and large
stress. Through the research on bearing fault detection and

diagnosis, it can be used to improve the safety and reliabil-
ity of rotating machinery. For mechanical components like
rolling bearings, monitoring signals often exhibit significant
non-Gaussian, non-stationary and non-linear characteristics.
Therefore, fault diagnosis for rolling bearings is very suitable
for verifying the effectiveness of this proposed method.

1) THE SIMULATION DATA INTRODUCTION
The simulation data is derived from bearing data center of
Case Western Reserve University in U.S. Vibration signal
collected by acceleration sensor under different loads and
damage environments, and it can be regarded as a typical
non-stationary monitoring signals, which has become the
verification standard data-set for bearing fault diagnosis. This
simulation experiment uses the 6205-2RS SKF deep groove
bearing, as shown in figure 12.

The non-stationary monitoring signals can be classified
into four mode: normal, inner race fault, outer race fault
and ball fault. The sampling frequency is 12KHz. Bearing
load is 0hp, 1hp, 2hp, 3hp, corresponding to motor speed
of 1797, 1772, 1750 and 1720 rpm. This section uses a single
fault where the spark is injected at the 3 ąŕclock position
of bearing with a depth of 0.021 inches. The data length of
each non-stationary monitoring signals is about 120000, and
50 data samples are reconstructed. Each sample signal length
is 2000 sample points, and there are about 800 samples.
Figure 12 has shown different types of monitoring signals.

2) SIMULATION PROCEDURE
Bearing fault diagnosis is generally achieved by monitoring
its vibration signals, in which the top characteristic is non-
linear and non-stationary. Finally, this simulation experiment
has the following steps:
Step 1. Constructing product function (PF) component set.
The local mean decomposition (LMD) can be used to decom-
pose the original vibration monitoring signals to form the
initial feature set of PF set.
Step 2. Build an initial feature set. Multi-scale sample
entropy, Mel-frequency cepstrum coefficient(MFCC) and
multi-domain spatial transform can be regarded as suitable
methods to extract coarse-grained features of the PF set,
which can be used to form an initial feature set.
Step 3. SDBN modeling training. The initial feature set can
be classified into two parts: one is labeled sample set and the
other is unlabeled. The SDBN can be pre-trained according
to training method by unlabeled initial feature set, and then
fine-tuned by labeled samples.
Step 4.Output results. Input test samples and get the result of
fault diagnosis.

The simulation calculates sample entropy of PF2 com-
ponent obtained from non-stationary monitoring signals by
LMD, and which can be used to depth describe the character-
istics of rolling bearing under different operation conditions.
Sample entropy has shown that it is smaller of fault condition
than that of normal operation. The reason is that when bearing
is in normal operation, the bearing system is in an orderly
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FIGURE 12. The rolling bearing simulation experiment and vibration signals of four states.

TABLE 6. Average recognition results of four states with variety TTTRs.

TABLE 7. Comparison of bearing fault diagnosis method.

working condition, and its entropy is small. Similarly, when
bearing is in a fault operation condition, bearing system is
in an unordered or disturbing working state, and its entropy
value is larger.

This conclusion is consistent with the definition of infor-
mation entropy, and it can be also used to validates the validity
of feature information fusion by sample entropy. Due to space
limitations, this section only shows the sample entropy results
of PF2 under scale factor of 4, and other feature vectors will
not describe.

3) SIMULATION RESULT AND ANALYSIS
In order to effectively exclude the influence of training sam-
ples on experimental results and prevent them from affecting
the final results of model verification. Table 6 has shown the
accuracy of bearing fault diagnosis when the TTTR is set
to 9 groups: 9:1, 8:2, 7:3, 6:4, 5:5, 4:6, 3:7, 2:8, 1:9. The
results show that no matter which state the bearing is in, all
fault diagnosis results generally tend to stabilize when trained
TTTR is set to 4:6, indicating that proposed method is less
impacted by training samples amount. When the TTTR is set
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FIGURE 13. The rolling bearing fault diagnosis simulation experiment
framework.

to 4:6, the proposed method can be used to achieve accuracy
of 99.71%, 98.88%, 96.28% and 97.65%.
To better illustrate the effectiveness of proposed method,

this section is also compared with other methods for bearing
fault diagnosis. This data can be found in [28], as shown in
table 7. By comparing other three methods to achieve bearing
fault diagnosis, this proposed method can be used to obtain
super performance in the four operation states, and the top
fault diagnosis accuracy is 100%, all of above can be used to
verify the effectiveness of this proposed method.

V. CONCLUSION AND FUTURE WORKS
In practical industrial system, a large amount of monitoring
signals are generated in normal operation state, and uncer-
tainty factors occupy main components. The main charac-
teristic of these signals is unknowing probability distribu-
tion and lacking prior information. This article proposes that
sparse deep belief network can be used to extract features and
achieve fault diagnosis. The specific works consist of three
works:
i) Leveraging different feature space transformation meth-

ods to realize the analysis and feature rough extrac-
tion for non-stationary monitoring signals and to form
high-dimensional initial feature set.
ii) Deep belief network can be used to re-extract fine-

grained features from the initial coarse-grained feature set
with unknown probability distribution.
iii) Finally, BP neural network can be used to realize

fault diagnosis for non-stationary signals. In this article,
deep belief network is only used to realize the re-extraction
features from unknown probability distribution. However,
the interrelationship between multiple features and the sen-
sitivity of different feature to faults are not considered. The
sensitivity of multi-layer RBM internal mapping structure of
SDBN to features has not been studied.
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