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Cloud computing is one of the most successful business
models for providing a simple pay-as-you-go, and therefore
is gaining much popularity in the industry. Customers and
enterprises can maintain or scale-up a business easily while
cutting down on their budget. However, energy consumption
is one of the biggest problems in current cloud computing.
It is both essential and urgent for governmental and industrial
institutions to address this, to achieve rapid growth. The
development of energy-efficient cloud computing has to be
taken into consideration, which relies on the development of
several key technologies:More energy-efficient mediums can
be used in cloud computing at the platform level; energy-
efficient scheduling algorithms, memory systems, storage
systems, resource management policies, etc., can be adopted
at the hypervisor level; energy-efficient scheduling, com-
munications, and applications can be applied at the virtual
machine level; and energy-efficient mobile cloud computing
will be developed, involving green networking and wireless
communications, cloud-based mobile applications, and lim-
ited resources management.

This Special Section of IEEE ACCESS on emerging trends,
issues, and challenges in energy-efficient cloud computing
aims at bringing together researchers to disseminate their
findings in the field of energy-efficient cloud computing,
pushing the theoretical and practical boundary forward for a
deeper understanding of fundamental algorithms, modeling,
and analysis techniques from academics and industry view-
points.

Cloud manufacturing (CMfg) is a new service-oriented
production paradigm from the wide application of cloud com-
puting for the manufacturing industry. Traditional resource
allocation approaches in CMfg mainly focus on the opti-
mal resource selection process, but the energy consump-
tion for manufacturing resources is rarely considered. In the
article by Zheng et al., ‘‘A hybrid energy-aware resource
allocation approach in cloud manufacturing environment,’’
the authors propose a hybrid energy-aware resource alloca-
tion approach to help requestors acquire energy-efficient and
satisfied manufacturing services. In general, energy-aware
resource allocation in CMfg can be classified into the fol-
lowing process: QoS-aware services selection and energy-
aware resource composition. A local selection strategy based

on fuzzy similarity degree is used to obtain appropriate candi-
date services from vast cloud space. Furthermore, an energy-
aware multi-objective optimization model is established, and
a NSGA-II algorithm is introduced to acquire a Pareto
set. Finally, a TOPSIS-based decision-making approach is
adopted to select an optimal solution.

In the article by Zuo et al., ‘‘A multi-objective hybrid
cloud resource scheduling method based on deadline and
cost constraints,’’ the authors propose a task-oriented multi-
objective scheduling method based on ant colony optimiza-
tion (MOSACO) to optimize the finite pool of public and
private computing resources in a hybrid cloud computing
environment, according to deadline and cost constraints.
They address resource utilization in hybrid cloud computing
with multiple considerations of cost, task completion time,
user QoS, and resource provider interests, and develop the
MOSACO algorithm to optimize resource utilization accord-
ing to deadline and cost constraints. MOSACO is employed
to minimize task completion times and cost using time-first
and cost-first single-objective optimization strategies, respec-
tively, and to maximize user quality of service and the profit
of resource providers using an entropy optimization model.
Compared with other similar resource scheduling methods,
MOSACO demonstrates the highest optimality according to
considerations of task completion time, cost, number of dead-
line violations, and the degree of private cloud resource uti-
lization based on simulation and three application examples.

Cloud data centers are acknowledged as being massive
energy consumers, which may have significant environment
impacts. Service providers have an ethical responsibility to
reduce the environmental impact of server resources and
a simultaneously and complementary commercial desire to
reduce energy costs. Zombie servers in the data centers are
one of the primary sources of undesirable energy expendi-
tures by incurring idle resources during task execution. The
article by Panneerselvam et al., ‘‘Analysis, modelling and
characterisation of zombie servers in large-scale cloud dat-
acenters,’’ investigates the cause, impact and energy-related
implications of zombie servers. Three such server profiles
have been used as examples to determine power consumption
incurred by the presence of idle CPU and memory resource
times. Empirical analysis demonstrates that CPU resources
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account for the highest proportion of idle resource time at
75.6%, with memory resources exhibiting 25.5% of idleness.
They further present the environmental implications of idle
resource time in terms of CO2 emissions in order to highlight
the demand for energy efficient computing. Idle resource
time is the result of not fully realizing the complete compute
potentials of IT resources; the idle resource time has the
scope of being utilized to process a greater number of useful
workloads in the same time period.

Cloud data centers are faced with the serious problem of
increasing energy consumption. Thus, the problem of virtual
machine placement for energy saving is becoming a critical
issue. Considering various requirements of cloud providers
and users, a many-objective virtual machine placement model
is built to minimize energy consumption and maximize load
balance, resource utilization, and robustness. The article by
Ye et al., ‘‘Energy-efficient many-objective virtual machine
placement optimization in a cloud computing environment,’’
proposes an energy-efficient KnEA (EEKnEA) algorithm to
address the virtual machine placement problem. In EEKnEA,
Energy-Efficient-oriented Population Initialization is pro-
posed and used to obtain a higher quality initial population.
The proposed model and algorithm are evaluated through
experiments comparing KnEA and other algorithms. The
results demonstrate that the proposedmodel and EEKnEA are
competitive. EEKnEA performs better than other algorithms
in reducing energy consumption and load balancing. There-
fore, the proposed model and EEKnEA can achieve a more
robust placement scheme.

The article by Wen et al., ‘‘Energy-efficient virtual
resource dynamic integration method in cloud computing,’’
proposes an energy-efficient virtual resource dynamic inte-
gration (VRDI) method to minimize the energy consumption
of a data center. The method is based on the live migration
technology for VMs, which can reduce the energy consump-
tion of a data center by integrating the virtual resources. The
proposed VRDI method consists of three parts: (1) Based
on the resource utilization and the corresponding predefined
thresholds of the PMs, determine the integration timing and
the PMs set that need to be integrated; (2) based on the load
pattern of the VM, and the Euclidean distance between the
VM and a PM, select a minimal set of VMs which need
to be migrated; (3) using the IGAVP to find an effective
VM placement solution to solve the bin-packing problem.
Further, they present experimental results to compare the
proposed the VRDI method with the existing solutions. The
results show that the VRDI method has a significant advan-
tage in terms of reducing the energy consumption of a data
center. Therefore, the proposed VRDI method can reduce the
energy consumption of data center and ensure the quality of
service of the cloud applications developed on the VMs.

Large data centers providing basic resources to hosted
tasks, such as CPU, RAM, storage, and bandwidth, also con-
sume a huge amount of energy, which leads to higher operat-
ing costs and CO2 traces. Therefore, the research community
felt the need to provide energy-efficient solutions that reduce

the impact of the aforementioned issues. In the article by
Mustafa et al., ‘‘SLA-aware energy efficient resource man-
agement for cloud environments,’’ the authors use the same
workload consolidation concept and present two techniques
that reduce energy consumption while ensuring the negoti-
ated quality-of-service. Moreover, they enhance two existing
techniques by improving the energy efficiency and introduc-
ing service level agreement (SLA) awareness to minimize
the overall SLA violations. The results show that SLA vio-
lations are reduced significantly. Furthermore, the proposed
resourcemanagement techniques reduce energy consumption
and SLA violations by considering the real-time states of
energy and CPU capacity of servers.

In the cloud computing environment, the source-level
energy consumption (EC) estimation is employed to approx-
imately measure the EC of a cloud computing task before
it is executed. The EC of two tasks consisting of the same
statements with different structures is unequal, therefore,
the code structure should be highlighted in source-level EC
estimation. The article by Liu et al., ‘‘Source-level energy
consumption estimation for cloud computing tasks,’’ pro-
poses an abstract energy consumption (AEC) model, which is
static and runtime-independent. For the model, the two quan-
titative measurements, ‘‘cross-degree’’ and ‘‘reuse-degree,’’
are proposed as the code structure features, and the quantita-
tive relationships between AEC and the cross-degree as well
as the reuse-degree are derived, and an estimation function
of AEC is given. Experimental results show that the ratios
between the EC and AEC with 50 test cases are stable; the
standard deviation is 0.0002; and the mean value is 0.005.
Through AEC, it is easier to schedule the cloud computing
tasks properly and reduce the consumed energy.

Recently, Hadoop enhanced its homogeneous storage
function to heterogeneous storage, storing data sets into
multiple storage media, i.e., SSD, RAM, and DISK. This
evolution increases the consumption of computing capacity
and memory usage over MapReduce job scheduling. The
scheduler processesMapReduce jobs into homogeneous con-
tainers having configuration of CPU, memory, DISK vol-
ume, and network I/O, and accesses, processes, and stores
data sets over heterogeneous storage media. This produces
a processing latency of locating and pairing source data set
to MapReduce tasks, and results in abnormally high con-
sumption of computing capacity and memory usage in a Data
node. In the article by Qureshi et al., ‘‘Storage-tag-aware
scheduler for Hadoop cluster,’’ the authors present Storage-
Tag-Aware Scheduler (STAS) that reduces processing latency
by scheduling MapReduce jobs into heterogeneous storage
containers, i.e., SSD, DISK, and RAM container. STAS
endorses job with a tag of storage media, such as Job-
SSD, JobDISK, and JobRAM, parsing them into heteroge-
neous shared-queues, which assign processing configuration
to enlist jobs. Then, STAS manager schedules shared-queue
jobs into heterogeneousMapReduce containers and generates
an output into storage media of the cluster. The experimental
evaluation shows that STAS optimizes the consumption of
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computing capacity and memory usage more efficiently than
available schedulers in a Hadoop cluster.

Mobile receivers are increasingly used to collect data in
sensor networks, but their data sources are actively trans-
mitting data based on their location in the network, which
generates a lot of overhead and unnecessary energy consump-
tion. To reduce overhead and balance energy consumption
in the network, the article by Yang et al., ‘‘A clue based
data collection routing protocol for mobile sensor networks,’’
proposes a clue-based data collection routing (CBDCR) pro-
tocol. The mobile receiver in the CBDCR randomly moves
and broadcasts its location message only through limited
hops instead of the entire network. As the number of nodes
receiving the broadcast message increases, the location infor-
mation stored by the node is more detailed and the location
of the receiver is more explicit. Thus, the sensed data can
be effectively forwarded to the receiver. A large number of
simulation experiments using mobile receivers in the network
show that CBDCR can significantly reduce redundant trans-
mission messages and balance network energy consumption,
which proves that the protocol is effective.

Mobile Edge Computing (MEC) is a promising technology
for enhancing user equipment (UE) capabilities. MEC Ser-
vice Providers (SPs) are equipped with limited wireless and
computing resources. However, most of the existing research
work does not consider the UE’s demand for heterogeneity
and resource constraints, and limited resources may limit
the number of UEs accessed. Therefore, in the article by
Zhang et al., ‘‘Combinational auction-based service provider
selection in mobile edge computing networks,’’ the authors
study the matching problem between MEC SP and UE in
multi-MEC and multi-UE scenarios, and propose the auction
model and multi-wheel seal sequential combined auction
(MSSCA) mechanism. The auction theory is used to simulate
the matching relationship between the MEC SP and the UE
as a commodity transaction. SPs and UEs are considered
sellers and buyers, and SP resources are considered com-
modities. When the SP has sufficient resources and the UE
can successfully purchase resources from the SP, the UE can
obtain the service from the SP. The auction process follows
a multi-round sealed sequential combined auction (MSSCA)
mechanism. The mechanism includes the user’s bid strategy,
the winner determination and pricing process. The user’s
bidding strategy is based on multiple rounds of priority rules,
the winner determination process is formulated as a two-
dimensional knapsack problem, and the pricing process is
modeled according to the UE’s resource requirements. At the
end of the article, simulation experiments show that the pro-
posedmethod has better system performance than the existing
algorithms.

Slope damage and debris flow cause a large number of
casualties and property damage. Early warning systems for
slope collapse and debris flow are critical to ensuring the
safety of humans and assets. Based on the fiber-optic sens-
ing technology and the Internet of Things, in the article by
Xu et al., ‘‘Early-warning system with quasi-distributed fiber

optic sensor networks and cloud computing for soil slopes,’’
a new soil pressure sensor inside the soil slope is proposed,
and the on-site soil slope is tested with the developed fiber
sensor and other sensors. The main findings are as follows:
1) In the sensing layer, the optical sensor detects the slope of
the field; 2) The wireless network and the optical fiber can
be used to connect the sensing layer to the data acquisition
system. The Internet of Things is then used to upload slope
deformation information to the cloud computing layer. 3) The
cloud computing layer performs data analysis and finds that
rainfall infiltration strongly affects slope stability, especially
on the slope surface. And when the rainfall is greater than
0.5mm/h, and the rainfall duration is greater than 100h,
the slope will collapse. These analysis results provide a basis
for early warning monitoring systems.

Wireless Information and Power Transmission (SWIPT) is
an innovative way to provide power to mobile devices. The
research work in this mode mainly focuses on energy harvest-
ing in a relatively narrow frequency range, but users collect
less energy, and actual implementations are often limited to
low-power devices. In this article written by Zhao et al.,
‘‘Energy-efficient sub-carrier and power allocation in cloud-
based cellular network with ambient RF energy harvesting,’’
an energy-saving sub-object is proposed in a cloud-based
cellular network with ambient radio frequency (RF) energy
harvesting. In order to obtain sufficient energy, a broadband
antenna is provided at the user equipment to simultaneously
collect ambient RF energy over six frequency bands. From
the perspective of the service reaching the environmental
transmitter, a new energy arrival model is proposed. The joint
problem of subcarrier and power allocation is expressed as
a mixed-integer nonlinear programming problem. The goal
is to maximize energy efficiency while meeting energy con-
straints and total data rate requirements. In order to reduce
the computational complexity, the suboptimal solution of
the optimization problem is derived by using the quantum
behavior particle swarm optimization (QPSO) algorithm. The
simulation results show that compared with the narrowband
SWIFT system, the user equipment can obtain more energy,
and the QPSOmethod achieves higher energy efficiency than
the traditional particle swarm optimization method.

For energy-efficient resource management, empty node
avoidance is one of the key objectives of energy-constrained
underwater wireless sensor networks (UWSN). In this arti-
cle by Javaid et al., ‘‘Establishing a cooperation-based and
void node avoiding energy-efficient underwater WSN for
a cloud,’’ the authors propose two new underwater wire-
less sensor network (UWSN) schemes: Avoiding node-based
adaptive hop-by-hop vector forwarding (AVN-AHH-VBF)
and collaboration-based CoAVN-AHH-VBF. In both scenar-
ios, the sensor node forwards the data packet in a multi-hop
manner within the virtual pipeline. Nodes outside the pipe do
not forward packets to avoid flooding in the network. At each
hop, forwarding to an empty area of the network is avoided
by utilizing two-hop information. This article contributes in
three areas: The energy-efficient freight forwarder chooses

VOLUME 8, 2020 108849



IEEE ACCESS SPECIAL SECTION EDITORIAL

to avoid blank areas in the network, and the proper hold
time calculation and bit error rate BER are minimized. Our
freight forwarder selection technology enables high delivery
rates (DR) even under sparse network conditions. By using
our formulated Eq., the retention time of each successful
package is minimized. A large number of simulation results
show that the proposed scheme significantly improves net-
work performance in terms of delivery rate, energy consump-
tion and delay compared to the selected existing solution
(AHH-VBF).

Receiver mobility improves the energy efficiency and data
acquisition performance of wireless sensor networks. How-
ever, in some applications it may be possible to limit the
mobility of the sink, and optimizing the network performance
of the random and hierarchical topology becomes a challenge.
In order to solve this problem,Wu et al., propose a data acqui-
sition scheme called Double Optimization Energy Efficiency
(DOEE) based on graph theory in the article ‘‘Graph-based
data gathering scheme in WSNs with a mobility-constrained
mobile sink.’’ That is, the energy efficiency of the sub-
receiver defined according to the movement path. At the
same time, they also specialize in routing discovery proto-
cols and their corresponding dynamic gateway protocols to
balance the energy consumption between sensor nodes. They
first use the concept of graphics to describe the monitored
area to simplify the description of the network area and
reduce the complexity of the algorithm. Then, they assign
the sensor node grid to the child sink grid based on the map
inspired by the heuristic algorithm. The simulation results
performed inNS-3 show that technology is superior toMASP,
SPT and RANDOM schemes in terms of network life cycle
and indicators. The energy consumption of all sensor nodes
becomesmore efficient for applicationswithmobility-limited
receivers and correspondingly increases network life.

Wireless sensor networks (WSNs) have been widely used
in many fields such as military and environmental monitor-
ing. How to make full use of the energy of the sensor and
prolong the life of the network is a challenge that has attracted
the attention of researchers in recent years. In this article
by Zhang et al., ‘‘Graph-based mechanism for scheduling
mobile sensors in time-sensitive WSNs applications,’’ the
authors arrange motion sensors by applying techniques from
ant colony optimization and genetic algorithms to balance
the energy consumption of the motion sensors. First, they
divide the area into many small cells. Then they abstract
the area into a graph. Each cell is treated as a vertex and
the motion sensor will collect data from each vertex. They
use heuristic algorithm-inspired techniques to account for
the energy consumption of movement and data collection to
arrange each mobile sensor. Experimental results show that
this technology can balance the energy consumption of each
mobile sensor and extend the service life of the network.

Network Function Virtualization (NFV) is a new network
architecture framework that implements network functions
in software running on shared commercial server pools.
NFV can provide the infrastructure flexibility and flexibility

needed to successfully compete in today’s evolving com-
munications arena. This article by Eramo et al., ‘‘Migration
energy aware reconfigurations of virtual network function
instances in NFV architectures,’’ discusses the VNFI migra-
tion issues required to shut down a server during low-traffic
periods, thereby saving energy consumption. While integra-
tion allows for energy savings, it also has a negative impact as
service quality declines or the energy consumption required
tomovememorymigration associatedwithVNFI. They focus
on cold migration where virtual machines are redundant and
suspended before performing the migration. They propose a
migration strategy to determine when and where to migrate
VNFI in response to changes in SFC request strength. The
goal is to minimize the total energy consumption given by
the sum of the merge and migration energies. They have
developed an energy-aware VNFI migration problem, and
after proving that it is NP-hard, the article proposes a heuristic
algorithm based on the Viterbi algorithm to determine the
migration strategy with low computational complexity. The
results obtained by the proposed heuristics show how the
introduced strategy allows for the reduction of the migration
energy and thus reduces the total energy consumption relative
to conventional strategies. Energy savings can be about 40%
relative to strategies that do not perform the migration.

The Internet of Things (IoT) is expanding its reach to
almost every aspect of our daily lives. By using network cod-
ing in the Internet of Things, IoT energy consumption can be
reduced. Therefore, it is worthwhile to research and improve
the application in the Internet of Things, including network
coding. In the article ‘‘Towards green IoT networking: Perfor-
mance optimization of network coding based communication
and reliable storage,’’ Li et al., optimize the performance of
network-coded communication and reliable storage in two
important components of the Internet of Things, including.
the IoT core network, where data is sensed and transmit-
ted, and the distributed cloud storage, where the data gen-
erated is stored. First, they propose an adaptive network
coding scheme in the core network of the Internet of Things
to improve transmission efficiency. They demonstrate the
effectiveness of the solution and the performance advantages
over the existing solutions through simulation. The simula-
tion results show that the ANC scheme can achieve higher
transmission efficiency than the existing scheme. Secondly,
they introduce the optimal storage allocation problem in dis-
tributed cloud storage based on network coding, the purpose
of which is to search for the most reliable allocation that
distributes the N data components to N data centers, given
the failure probability P of each data center. Finally, the article
proposes a polynomial-time optimal storage allocation(OSA)
scheme to solve this problem. Simulation experiments show
that OSA solution can greatly improve storage reliability.

In the field of cloud computing, energy consumption has
been a concern. Energy efficiency issues of different dimen-
sions are constantly being proposed, and researchers have
proposed different energy efficiency algorithms and strate-
gies. Based on different perspectives, many scholars classify
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and summarize different energy efficiency strategies, but
most of the classification and summary work lacks consistent
and unified standards. In this article, ‘‘A survey and taxon-
omy of energy efficiency relevant surveys in cloud-related
environments,’’ You et al., have conducted a detailed investi-
gation of cloud computing energy consumption problems and
strategies and proposed independent classification standards.
Based on the above observations, the future direction of
energy consumption research is obtained. The classification
mainly includes surveys of energy efficiency of the entire
cloud-related system, energy efficiency surveys at a certain
level or component of the cloud, surveys of all energy effi-
ciency strategies, surveys of certain energy efficiency tech-
nologies, and other energy efficiency related surveys. After
the analysis, the final direction of the future is given. The
three directions include: Reduce energy consumption through
multiple levels of integration, investigate energy-aware data
management strategies, and integrate energy-aware dataman-
agement strategies with other traditional energy efficiency
technologies.

With the development and popularization of cloud com-
puting, the cloud of enterprise services has become a trend,
and the failure to adopt cloud services has become a potential
risk. In large data centers, processor trends have shifted from
traditional CPUs to dedicated chips, similar to the AI imple-
mentation process. In this article by He et al., ‘‘A survey to
predict the trend of AI-able server evolution in the cloud,’’ the
authors havemade a detailed investigation and research on the
development process and design of the cloud computing cen-
ter processor. At the same time, based on the analysis results,
a hybrid new architecture for AI applications is conceived,
by combining proprietary chips such as FPGA andASICwith
traditional CPUs to handle different categories of tasks. The
survey expands the research horizon and provides researchers
with a comprehensive tutorial on cloud service architecture to
provide direction for future AI server design.

In cloud computing mode, the data center carries a
large amount of computing and storage requirements. Since
the data center usually uses a many-to-one communica-
tion mode, the arrival of a large number of server requests
is likely to cause excessive congestion and data loss of
the local server, which is inherently caused by the TCP
protocol. In academia, many researchers have given many
solutions, including the recently proposed software-defined
networking approach. SDN provides a centralized platform
for stream-level global visibility of all network traffic and
the ability to perform accurate traffic engineering in the data
center. The main work of this article, ‘‘Detection and mitiga-
tion of congestion in SDN enabled data center networks: A
survey,’’ by Hafeez et al., is to introduce the research of SDN
to solve the congestion of data center networks, propose the
classification of all solutions, and give the advantages and
disadvantages of each type. The final analysis conclusions
of this article determine the future research direction of this
field.

In location-based services, the shortest path query prob-
lem has been widely understood and put into use. Due to
the high overhead of querying the underlying road network,
accessing map data through external requests is unaffordable,
and how to access data efficiently and efficiently becomes
a challenge. In this article, ‘‘Efficient path query process-
ing through cloud-based mapping services,’’ Zhang et al.,
propose two optimization methods to reduce the number of
requests, thereby reducing the user query response time. The
two methods are path sharing and path caching respectively.
The basic idea of path sharing optimization is that if the origin
and destination of the q value are located on the path, the path
information of the query can be shared with another query q.
The path cache is an extension of path sharing, which allows
the LBS provider to answer path queries directly from the
cache path. Through experiments, the optimized method can
effectively reduce the number of requests by more than 35%.

With the development of network technologies, multiple
network types coexist in the form of wireless networks. For
most users, effective switching decisions can help users con-
tinue to get network services. However, traditional switching
decisions are not suitable for drones that move and commu-
nicate in 3D space. In the article by Lee et al., ‘‘Intelligent
handover scheme for drone using fuzzy inference systems,’’
the authors define the parameters that represent the commu-
nication characteristics of three-dimensional space drones,
and then propose a fuzzy reasoning method for handover
decision. The fuzzy inference system consists of four steps.
1) Analyze terminal related information to select factors that
can affect the drone switching decision. 2) The input data val-
ues are converted to membership functions. 3) The inference
rules for handover decisions are designed and applied. 4) The
switch is determined by considering the current information
of the drone. The authors have proved the rationality of the
proposed method through experiments.

With the development of cloud computing, energy conser-
vation has become an important factor in cloud computing
considerations. Users can share information with low over-
head in different communities. However, as the number of
users increases and the size of the network increases, it is
a challenge to share information with low energy consump-
tion. In this article by Xu et al., ‘‘Optimal control theory-
based epidemic information spreading scheme for mobile
social users with energy constraint,’’ the authors propose
an energy-constrained optimal control theory for epidemi-
ological information dissemination of mobile users. In the
method, the social relationship of mobile users is divided
into four types based on blood, geography, work and inter-
est relationships. At the same time, the authors develop an
analytical model to assess the impact of social relations on
information dissemination, and propose an information dis-
semination scheme based on control theory. The experimental
data proves that the scheme can save energy and improve the
quality of experience in the process of mobile user informa-
tion dissemination.

VOLUME 8, 2020 108851



IEEE ACCESS SPECIAL SECTION EDITORIAL

The tailings dam is a dangerous source of artificially
generated debris flows with high potential energy and is a
necessary facility to maintain the normal operation of mining
companies. The instability of the tailings dam requires real-
time warning, which is of great significance for ensuring the
safety of human life and property. The main work of this
article by Dong et al., ‘‘Pre-alarm system based on real-
time monitoring and numerical simulation using Internet of
Things and cloud computing for tailings dam in mines,’’ is
based on the Internet of Things and wireless network, using
sensors to build a key information system for the tailings
dam. The system parameters include diving line, water level,
deformation degree of the tailings dam and other indicators.
The cloud platform can predict the state of the dive line
based on real-time data, limit the balance state parameters,
reservoir water level and rainfall, etc., and then establish a
numerical simulation model. Through a series of mathemati-
cal methods for statistical calculations, the probability of the
warning signal is finally obtained and notified. The article
proves through practice that the early warning system is
relatively stable and has the ability to integrate and verify key
information.

Integrating the protection of medical information systems
in cloud computing has become the norm, and the healthcare
and public health industries are adopting a variety of cloud
models. Because the data of the protection medical system,
such as HIS, is essentially shared with other systems, with
the participation of cloud computing, the data security risks
of the system also increase, and the system risk is increased.
In the article by Abrar et al., ‘‘Risk analysis of cloud sourc-
ing in healthcare and public health industry,’’ the authors
adopt a method to timely evaluate the risk of the HIS cloud
computing model, and analyze the impact and applicability
of cloud computing on the HIS system by identifying HIS
assets. Further experiments and analysis show that using a
cloud computing environment can reduce the vulnerability
and mitigate the threat to HIS integrity.

Because cloud computing has the characteristics of mas-
sive storage and computing resources, it is also commonly
used to simulate the generation of various models such
as the surface model LSM. And the Chinese Academy of
Sciences’ science cloud is based on data clouds and high-
performance computing clouds, which are used to support
LSM simulation. In this article, ‘‘System for land surface
model applications based on cloud computing,’’ Luo et al.,
used the Science Cloud software and hardware to build a
prototype system for LSM. An integrated software package
is designed for pre-processing and post-processing; the LSM
Web portal is developed and statistical and visual. The final
experiment indicates that the prototype system functions as
expected.

In the development of cloud computing, location-based
services (LBS) have always been a research hotspot. How
to ensure the hidden protection of LBS services, both point-
to-point and centralized architecture models, have their own
shortcomings and defects. Therefore, in this article, ‘‘Tra-

jectory privacy preservation based on a fog structure for
cloud location services,’’ Wang et al., propose a fog com-
puting structure that uses virtual anonymity techniques to
store important data to ensure physical control. Some of the
important information of mobile users can be stored on the
fog server to ensure better management. The authors consider
the principles of similarity, intersection, practicability and
relevance, and design a virtual rotation algorithm with multi-
ple attributes. Based on the simulation experimental results,
the proposed method can effectively provide enhanced pri-
vacy protection.

With the concept and development of the Internet of
Things, cloud computing is improving. Among them, fog
calculation is considered to be the most suitable calculation
model for the Internet of Things. However, the following
problems include the inevitable replacement of hardware and
firmware, the uncertainty of operators, unclear infrastruc-
ture operation procedures, and unclear resource allocation.
In ‘‘User-participatory fog computing architecture and its
management schemes for improving feasibility,’’ Kim et al.,
propose a user-involved fog computing architecture manage-
ment solution to solve the above problem, in which the fog
service instance placement optimization is performed based
on the service usage of the participating users, which is
formulated as a mixed-integer nonlinear programming prob-
lem and then linearized. Through simulation evaluation, this
scheme can effectively optimize the fog calculation PRR
when providing the same service to more users at the same
time.

The popularity of cloud computing and high-performance
computing creates serious challenges in energy consump-
tion. Dynamic voltage and frequency scaling (DVFS) is an
effective technique for energy saving. Many previous works
addressed energy-officiate task scheduling based on DVFS.
However, these works need to know the total workload of
tasks, which is difficult for some real-time tasks requests.
In the article byWang et al., ‘‘A DVFS based energy-efficient
tasks scheduling in a data center,’’ the authors propose a new
task model that describes the QoS requirements of tasks with
the minimum frequency. In addition, energy consumption
ratio (ECR) is defined to evaluate the efficiency of different
frequencies and it is possible to convert the energy-efficient
task scheduling problem into minimizing the total ECR. The
proposed methods dispatch the coming tasks to the active
servers by using servers as little as possible and adjusting the
execution frequencies of relative cores to save energy. When
a task is finished, a processor-level migration algorithm is
adopted to reschedule remaining tasks among processors on
an individual server and dynamically balance the workloads
to lower the total ECR on this server. The experiments in the
real test-bed system and simulation show that the proposed
strategy outperforms others, which verifies the energy-saving
benefits of this strategy.

In cloud computing, data owners host their data on cloud
servers, and users (data consumers) can access the data from
the cloud servers. This new paradigm of data hosting service
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also introduces new security challenges that require an inde-
pendent auditing service to check the integrity of the data in
the cloud. Some existing methods for checking the integrity
of the data cannot handle this problem efficiently and they
cannot deal with the error condition. Thus, a secure and
efficient dynamic auditing protocol should reject requests that
are made with improper authentication. In addition, an excel-
lent remote data authentication method should be able to
collect information for statistical analysis, such as validation
results. In the article by Feng et al., ‘‘An efficient protocol
with bidirectional verification for storage security in cloud
computing,’’ the authors design an auditing framework for
cloud storage systems and propose an efficient and privacy-
preserving auditing protocol. Then, the auditing protocol is
extended to support dynamic data operations, bidirectional
authentication and statistical analysis. In addition, a better
load distribution strategy is adopted, which greatly reduces
the computational overhead of the client. Last, an error
response scheme is also provided. Experiments show that the
solution has the good error-handling ability and offers lower
overhead expenses for computation and communication than
other approaches.

Hybrid object storage systems provide opportunities to
achieve high performance and energy efficiency with low
cost for enterprise data centers. Existing object storage sys-
tems, however, distribute data objects in the system without
considering the heterogeneity of the underlying devices and
the asymmetric data access patterns. Therefore, the system
performance and energy efficiency may degrade as data are
placed on improper storage devices. Various real enterprise
workloads are analyzed and found that read andwrite requests
are not uniformly distributed to data objects. Based on these
observations, in the article by Wu et al., ‘‘BOSS: An effi-
cient data distribution strategy for object storage systems
with hybrid devices,’’ the authors propose a novel strategy,
biased object storage strategy (BOSS), to reduce writes to
SSDs and improve system performance for hybrid object
storage systems. Different from conventional uniform and
fixed data distribution strategies, the BOSS can distribute
and migrate data objects to various types of devices dynam-
ically, according to the data access patterns collected online.
The experimental results show that the BOSS can reduce
64% of writes on SSDs and improve system performance by
29.51% on average, while maintaining a high level of load
balance.

In the article by Ahn et al., ‘‘Competitive partial computa-
tion offloading for maximizing energy efficiency in mobile
cloud computing,’’ the authors newly model computation
offloading competition when multiple clients compete with
each other, so as to reduce energy cost and improve com-
putational performance. Two types of destination of offload-
ing request are considered, such as a cloudlet and a remote
cloud. Here, the cloudlet consists of locally connected mobile
terminals with low-latency and high bandwidth but suffering
from task overload due to its limited computational capacity.

On the other hand, the remote cloud has a high and stable
capacity but high latency. To facilitate the competition model,
on the destination sides, the authors have designed an energy-
oriented task scheduling scheme, which aims to maximize
the welfare of clients in terms of energy efficiency. Under
this proposed job scheduling, as a joint consideration of the
destination and client sides, competition behavior among
multiple clients for optimal computation offloading is mod-
eled and analyzed as a non-cooperative game by considering
a trade-off between different types of destinations. Based on
this game-theoretical analysis, the authors propose a novel
energy-oriented weight assignment scheme in the mobile
terminal side to maximize mobile terminal energy efficiency.
Finally, the proposed scheme converges well to a unique
equilibrium and maximizes the payoff of all participating
clients.

Provisioning fault-tolerant scheduling in computational
grid is a challenging task. Most of the existing fault toler-
ant scheduling schemes are either proactive or reactive. The
emphasis for proactive schemes is on the reasons respon-
sible for generating faults, whereas reactive mechanisms
come into effect after failure detection. Unlike most existing
mechanisms, in the article by Haider et al., ‘‘Dynamic and
adaptive fault tolerant scheduling With QoS consideration in
computational grid,’’ the authors present a novel, dynamic,
adaptive, and hybrid fault-tolerant scheduling scheme based
on proactive and reactive approaches. In the proactive
approach, the resource filtration algorithm picks resources
based on resource location, availability, and reliability. Unlike
most existing schemes, which rely on remotely connected
resources, the proposed algorithm prefers to employ locally
available resources as they might have less failure tendencies.
To cope with the frequent turnover problem, the proposed
scheme calculates resource availability time based on various
newly identified parameters (e.g., mean time between avail-
ability) and picks highly available nodes for task execution.
Resource reliability is an indispensable consideration in the
proposed scheme and is calculated based on parameters such
as jobs success or failure ratio and the types of failures
encountered. An optimal resource identification algorithm
is employed to determine and select optimal resources for
job execution. The performance of the proposed scheme
is validated through the GridSim toolkit. Compared with
contemporary approaches, experimental results demonstrate
the effectiveness and efficiency of the proposed scheme in
terms of various performance metrics, such as wall clock
time, throughput, waiting and turnaround time, number of
checkpoints, and energy consumption.

In delay tolerant networks (DTNs), the delivery rate and
delivery speed are restricted by node selfishness. To pro-
mote the delivery rate and reduce the delivery delay in
DTNs, in the article by He et al., ‘‘HITM: A hybrid incen-
tive trade model for data forwarding in DTNs,’’ the authors
propose a hybrid incentive trade model (HITM), which
uses reputation compensation to stimulate nodes to give up
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their temporary benefits and transfer their forwarding mis-
sions to other more qualified nodes. Furthermore, HITM
gives credit payment and reputation promotion to nodes
whose mission transferring behaviors are capable of reducing
delivery delay or promoting delivery reliability, and con-
versely punishes nodes whose mission transferring behaviors
could prolong the delivery delay or impair the delivery reli-
ability. Trace-driven experiments are performed to compare
HITM with previous representative incentive schemes. The
experimental results demonstrate that the HITM can effec-
tively limit node selfishness, thereby promoting the delivery
rate as well as reducing the delivery delay.

With the tremendous growth of cloud computing and
Internet-scale online services, massive geographically dis-
tributed infrastructures have been deployed to meet the
increasing demand, resulting in significant monetary expen-
diture and environmental pollution caused by energy con-
sumption. In the article by Zhao et al., ‘‘On minimizing
energy cost in internet-scale systems with dynamic data,’’ the
authors investigate how to minimize the long-term energy
cost of dynamic Internet-scale systems by fully exploiting
the energy efficiency in geographic diversity and variation
over time. To this end, the authors formulate a stochastic
optimization problem by considering the fundamental uncer-
tainties of Internet-scale systems, such as the dynamic data.
A dynamic request mapping algorithm is developed to solve
the formulated problem, which balances the tradeoff between
energy cost and delay performance. The designed algorithm
makes real-time decisions based on current queue backlogs
and system states, and does not require any knowledge of
stochastic job arrivals and service rates caused by dynamic
data queries. The authors formally prove the optimality of the
approach. Extensive trace-driven simulations verify the theo-
retical analysis and demonstrate that the proposed algorithm
outperforms the baseline strategies with respect to system
cost, queue backlogs, and delay.

NAND flash memory has many advantages, including a
small form factor, non-volatility, and high reliability. How-
ever, problems caused by physical limitations, such as asym-
metric I/O latencies and out-of-place updates, still need to be
resolved. By using a probability of reference (PR) to select a
candidate page as the victim page, in the article byYuan et al.,
‘‘PR-LRU: A novel buffer replacement algorithm based on
the probability of reference for flash memory,’’ the authors
propose a novel buffer replacement algorithm called PR least
recently used to enhance the flash memory performance.
To predict whether a page may be referenced in the future,
three variables are used to calculate a page’s PR. In addition,
the performance overhead of the number of write operations,
the hit ratio, and the runtime are improved by using a novel
PR strategy. The algorithm is implemented and tested on the
flash simulation platform Flash-DBSim. The results indicate
that the proposed algorithm provides improvements of up to
7% for the hit ratio with an improvement of up to 36.7% for
the overall runtime compared with other approaches.

As capacity and complexity of on-chip cache memory
hierarchy increases, the service cost to the critical loads
from last level cache (LLC), which are frequently repeated,
has become a major concern. The processor may stall for a
considerable interval while waiting to access the data stored
in the cache blocks in LLC, if there are no independent
instructions to execute. To provide accelerated service to the
critical loads requests from LLC, in the article by Khoshavi
et al., ‘‘Read-tuned STT-RAM and eDRAM cache hierar-
chies for throughput and energy optimization,’’ the authors
concentrate on leveraging the additional capacity offered by
replacing SRAM-based L2 with spin-transfer torque random
access memory (STT-MRAM) to accommodate frequently
accessed cache blocks in exclusive read mode in favor of
reducing the overall read service time. The proposed tech-
nique improves the temporal locality while preventing cache
thrashing via sufficient accommodation of the frequently read
reused fraction of working set that may exhibit distant re-
reference interval in L2. Experimental results show that the
proposed technique can reduce the L2 read miss ratio by
51.7% on average compared to conventional STT-MRAM
L2 design across PARSEC and SPEC2006 workloads while
significantly decreasing the L2 dynamic energy consumption.
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