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ABSTRACT Self-adaptive approaches are a promising to address the dynamic and uncertain nature of
the environments where today’s complex systems operate. In particular, systems operating in military
environments, during crises or under unexpected conditions need to address critical concerns related to
resource sparsity and the unstable and uncertain nature of exchanged information. Despite a plethora of
self-adaptive and autonomic approaches proposed in the last decade, very few have been designed for or
evaluated in contested environments, where adversarial action in the communications domain leads to stale
or incomplete information, or in resource-constrained environments, where resources are either limited
or required by a large number of components. These conditions are where self-adaptability to aid human
operators is needed the most. To better understand self-adaptation in contested and resource-constrained
environments, we conducted a systematic literature review of publications over the last decade. We conduct
our review through the lens of a military environment, where contention, both physical and from a resource,
be it computational or communication based is at its peak. We followed the systematic literature review
methodology and analysed 238 primary studies. We identified that the most frequent application domains
are those where failures are frequent and costly, namely, cloud computing, web services and applications,
and servers. Despite this, less than 3% of the papers considered constrained resources and stale or incomplete
information and a significant focus was on developing centralised solutions instead of distributed ones
throughout all papers. Very few papers (4.6%) considered environments where the information about
the system components was not readily available. No papers evaluated the systems running in contested
and resource-constrained environments. We present an analysis of the self-adaptive systems that consider
incomplete or stale information and constrained resources, discuss their limitations and identify future areas
of research. Critical research gaps include the lack of evaluation of self-adaptive approaches, including the
lack of standards or formalisms to allow for the comparison of various approaches. In addition, there is a
need to consider more self-* properties and non-functional requirements in order to make sure the designed
system is resilient. This paper presents our review findings in detail, examines how self-adaptation happens
in contested and resource-constrained environments, and discusses the identified research gaps.

INDEX TERMS Adaptability, contested environments, self-adaptive systems, self-organization.

I. INTRODUCTION
Self-adaptation is recognised as one of the most effec-
tive approaches to manage and improve current large-scale
dynamic software systems [1]–[3] that have increasingly
complex requirements. These include resilience, dependabil-
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ity, and energy efficiency among others, as dictated by the
specific environments in which they operate. Despite the
prevalence of self-adaptive solutions in domains such as
cloud computing [4], [5], web servers [6], [7] and wireless
networks [8], [9], where faults and failures are ubiquitous
and costly [10]–[12], few existing solutions operate in envi-
ronments with constrained resources and/or where complete
system information is not current and reliable. Constrained
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resources and unreliable information sources can be found in
military land-based operations, where the potential benefits
of using self-adaptive systems are significant [13], [14].

In the last decade, military land vehicles have transitioned
to state-of-the-art digital platforms that include advanced
communication, situational awareness and battle manage-
ment mission systems [15]–[18]. The development of open
electronic architecture approaches for these vehicles, such as
the NATO Generic Vehicle Architecture [19], has facilitated
mission system networking and integration. These systems
perform several functions such as the sensing of vehicle and
environmental status and the integration and dissemination
of battlefield intelligence and commands. This allows for
extensive tactical coordination before and during battles, with
increased operational effectiveness and improved survivabil-
ity. However, achieving these functions involves a consistent
and continuous exchange of information amongst mission
systems within and between vehicles and requires reliable
system operation. Without a capability to manage integrated
mission systems, operators may be required to process this
information and reconfigure and repair on-vehicle mission
systems while making critical battle decisions, which might
negatively affect mission outcomes.

Military land vehicles operate in highly contested and
resource-constrained environments, where the sensed infor-
mation critical to their functionality is not correct and com-
plete. This can be because the vehicle is under attack (either
physically or electronically, e.g. through jamming) or because
of the nature of its operating environment, e.g., a desert or a
disaster area without specific communications infrastructure.
In addition, the number of communicating systems as well as
the large amount of information sharedmay pose a significant
load on the limited physical computing infrastructure and
on the bandwidth-limited network used for status and oper-
ational communication [20], [21]. Moreover, in future land
deployments it is likely that specific resources or services
can be accessed across vehicles; as such, resource and ser-
vice provisioning decisions will not be made in a centralised
manner and will require coordination and consensus many
vehicles. This results in a critical need for mission systems to
be able to operate reliably on information ranging from com-
plete and timely to incomplete and outdated, and to manage
constrained resources without service degradation.

Self-adaptive and autonomic approaches. Reference [22]
are appealing to address these challenges. Automation can
improve mission system management, and self-adaptation
can address the highly contested and resource-constrained
nature of the operational environment, the distributed nature
of servicing decisions, and the highly dynamic and unpre-
dictable nature of battle.

Advances have been made in adaptability within mili-
tary subsystems to perform within very stringent policies.
For example, a radio may change its data rate depending
on received signal strength, or an unmanned aerial vehi-
cle (UAV) might change its wing configuration upon turbu-
lence. However, very few existing self-adaptive approaches

applied to military systems embrace adaptability at high lev-
els of abstraction, e.g. allowing a UAV to re-task itself in the
event of having observed a new surveillance target.

The lack of self-adaptation in military applications has
been acknowledged by Australian Defence and was a key
driver in the instantiation of Australia’s first Defence-led
Collaborative Research Centre: the DCRC in Trusted
Autonomous Systems [23]; this is a stand-alone company
which has been created through a $50 million investment
from the Australian Government. The centre was created to
address the issue that, despite the promise of autonomous
systems,1 no autonomous system fielded within the Aus-
tralian Defence Force (ADF) exist [24]. The realisation of
contextually-aware self-adaptation is a mechanism to address
this issue and to enhance the resilience and intelligence of
machines.

Existing self-adaptive and autonomic approaches may
inform the development of self-adaptive software systems
for military applications, but the majority of literature on
this topic does not consider the military domain explicitly.
Existing works either consider perfect environments [25] or
lack evaluation of key system properties [26] such as scalabil-
ity [13], [14], [27], [28] or security [29], [30] among others.
However, several approaches have been proposed in crisis
management situations, where scenarios may include similar
environmental complexity such as unreliable communica-
tion performance [25], and limited battery performance [31].
Issues relating to resource contention and a lack of complete
information about system components are also ubiquitously
found in many large scale distributed systems.

The environment type and its associated constraints, and
how these are addressed by self-adaptive systems is not
considered by existing surveys and systematic literature
reviews on self-adaptive systems [32], [33]. To address this
gap, in this paper, we conduct our own investigation into
the current state of self-adaptive systems within the litera-
ture. This is achieved through a systematic literature review
of self-adaptive and autonomic approaches published since
2008 to identify approaches that have been designed and
evaluated in contested and/or resource-constrained environ-
ments. We analyse evaluation metrics, employed resource
congestion mitigation algorithms, as well as mechanisms for
handling incomplete or stale information. Our analysis also
identifies the challenges and limitations of using autonomic
and/or self-adaptive approaches in such environments, and
existing research gaps. Through this investigation and anal-
ysis we elicit a better understanding of self-adaptation in
contested and resource-constrained environments to inform
the development and evaluation of self-adaptive approaches
for military applications. Our contribution is twofold:
• A systematic literature review of 238 papers and an
extensive analysis of their application domain, resource

1Autonomous systems are defined by the DCRC in Trusted Autonomous
Systems as contextually-aware self-adaptive systems to ameliorate ambigu-
ity associated with remotely piloted systems, which exhibit no ability to act
without human intervention and are therefore not autonomous.
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congestion mitigation algorithms, self-* properties and
stated limitations among others.

• An analysis of the challenges and limitations of
the limited number of approaches that consider
both resource-constrained and contested environments,
including an identification and discussion of current
research gaps.

II. RELATED WORK
Despite extensive research in the area of self-adaptive sys-
tems, few systematic literature reviews exist [32]–[35], and
within these, to the best of our knowledge, no reviews focus
on self-adaptive systems specifically designed for or work-
ing on environments with the characteristics outlined above,
namely, with congested resources and where information
about the system is incomplete or stale. We discuss these as
well as other literature reviews in the below.

A study by Patikirikorala et al. [32] looks at research
papers published in several venues between 2000 and
2011 and classifies them based on their specific application
domain and performance analysis variables, identifying an
extensive list of performance metrics that can be used to
evaluate the performance of a self-adaptive system. The paper
is focused only on approaches that use control engineering
in their design and the authors employ a manual search
from specific venues to identify relevant papers. The authors
propose a taxonomy that captures the target system (its
application domain, performance variables, and dimension),
the control system (model, type, scheme), and the validation
of the approach (simulation or case study). We use a similar
taxonomy in our literature review.

A more recent systematic literature review is the 2016 sur-
vey of Muccini et al. [33], who focus on self-adaptation
in cyber-physical systems and survey an extensive list of
papers from the ACMDL, SpringerLink andWeb of Science.
They identify 42 primary studies and find that adaptation
in cyber-physical systems is a cross-layer concern, where
solutions combine different adaptation mechanisms within
and across layers such as application, middleware, commu-
nication and service. They also find that a large percentage
of the studies (36%) combine different mechanisms to realise
adaptation, either combining Monitor-Analyse-Plan-Execute
(MAPE) adaptation mechanisms with agents, reflection with
self-organisation, agents with self-organisation, agents with
reflection and self-organisation, and lastly MAPE function
with self-organisation. This result shows that there is no one-
size-fits-all approach to self-adaptive design, especially in the
context of complex dynamic environments.

Dynamic and uncertain environments [36] are a key
driver for trade-offs in self-adaptive systems as identified
by Salama et al. [34]. They perform a systematic map-
ping study aimed at understanding how various trade-offs
are managed in self-adaptive systems, and consider papers
with explicit techniques or architectures that manage trade-
offs. The study includes twenty primary studies to classify
software paradigms, quality attributes considered, and the

self-* properties that drive trade-offs management. Their
analysis identifies the need for a framework to manage
trade-offs considering a variety of quality attributes, dynamic
and uncertain environments, as well as the complex chal-
lenges of modern, ultra-large scale systems. A similar study
is that of Mahdavi-Hezavehi et al. [35], which focuses on
analysing methods that handle multiple quality attributes in
architecture-based self-adaptive systems. Focusing only on
one of the self-* properties, Yuan et al. [37] conduct a sys-
tematic survey of self-protecting software systems.

Other reviews and surveys lack the methodology of a
systematic study and may miss significant work, however
they are nevertheless able to identify research challenges and
knowledge gaps [38]–[40]. Weyns et al. [39] present a survey
on the use of formal methods in self-adaptive systems, focus-
ing on how specific properties could be verified. Parunak
and Brueckner [40] identify the challenges of using soft-
ware engineering methods in the design, implementation, and
evaluation of self-adaptive systems, while Weyns et al. [38]
discuss the claims and supporting evidence of self-adaptive
systems, highlighting the importance of sound evaluation
methods. This is further strengthened by the work of de
Lemos et al. [36], who focus on the critical need to provide
quality assurances as self-adaptive systems become ubiqui-
tous. A potential evaluation framework is presented in [41],
wheremetrics to evaluate both the controller and themanaged
systems are discussed, both from a performance and a quality
perspective.

III. SELF-ADAPTATION IN CONTESTED AND RESOURCE
CONSTRAINED ENVIRONMENTS
Within the domains of military and crisis situations, and in
particular in the context of military land vehicles, the ability
to self-adapt is a relatively new concept. Mission systems on
these vehicles are designed to support soldiers, but the unpre-
dictable nature of battle can often impact their performance
and functionality. This may range from the degradation of
sensor systems, to system faults and to significant outages
in communication. The realisation of self-adaptability in this
context offers a means by which performance and function-
ality can be sustained, recovered, protected or enhanced, and
new ways to deliver required functions can be discovered.
Furthermore, it provides a means to support mission system
operation in dynamic environments, in which requirements
and objectives may frequently change potentially requiring
reconfiguration of systems. Overall, the resilience of mission
systems is likely to improve, which is highly valuable to
soldiers as they are reliant on these systems to communicate,
operate and survive. Without self-adaptability, the responsi-
bility to reconfigure and repair mission systems falls upon the
soldier. This presents an added task requiring their attention
in addition to their operational duties. Given mission systems
are becoming increasingly complex, such a responsibility
presents a significant cognitive burden on soldiers.

When consider self-adaptability to refer to the ability of
a system to independently identify the need to adapt, plan
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an appropriate course of action, and undertake changes to
address the adaptation requirement. This may include recon-
figuring computer systems running on military vehicles,
reallocating resources, establishing new links between sys-
tems and services, and restarting and repurposing systems.
A constraint faced by military land vehicles is that addi-
tional resources are typically unavailable and any adaptation
must work with existing systems. In addition, power sources
are scarce and as such any self-adaptive system running
on such vehicles must resolve resource contention among
others.

An example of basic self-adaptability in the case ofmilitary
land vehicles is where particular mission system applications
rely on specific algorithms to achieve their core functionality,
e.g., parsing and integrating sensor data from a set of cameras
and position sensors. A self-adaptive approach in this exam-
ple could offer the ability to leverage a suite of algorithms and
switch between them in response to changes in the current
context, such as changes in network topology for distributed
applications or changes in resource availability. Policy-based
rule-sets could then be applied to modify the configuration
of a vehicle’s mission system and required algorithms and
necessary data streams could be activated in response to
configuration changes.

Although it is anticipated that the introduction of
self-adaptive approaches will be beneficial to soldiers, it is
not immediately apparent how such benefit should be quan-
tified. Further effort is required to establish metrics and
approaches that allow self-adaptive software systems in con-
tested and resource-constrained environments to be under-
stood and their impact to be measured. Moreover, when
more than one self-adaptive approach is available, there is
a need to analyse their benefits and disadvantages. To the
best of our knowledge, to date there has been no analysis of
self-adaptive systems from the perspective of contested and
resource-constrained environments and their evaluation, and
our study aims to address this gap.

IV. METHODOLOGY
Our survey of existing work has identified that, while there
are a number of systematic literature surveys, none, to the best
of our knowledge, focus on the application of self-adaptive
systems in contested and resource-constrained environments,
where information about the system may not be available,
resources may be highly congested, and faults as well as
attacks are frequent. To address the critical need for under-
standing self-adaptation and its evaluation in this context,
we formulated the following research questions:

RQ1 What are the self-adaptive software systems
approaches that consider contested and resource-
constrained environments in their design and evalu-
ation?

RQ2 What are the appropriate metrics for the evaluation
of self-adaptive software approaches in contested
and resource-constrained environments?

RQ3 What are the challenges and limitations of using
self-adaptive software systems in contested and
resource-constrained environments?

We conducted a systematic literature review to answer
the first research question, following the systematic litera-
ture review guidelines [42]. A systematic literature review
(SLR) gathers and evaluates all the research results on a
selected research topic [43], [44]. It is closely related to a
more shallow type of secondary study of systematic mapping
studies (SMS), which aim at the classification and thematic
analysis of earlier research [42], [45], [46]. Kitchenham and
Charters [42] present the best practices of both for the field of
software engineering and also compare the two. SMS is more
general in search terms and aims at classifying and structuring
the field of research, while the target of SLR is to summarise
and evaluate research results. Kitchenham and Charters [42]
also discuss the applications and observe that SMS can be
especially suitable if only a few literature reviews have been
done on the topic and there is a need to get a general overview
of the field of interest. Both kinds of studies can be used to
identify research gaps in the current state of research.

In this study, we first identified and selected the research
studies from relevant databases following our search string.
We then assessed the inclusion of the studies in our pool based
on the selection criteria. We read each paper and performed
data extraction of relevant data items. We discuss our process
and results below.

A. IDENTIFICATION OF RESEARCH
We first performed a trial search to calibrate both our
understanding of the selection/exclusion criteria but also
the search strings. The group searched manually within the
Software Engineering for Adaptive and Self-Managing Sys-
tems (SEAMS) symposiums and the ACM Transactions on
Adaptive and Autonomous Systems in the last three years,
analysing the title, abstract, and paper content and refin-
ing the search string throughout the process. This resulted
in 21 papers. We also determined the search string that max-
imised precision (only relevant papers were included) and
recall (all relevant papers were included), as discussed below.

In the final iteration of the research identification pro-
cess, the search string was then used on ACM DL, IEEEx-
plore, SpringerLink and ScienceDirect. The resulting papers
were then read to determine whether they passed the inclu-
sion/exclusion criteria (see Section IV-B), and removed from
the list if they did not. The search using the search string
defined below resulted in a total of 8,952 papers. After
removing duplicates, resulting in 8,557 papers, we read the
abstract of the papers to determine whether the papers were
to be included/excluded from the study. The Zotero [47] tool
was used in this process. A total of 770 papers remained
after the application of the inclusion/exclusion criteria only
to the abstract. The papers were then split equally among the
authors and the process of reading and data item extraction
began. The process included weekly calibration meetings,
where researchers read the same ten papers, extracted data,
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FIGURE 1. Systematic literature review process overview.

and discussed their results. In the first week, the process
was repeated on different papers until an inter-rater reli-
ability of 100% was obtained. Subsequent weeks showed
an inter-rater reliability of 100%. Papers could be also be
eliminated in this step, once a more in-depth read of the paper
showed that it did not match the inclusion criteria. At the
end of the data item extraction phase, a total of 238 papers
remained,2 as shown in Figure 1.

B. SEARCH STRING AND INCLUSION/EXCLUSION
CRITERIA
The search string used boolean operators to refine the
search and was: "(’self-*’ OR ’autonomic’)
AND (’arch*’ OR ’system’ OR ’design’)" and
was adapted to the specific database. Only papers pub-
lished since 2008 were considered. The criteria for inclu-
sion/exclusion were:
• On topic - papers were presenting self-adaptive or auto-
nomic systems and their evaluation. Surveys as well as
vision and position papers were excluded.

• Length >= 5 pages - short papers were excluded.
• Language - only English papers were included.

Beyond survey papers and vision and position papers, we also
exclude papers that do not present any evaluation. We con-
sider ‘evaluation’ to mean that the approach presented in the
paper has undergone some form of analysis, either through
a theoretical or practical example, through extensive experi-
ments, proof of concepts, analytical analysis, or formal veri-
fication among others. Papers where an approach is presented
but not evaluated are excluded.

2A link to all the 238 papers can be found here [48].

C. DATA ITEMS
Table 1 presents an overview of the data items extracted from
the papers.

TABLE 1. Extracted data items.

1) NATURE OF MANAGING/MANAGED SYSTEM
A self-adaptive software system is comprised of a managing
system and managed system. As defined in [49], the man-
aged system comprises the application logic that provides the
system’s domain functionality, while the managing system
oversees the managed system and comprises the adaptation
logic that deals with various concerns.

2) INFORMATION TYPE
If all components in the system are aware of each other, and
can observe each other’s state, or if the system is always
operating under the assumption that the information moni-
tored/received is perfect, then the system is operating with
Complete information. When components cannot observe the
internal state of other components and may not be aware
of other components in the system, the system is operat-
ing with Incomplete information. When components assume
that specific information might become out of date, and a
refresh process is discussed, then the system is operating
with Stale information. The information type mechanism
data item captures the mechanism employed by the system
when dealing with incomplete or stale information. This data
item also captures whether the system works in a contested
environment.
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3) CONGESTED RESOURCE
This data item and its pair (F10) captures whether the aim
of the system is to improve a congested resource (and the
description of the congested resource if that is the case) and
the mechanism used to do so. This data item captures whether
the system works in a resource constrained environment.

4) RUNTIME
This data item captures whether the system is managed
in real-time or its operation needs to be stopped in order
for (manual) re-configuration to occur (i.e. stepped).

5) TYPE OF APPROACH
This data item captures whether the proposed approach is
theoretical, a prototype has been developed, or the approach
has been deployed in a real-life, potentially commercial, envi-
ronment.

6) QUALITY MEASURES
This data item captures any quality measures that the authors
use to evaluate their approach, such as usability and feasibility
among others.

7) DOMAIN SPECIFIC PROPERTIES
Data items F20-23 capture properties that are significant
to most contested and resource constrained environments.
Systems operating in these environments would need to be
fault tolerant, have a security module or a security focused
architecture, but would also need to be scalable and be able
to evolve when faced with dynamic constraints and configu-
rations.

8) STATED LIMITATIONS
This data item captures the approach limitations as identified
by the paper authors.

D. QUALITATIVE ANALYSIS
To answer our research questions using most of the extracted
data items from Table 1, a quantitative analysis was the
straightforward approach. However, to better understand the
application domains, the types of constrained resources and
the algorithms employed to mitigate resource congestion,
as well as to better understand the limitations of the papers,
we performed a qualitative analysis guided by grounded
theory, which is a state-of-the-art approach for extract-
ing information from open-ended text. Grounded theory
involves the establishment of a coding framework and anal-
ysis environment derived from the data itself rather than
themes from research literature [50]. There are significant
advantages in the adoption of a grounded theory approach,
in contrast to directed content analysis with an established
coding framework, including removing the potential to force
fit observations into existing categories andmisclassification.
We commenced using bottom-up open coding [50] by read-
ing through the collected data item values (F8-10, F14-15,

F18-19, F24-26) and tagging blocks of text represent-
ing a concept related to application domains, constrained
resources, algorithms, and limitations respectively. Once this
step was complete, we commenced a focused coding process
and mapped the identified blocks of text to specific cate-
gories. We discuss this grouping together with examples in
each of the relevant sections below.

V. RESULTS
Our analysis identified over 30 application domains, as shown
in Table 2, where we list under ‘Other’ application domains
that appear only once, namely, electronics, simultaneous
multi-threading processors, task scheduling, data processing,
sandboxing, spacecraft and weapons systems. The most fre-
quent application domain is cloud computing (representing
13% of the papers), followed by web services and applica-
tions (12.6% of papers), and servers (9.2%).

TABLE 2. Application domains (N = 238).

Nature of the Managed/Managing systems: Figure 2
presents an overview of the spread of the managed and man-
aging systems (data items F4 and F5). As it can be seen, most
managed systems are distributed, representing 76.5% of all
managed systems. In contrast, the majority of the managing
systems (61.8%) are centralised. This might be due to the ease
of implementation of a centralised managing system, as dis-
tributed systems issues such as synchronisation, coordination,
and agreement do not have to be addressed.
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FIGURE 2. Overview of managed and managing systems (N = 238).

FIGURE 3. Overview of domain specific considerations (N = 238).

Our analysis of data item F11 identifies that the majority
of systems (97.9%) are managed in real-time, with only
6 systemsmanaged in a timesteppedmanner, that is, requiring
the managed system to be stopped and restarted at every
adaptation.

Nature of system properties: Our data collection in data
items F20-F23 considers system properties that were present
in the system evaluation, specifically scalability, fault toler-
ance, security and evolvability. As discussed above, we con-
sider these properties as they would be significant in most
contested and resource constrained environments. A sum-
mary of the results is shown in Figure 3. As it can be seen,
the most frequently evaluated property is scalability (46% of
papers) followed by resilience (37.3%) while 11% of papers
evaluated evolvability. Despite cloud computing and web
services and applications being the most common application
domains, security is the least evaluated property (9.7% of
papers). 16.8%of papers did not evaluate any of the properties
on our list.

We also collected in data item F18 the type of Self-CHOP
properties identified and evaluated in the included papers.
Self-configuring, healing, optimising and protecting (CHOP)
are important characteristics of self-adaptive systems and are
defined in [51] and [22]. A self-configuring system is one
that is able to automatically reconfigure itself in response
to changing environments. A self-healing system is able to
discover, diagnose, and correct system malfunctions without

disruption to its operating environment. A self-optimising
system automatically monitors and tunes resources to opti-
mally meet end-user or business requirements. Finally, a self-
protecting system anticipates, detects, identifies and protects
against threats to the system.

Our analysis showed that 7.9% of papers did not have any
self-CHOP properties. In Figure 4 we present the properties
as they appear together, with themaximum present set shown.
The most common property set identified is C, representing
13% of papers, followed by CO and H representing 11%
and 8% of included papers respectively. As expected from
our security analysis in Figure 3, only 7% of papers identi-
fied protection (either individually or as a set). Furthermore,
only 2% of papers consider the entire CHOP property set in
their evaluation. This indicates that consideration of all of
these properties together in a self-adaptive software system
is uncommon despite the large number of citations of the
autonomic computing vision paper [51].

FIGURE 4. Self-CHOP properties (N = 238).

We extend this analysis and look at all self-* properties as
identified and discussed within each paper and present our
results in Figure 5. We can observe that the three most pop-
ular self-* properties were self-configuring, self-optimising,
and self-healing. Self-organisation, a critical property in
achieving adaptability, is considered only by 14% of the
papers. An explicit consideration of self-organisation would
allow approaches to move towards decentralised solutions
thus providing a significant increase in fault tolerance and
resilience, particularly in contested and resource constrained
environments.

Evaluation type: We identified that the most common
form of evaluation (data item F13) is through simulation,
with 74.1% evaluations being performed through simula-
tion, 21% through case studies, 2.2% through descriptive
qualitative analysis, and 2.6% being evaluated through
proofs. The majority of the approaches had some form of
developed prototype (75.9%), and 21.9% of the approaches
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FIGURE 5. Overview of self-* properties (N = 238).

were theoretical. Only 2.2% of the approaches were deployed
in a real-life or commercial setting. This highlights a gap
between published research efforts and the evaluations of
self-adaptive systems in real-life scenarios.

Evaluation metrics: Our analysis identified 509 individ-
ual metrics, with an average of 2.1 metrics per paper. All
identified metrics are shown in Table 3.

A number of metrics have been grouped in this analysis
as they capture a variety of single-instance metrics that do
not fit in the presented categories. The ‘‘Other’’ category is
the largest of these with 33 metrics. We identify 17 metrics
in the ‘‘Utility’’ category, which are explicitly presented as
utility specific to the problem being solved in their respective
papers, but often contain a combination of domain-specific
variables. Metrics based on scores are also grouped under
‘‘Utility’’. The ‘‘Time (Other)’’ category contains a collection
ofmetrics relating to time such as travel time andwaiting time
while ‘‘Overhead (Other)’’ captures various overhead-related
metrics including virtual machine provisioning overhead.
‘‘Reliability’’ metrics relate to faults (e.g. failure probability,
time to failure) hence they have been grouped under ‘‘Fault
handling’’. The ‘‘Accuracy’’ category contains a collection

TABLE 3. Frequency of performance metrics (N = 238).

of accuracy-related metrics from different domains such as
accuracy metrics for workload prediction and positioning.

As it can be seen, the most frequent metrics relate to
resource utilisation (28.2% of papers), overhead (24.3%) and
fault handling (23.1%). When ignoring the grouping dis-
cussed above, the most common individual metric is response
time (18.1% of papers) followed by communication overhead
(11.3%), execution time (11.8%), energy/power consumption
(9.2%) and throughput (9.2%). It is important to note that
four papers (1.7%) consider and evaluate metrics specific
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to the adaptation process, namely, adaptation runtime and
the number of adaptation goals achieved. As expected, some
papers, 2.9%, do not explicitly specify metrics, due to them
being qualitative or case study papers.

Table 3 shows similarities between the most common met-
rics and the most frequent domains as presented in Table 2.
Many of the metrics relate to performance and overhead
in computing applications and networked systems, which is
reflective of the domains considered in our paper set.

A. RQ1: APPROACHES EVALUATED IN CONTESTED AND
RESOURCE-CONSTRAINED ENVIRONMENTS
In this analysis, we consider papers that discuss systems that
had some form of resource constraints or systems where the
information necessary to make a decision is not perfect, that
is, it is either incomplete or stale. As discussed above, incom-
plete information means that components cannot observe the
state of all other system components or sensors. This may
be due to an attack, to the presence of system failures or to
the nature of the operating environment (e.g., a data centre
with frequent power failures). In the case of stale information,
we consider papers where the systems discussed have an
understanding that the information employed might become
out of date and employ some mechanism to receive or con-
struct updated information. We found a total of 132 papers
that meet this criteria, as shown in Table 4. Since these papers
form the main focus of this systematic literature review,
we refer to them as the target subset henceforth.

TABLE 4. Systems working in contested & resource-constrained
environments in target subset (N = 132).

As it can be seen in Table 4, the majority of the papers
(72.7% of the target subset) consider that complete informa-
tion from system sensors as well as other system components
is always available to make a decision. Only six systems
consider both resource-constrained and contested environ-
ments, representing 4.5% of the target subset. This low num-
ber could be a consequence of the application domain and
specific goals of each particular system, in that failures and
security concerns are not specifically considered, as shown
also in Figure 3. However, failures are prevalent in most
application domains and their consequences are significant
[10]–[12] and, as such, there is a need for self-adaptive sys-
tems to consider this aspect as well.We discuss the papers that
consider resource-constrained and contested environments,
referred to as the Contested and Resource-Constrained set
(CRC), in detail in Section V-C.

An overview of the application domains discussed in the
target subset is given in Figure 6. As expected from our
analysis in Table 2, the most frequent application domain is
cloud computing. Other application domains that tradition-
ally have resource congestion or are subject to attacks can

also be found on this list, namely, media and data streaming,
communication, autonomous vehicles, crisis management,
data centres and parallel computing. As above, we list under
‘‘Other’’ application domains that appear only once, namely,
Automated Services, Spacecraft and Aircraft, Systems-on-
Chips, Electrical Power Systems, and Surveillance.

1) UNDERSTANDING RESOURCE CONGESTION
To better understand the specific constrained resources con-
sidered in the 102 papers captured in the first column of
Table 4, we perform a grounded theory analysis as dis-
cussed in Section IV-D. In the open coding step, we tagged
all congested resources listed in the F9 data item. In most
cases, the tag was the same as the F9 data item itself,
for example where ‘‘cloud resources’’ was used. In other
cases, a list of congested resources was tagged with a com-
mon term to describe them all. For example, ‘‘CPU, mem-
ory, disk space’’ was tagged using the term ‘‘computational
resources’’, whereas the data item ‘‘CPU’’ was tagged using
the term ‘‘CPU’’ (and the paper was examined to ensure that it
only referred to CPU as a congested resource). The tags were
then refined to group similarities, e.g., ‘‘cloud computing’’,
‘‘virtual machine’’, ‘‘cloud resources’’ were then re-tagged
as ‘‘virtualised resources’’. An overview of the congested
resources is found in Table 5.

TABLE 5. Frequency of congested resources in target subset (N = 132).

In a similar manner, we analysed the types of resource
congestion mitigation mechanisms employed by the selected
approaches encoded in data item F10 and present our results
in Table 6.
Resource provisioning mechanisms include those mech-

anisms where new computational, virtualised or other
resources are made available to relieve the congested
resource. They are by far the most frequently used mech-
anisms. Load balancing mechanisms include mechanisms
where load is re-distributed across existing resources, and
no new resources are used. Reconfiguration mechanisms are
those where the system adapts by changing some or all of its
configuration parameters, e.g., by changing some threshold
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FIGURE 6. Frequency of application domains in the target subset (N = 132).

TABLE 6. Frequency of congestion mitigation mechanisms in target
subset (N = 132).

parameters. Optimisation & machine learning mechanisms
are mechanisms where a particular optimisation or machine
learning algorithm is used to determine the best configuration
setting, for example an evolutionary algorithm used to deter-
mine the best resources to use for provisioning, a heuristic
employed in load balancing, or a machine learning algorithm
that determines when resources should be provisioned [52].
This category is subsumed by resource provisioning, load
balancing and reconfiguration, however, only in 13 papers
(9.8% of the target subset) were optimisation techniques
explicitly mentioned. The majority of the papers considering
optimisation techniques used evolutionary or swarm-based
techniques to optimise their objective, and none of the papers
used machine learning techniques to learn to adapt to change,
highlighting future avenues of research. Dropping quality is
a mechanism whereby the system makes a decision to reduce
the quality of its services, e.g. either by displaying text and

no images on a website page or by reducing the quality of the
video streamed [53].

B. RQ2: METRICS USED FOR THE EVALUATION IN
CONTESTED AND RESOURCE-CONSTRAINED
ENVIRONMENTS
Table 7 shows the performance metrics identified for the
papers in the target subset.

Similarly to the results in Table 3, we see that resource
utilisation, overhead and fault handling are the most com-
mon performance metrics. In addition, we observe a lack of
metrics focused on analysing the suitability of the employed
solution in the context of incomplete or stale information.
This could take the form of confidence values or intervals and
other information quality metrics.

C. RQ3: LIMITATIONS OF SELF-ADAPTIVE SYSTEMS
RUNNING IN CONTESTED AND RESOURCE-CONSTRAINED
ENVIRONMENTS
To provide insight into the limitations of existing systems
operating in resource-constrained and contested environ-
ments, we list, in Table 8, the stated limitations identified
in the target subset (N = 132). We then present a more
in-depth analysis of the six papers that consider systems that
operate in resource-constrained and contested environments
(the CRC set).

Table 8 lists the limitations as identified by each paper’s
authors. Similar to the above, we perform a qualitative anal-
ysis of the stated limitations and use grounded theory to
develop groups - for example the Limited Analysis group
is an aggregation of several distinct types of analytical issues
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TABLE 7. Frequency of performance metrics in target subset (N = 132).

present in 20 of the target subset papers. Similarly, the Not
implemented category includes approaches that are both
completely theoretical (such as in Chainbi et al. [54]) and
partially implemented (such as in Li et al. [55]). The Lack
of artificial intelligence category refers to approaches where
authors considered that the approach could be improved
through the application of artificial intelligence techniques,
such as [56], where the inclusion of neural-net based
behavioural analysis would augment the proposed system.
The frequencies of each reported limitation are identified
in Table 8, where the Other limitation category captures
limitations that could not be aggregated into abstract classes.
They tended be specific or idiosyncratic to their respective
approaches.

TABLE 8. Stated limitations in the target set (N = 132).

70% of the papers inside the target subset discussed their
limitations, with the most frequent limitations being the need
formore extensive analysis (which occurred in 20, or 15.15%,
of the papers inside the target subset) and the need to consider
and develop for scalability (which occurred in 15, or 11.4%,
of the papers inside the target subset). The third most frequent
limitation corresponded to systems that are yet to be imple-
mented in practice, which occurred in 8 papers (or 6.1% of
the target subset). Altogether 125 individual limitations were
identified by authors across the target subset.

The Limited Analysis category from Table 8 includes
papers missing the evaluation of key performance met-
rics [28], [57], papers that contained limited comparisons of
system performance to contemporary solutions in the same
problem space [58], papers that did not consider alternative
design decisions [59], [60] and papers where the performance
of the systemwas difficult to measure [7], [8]. The large num-
ber of papers that reported Limited Analysis as a limitation
is concerning, as it may indicate that systems operating in
or designed for contested or resource-constrained environ-
ments could be better evaluated. The performance of these
systems is especially critical for scenarios involving human
well-being [7], [61]. This may also indicate that the research
space may require formalisation in terms of the analysis that
is expected to accompany studies on self-adaptive systems.
This will also allow systems to evaluate that they have not met
their adaptation goal, identify potential causes in the environ-
ment, information uncertainty, and employed self-adaptation
methods, and devise strategies to alleviate this.

This is a multi-faceted problem in itself, as within the sys-
tem there must be an understanding of the impact on uncer-
tainty itself, as well as an understanding of the effect that the
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uncertainty mitigation strategies will have on the goals of the
self-adaptive system. This requires the self-adaptive system
to have an internal model of uncertainty and also to be able
to reason over the benefit of an uncertainty reduction and
evaluate its application performance gain. Moreno et al. [62]
propose that a self-adaptive system or system component
identify when uncertainty is present, and apply several uncer-
tainty reduction tactics to reduce it. The uncertainty reduction
tactics are defined based on several identified uncertainty
causes, such as simplifying assumptions, noise, model drift,
context, human in the loop and decentralisation. However,
the impact of each reduction tactic needs to be properly
understood before it is applied.

Table 9 shows the limitations of the papers in the CRC set.

TABLE 9. Stated limitations for papers in the CRC set (N = 6).

D. UNDERSTANDING RESOURCE-CONSTRAINED AND
CONTESTED ENVIRONMENTS
We present in the following an overview of the approaches
from the CRC set, with a focus on understanding how they
operate in contested and resource-constrained environments.

1) STALE INFORMATION
[60] Reference propose to address the problem of video
streaming in MANET networks, which is slowed down by
the necessary use of cryptography. To address this, they
propose a QoS aware adaptive security scheme that counters
the effects of delay overhead by adapting cryptography and
specific streaming properties. The scheme defines four adap-
tive mechanisms, that are combinations of allowing vary-
ing frames per second, requesting the encryption of specific
types of video frames, and defining only specific frames as
mandatory to transmit. The schemes are adapted based on
stale feedback information received from the receiver, which
is regularly updated as feedback packets are received. The
approach is promising and the evaluation extensive, however
the evaluation considers a small network (n = 36 nodes)
in a single configuration and does not show the adaptation
process as it switches between schemes. Instead, the evalua-
tion presents scenarios where a specific adaptation scheme is
employed. In addition, the considered MANET is stationary
and thus mobility is not considered in the evaluation. This is
critical when information is stale, as the adaptation process
might not be instantaneous and thus the end result might
present an adaptation for network conditions or topologies
that no longer exist due to node mobility.

To address the challenges of provisioning QoS over
wireless sensor networks, Berrayana et al. [64] propose

XLEngine, a cross-layer autonomic architecture that makes
optimisations based on local and network-wide knowledge.
The approach employs local information obtained about a
node’s neighbours to construct a model of the network infor-
mation. Only links that have had a heartbeat recently are con-
sidered. The analysis shows the benefits to end-to-end delay
and throughput in a simulated network of between 10 and
60 nodes. The analysis does not consider larger networks.
Moreover, the evaluation does not consider frequent node
failures or nodes joining or leaving the wireless network
(high churn rate), which is a common phenomenon that can
have significant effects on the quality of information that is
constructed.

2) INCOMPLETE INFORMATION
An approach that addresses high churn rate is proposed in [5],
where cooperative autonomic components self-organise into
a dynamically created overlay network. Information is shared
locally with neighbours, ensuring that eventually each com-
ponent gain access to global system information. The auto-
nomic managers manage a set of resources by defining an
overlay network of autonomic managers (AMs) that changes
as the AMs join and leave the system, as in a peer-to-peer
system. The approach is resilient to churn through dynamic
resource claiming and dynamic neighbourhood building.
Dynamic resource claiming happens once an AM detects
failures among its AM neighbours; it informs the domain
registry and reclaims resources that have become unmoni-
tored because of the failure. Dynamic neighbourhood build-
ing happens when an AM fails or gracefully leaves, and the
remaining neighbouring AMs link themselves to the leaving
AMs neighbours. The proposed approach is lightweight and
is evaluated both through an analytical model and a simula-
tion. However, the analysis is presented under simple network
conditions with only one massive churn event, where a large
number of nodes leave the system. Furthermore, different
network topologies are not evaluated.

Another approach that looks at streaming applications in
sensor networks [63] similarly uses local information from
neighbours to build global information about the network.
The approach proposes to use the Lotka-Volterra competition
model to control the rate of traffic flow from each node. The
rate of every flow is regulated in order to prevent congestion
in the entire wireless network. Each node is in charge of
self-regulating and self-adapting the rate of its flow, and all
flows compete for available buffer capacity at their one-hop
away receiving node. Similar to the approaches discussed
above, only a small number of nodes (20) are used to evaluate
scalability and churn is not considered.

Ranjan and Zhao [65] address service provisioning in
cloud computing infrastructures by proposing an integrated
framework that facilitates peer-to-peer management of cloud
system components for providing end users with fault tolerant
and reliable services. Their approach uses Distributed Hash
Tables (DHTs) that provide a peer-to-peer routing structure
for interconnection of cloud system components. A DHT
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overlay is extended with cloud service monitoring, discovery
and load-balancing capabilities, and a heartbeat mechanism
is used to determine the status of the various resources. The
approach evaluation is extensive, and its benefits highlighted
under various network conditions and system parameters.
A high churn scenario is however not evaluated, but the
reliance on a DHT should alleviate this.

In another cloud computing approach, Jamshidi et al. [52]
propose FQL4KE, an online fuzzy self-learning mechanism
that adjusts and improves autoscaling policies at runtime. The
approach is implemented and evaluated both in OpenStack
and Microsoft Azure platforms and analysis shows its sensi-
tivity to the reinforcement signal, which takes a long time to
arrive as there is a discrepancy between the scaling decision,
which takes up to 10 seconds, and the scaling action, which
takes up to 10 minutes. Moreover, the analysis only considers
a limited set of possible scaling actions.

VI. DISCUSSION
Our analysis looked at identifying self-adaptive and/or auto-
nomic approaches that considered resource-constrained and
contested environments and at understanding the trade-offs
they perform as well as how they are evaluated. Contested
and resource-constrained environments are found by military
land vehicles in the battlefield or any system operating in
unexpected conditions, such as a distributed system under
unexpected load or a system working in a crisis scenario.

A. PERFORMANCE AND EFFECTIVENESS METRICS
The ability to evaluate system self-management in contested
and resource-constrained environments is important because
it provides a means to demonstrate its effect in supporting
system objectives and it may be used as feedback by control
and learning systems applied in this space.

Our analysis identified that the majority of metrics used
focused on computing and network resource utilisation as
well as computing resource overhead. While we identified
metrics related to fault tolerance, we found no experiments
that looked at system resilience in the presence of high and
frequent fault rates. Despite availability being identified as an
important quality for dynamic software systems [66], no met-
rics or evaluations focused on the availability of core system
functionality. In addition, we found no metrics or analyses
to evaluate the suitability of approaches running in environ-
ments where incomplete or stale informationwas a constraint.
Experiments could focus on evaluating the accuracy of the
global snapshot needed to make decisions or could evaluate
the outcome given environments with varying levels of stale
or incomplete information. This analysis was missing from
all papers, including those few that considered incomplete
information.

Adaptability is a desired system property yet none of
the experimental analyses considered a comparison between
proposed self-adaptive approaches or techniques. A criti-
cal open research gap remains in evaluating self-adaptive
approaches and in comparing their benefits and trade-offs

in achieving a specific outcome. Our findings confirm the
findings from [41], which concluded that in their studied
papers the evaluation of adaptive systems is generally not
addressed explicitly in either the managed or managing sys-
tem and adaptation metrics are generally not considered.
The evaluation of self-adaptive systems in the 238 papers in
our set tended to focus on aspects specific to the goals of
the system where self-adaptability was being applied. This
includes aspects such as relevant performance metrics and
overheads within their context of operation. While this con-
tributes to understanding the value of a self-adaptive system,
it offers little in the way of providing an understanding of
how adaptability itself might be evaluated. This presents as
a significant gap in the literature, which if addressed would
allow, for example, the comparison between approaches on
the basis of adaptability and the identification of the extent of
adaptability that various approacheswould enable. An experi-
mental framework to compare between different self-adaptive
techniques is yet to be designed and implemented, resulting
in a lack of understanding of mechanisms of adaptation and
their suitability for different application domains and thus
limiting the use of self-adaptive approaches in domains with
critical requirements and long purchase cycles such as the
military.

An important consideration relating to distributed and
decentralised self-management is the ability to globally eval-
uate systems and their adaptability. This presents a complex
problem as the evaluation of a single component may not
be representative of the global situation due incomplete or
stale information. In order to address this problem, metrics
that are ergodic in nature are required. Similarly, mechanisms
are needed by which local metrics can be aggregated and
shared efficiently while considering bandwidth and other
relevant constraints. Such an approach will be important to
support any evaluation of the adaptability of distributed and
decentralised self-managing systems.

B. CRITICAL SYSTEM PROPERTIES
The desired system properties for self-adaptive systems run-
ning in contested and resource constrained environments
are adaptability, reliability, fault tolerance and security, yet
few of the papers considered them in their evaluation,
namely, in 17%, 4%, 13% and 4.8% of papers respectively.
We also found that few papers (less than 3%) considered
self-CHOP properties together. An explicit consideration of
self-organisation, self-healing and self-protecting together
would allow approaches to move towards decentralised solu-
tions, thus providing a significant increase in fault tolerance
and resilience. It is unclear from the design considerations
and evaluations present in the papers whether this is due
to specific trade-offs encountered in the design or to the
specifics of the application domains. As the most popular
domains include cloud computing, web services and appli-
cations and wireless networks, where faults are frequent and
costly, it is more likely that specific trade-offs limited the
design, however these are not documented nor evaluated.
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Evolvability, defined as the ability to evolve in dynamic
situations [67], is another important property for self-adaptive
systems in changing and unpredictable environments.
As opposed to adaptability, which may range from an imme-
diate response to a fault to adjusting the goals of a system
when faced with new information, evolvability enables a
self-adaptive system to change its behaviour over time by
adjusting its architecture and components and introducing
novel functionality to meet operational needs and to excel in
its environment. This is important for self-adaptive systems
in environments such as the military domain due to the
vast potential of operating contexts that cannot easily be
accounted for during self-adaptive system design. A small
number of papers (11%) considered this property in their
evaluation, such as [68] where adaptation effectiveness of
the considered approaches was evaluated in terms of key
quality constraints for a particular application. In the future,
a heightened focus on evolvability would support the devel-
opment of highly complex self-adaptive systems for dynamic
environments.

C. CONTESTED AND RESOURCE-CONSTRAINED
ENVIRONMENTS
An aspect of functioning in contested and resource-
constrained environments is that self-adaptive systems should
consider managed systems that are distributed and managing
systems that are decentralised in terms of computation and
decision making. Papers that evaluate these types of systems
provide a greater insight to relevant metrics and limitations,
in line with operation in a military battlespace. As pre-
sented in Section V, the majority of managed systems in
the reviewed papers were distributed, but managing systems
were predominantly centralised. This highlights a significant
research gap in the field, as centralised solutions are not suit-
able in environments where bandwidth is limited and failures
are frequent. It should be noted that the majority (five) of
the six CRC papers considered distributed managed systems
and decentralisedmanaging systems, however these solutions
represent only 2% of our set.

Another relevant characteristic of the approaches consid-
ered in this review is how they address resource congestion.
We found that the most common ways to address resource
congestion are resource provisioning, reconfiguration, and
load balancing. Only reconfiguration and load balancing are
possible in systems where resources are finite (so no new
resources can be allocated), such as in the majority of military
systems or in application domains where resource purchasing
cycles are static and lengthy. An exception is cognitive radio
systems, in which radio modulation schemes can be changed
dynamically, trading off resilience and capacity, thereby pro-
viding an avenue to generate additional resources (capac-
ity) and provision accordingly. Very few papers (4.6%)
considered environments where the information about the
system components was not readily available. The mech-
anisms employed in these cases were heartbeat or refresh
based. Only six papers considered resource-constrained and

contested environments and most had limited analysis in
terms of the metrics and scenarios considered. Furthermore,
as environments are dynamic and their constraints evolve,
there is a lack of understanding of the mechanisms of
adaptation and their suitability to different environmental
constraints, further highlighting the experimental analysis
identified above.

The nature of the environment, where information might
not reach its destination, implies nodes have an incomplete
view of the entire system and thus have to make decisions
based on local snapshots. The constrained nature of the
computing platform also implies that adaptation goals might
not always be entirely met. In this case, it is critical that
the self-adaptive system is able to evaluate that the adap-
tation goal has not been met, identify reasons, and change
its strategy. None of the works in the CRC set consider this
perspective.

Another important consideration in the design of any
self-adaptive system that operates in a contested and
resource-constrained environment is how and whether adap-
tation is modelled from a theoretical and/or formal perspec-
tive. Having a theoretical or a formal understanding of how
self-adaptation should happen offers increased confidence in
the self-adaptive system as the system can be theoretically
validated or formally verified. It also also allows for pre-
cise interventions as the system matter experts have a better
understanding of the effect of specific input or environment
changes on the self-adaptation outcome. Increased confi-
dence in the system and the ability to quickly and precisely
change the outcome or choice of self-adaptation is critical,
in particular in systems that run in crisis situations or in
military operations.

The work of Jamshidi et al. [52] enhances aMAPE-K loop
with online learning and extensively models the dynamics
of the fuzzy self-learning mechanism using an analytical
approach. Similarly, Antoniou and Pitsillides [63] analyti-
cally model the Lotka-Volterra competition model employed.
Reza and Barbeau [60] presents an extensive analytical
model of adaptation both within the security focused adap-
tation and in the video focused adaptation. The authors of
[65] present a theoretical evaluation of the time complexity
of the adaptation process but do not model the adaptation
process itself. Similarly, Xu et al. [5] extensively model
the AM network using the conceptual framework and nota-
tions from complex network theory and evaluate the cost of
communication and the cost of building the network. They
also evaluate the cost of adaptation as local load adjustment.
Berrayana et al. [64] do not formally or theoretically model
adaptation.

Aswe can see, adaptation is theoreticallymodelled in some
form in the majority of papers in the CRC set. However,
aMAPE-K loop is only considered by a single work, and only
from a high level perspective, without explicitly modeling or
considering each layer of the loop. This lack of theoretical
modeling, together with the lack of extensive evaluation as
discussed above, pose significant challenges for the adoption
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of these techniques in environments where the trust of user in
a proposed solution and the confidence on specific outcomes
are of paramount importance.

D. THREATS TO VALIDITY
The main threats to validity of this survey relate to bias
in the selection or exclusion of a paper. To mitigate this
bias, the authors initially conducted five calibration sessions,
where ten papers were discussed and assessed in each round.
Weekly meetings were also held, where each researcher dis-
cussed papers they were unsure about, in terms of whether
they aligned with the inclusion criteria. In the classifica-
tion and data collection stage, papers were assigned in a
reverse order to researchers, thus ensuring that each paper
was reviewed twice for inclusion in this study. Another threat
relates to data collection where poor descriptions in the
papers might have resulted in inference of information.When
this occurred, researchers discussed the papers during the
regular weekly meetings.

Another potential bias is introduced by the search string,
which will inherently, through the presence of the word ‘sys-
tem’, ‘architecture’, or ‘design’ not consider papers where
these words are not present. This might focus the search
on network, systems, and security papers and remove some
application domains and thus not completely cover all fields
where adaptation is considered. However, since our focus is
on adaptive and autonomic architectures, systems, or designs,
we believe that the coverage is sufficient, in particular to
allow us to better understand adaptation in contested and
resource constrained environments.

E. RESEARCH GAPS
Several research gaps can be identified from the discussion
above, namely, (i) the lack of formalisms, techniques and
frameworks for evaluating self-adaptation, (ii) the need of
metrics and dissemination mechanisms that permit the use of
local and global metrics to make self-adaptation decisions,
(iii) the need to consider additional properties in order to
design resilient self-adaptive systems, and (iv) the lack of
machine learning techniques employed in self-adaptive solu-
tions. We discuss these in detail in this section. Firstly, there
is a critical need for extensive evaluation of self-adaptation
in systems operating in contested and resource-constrained
environments, where failures are frequent. Our analysis found
that studies used metrics related to fault tolerance, but there
were no experiments that looked at system resilience in the
presence of high and frequent fault rates. We found that
no papers presented an analysis of self-adaptation given
environments with varying levels of stale or incomplete
information. Similarly, we found no framework, formalism,
or standard that would allow researchers to compare between
self-adaptation approaches. An experimental framework to
compare between different self-adaptive techniques is yet to
be designed and implemented, resulting in a lack of under-
standing of mechanisms of adaptation and their suitability
for different application domains. This framework would also

need to rely on theoretical, formalised representations of
self-adaptation in the managing system and of the specific
constraints within the managed system and its environment.

Secondly, self-adaptation, regardless of the way in which
it is implemented, requires decisions to be made about the
environment and context in which the system is operating
and thus inherently relies on accurate and effective local
and global metrics. The nature of the environment, where
information might not reach its destination, implies nodes
have an incomplete view of the entire system and thus have
to make decisions based on local snapshots. Mechanisms are
needed by which local metrics can be aggregated and shared
efficiently while considering bandwidth and other relevant
constraints.

Thirdly, several system properties, such as evolvabil-
ity and the tuple of self-organisation, self-healing and
self-protecting are not considered. Evolvability would ensure
that self-adaptation is dynamic, changing with the environ-
ment or with the available information. Self-organisation,
self-healing and self-protection considered together with
self-adaptation would allow for managed systems to be
implemented as distributed systems effectively. Addressing
both these gaps will allow for the implementation of resilient
self-adaptive systems that can respond well to significant
changes in the environment.

Fourthly, our analysis found that machine learning tech-
niques, despite their promise, were not explicitly considered
by the papers surveyed. Machine learning techniques can
address several of the research gaps highlighted above, such
as making decisions based on incomplete or uncertain data
or metrics, or including multiple desired properties within
the adaptation goal. They allow for decisions to be made
online, without prior training and in the presence of uncertain-
ties and incomplete data. In addition, excluding the training
runtime, the decision runtime of a machine learning model
is significantly smaller than that of other optimization tech-
niques. Machine learning approaches pose also significant
challenges, including explainability, sensitivity to specific
inputs, and ease of adaptation to dynamic contexts, and as
such there is a critical need to study their application to
self-adaptive systems.

VII. CONCLUSION
Self-adaptive systems are a promising approach for address-
ing the uncertainty and complexity of today’s software envi-
ronments. However, existing software environments are also
prone to attacks or failures, resulting in poor availability
of information about all system components. In addition,
resource congestion frequently occurs in environments where
resources are limited or large amounts of information are
exchanged between critical components that are computa-
tionally expensive.

In this systematic literature review of self-adaptive sys-
tems papers, we identified works that considered contested
or resource-constrained environments. Our analysis showed
significant progress in the field, in particular with respect to
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the breadth of application domains and the implementation
of self-CHOP properties, but also identified critical research
gaps. We found that although the majority of the managed
systems were distributed, most managing systems proposed
centralised solutions, thus representing a critical point of
failure and reducing the applicability of these solutions to
adversarial environments and/or those where failures are fre-
quent and costly.

As large-scale, failure prone systems are becoming ubiq-
uitous, our review identifies that there is a critical need
for decentralised self-adaptive managing systems that con-
sider resource congestion and the lack of complete readily
available information. In addition, in order for self-adaptive
systems to be employed in domains with critical operation
constraints such as military operations, it is paramount that
the evaluation of these systems is extensive, under a variety
of scenarios and configuration parameters, and that metrics
to identify adaptability itself are investigated and employed.
Our analysis found that few evaluations showed the benefits
of a self-adaptive solution over a baseline approach and that
an evaluation framework or benchmark for self-adaptive solu-
tions is yet to be proposed. We also found that there is limited
understanding of the benefits and trade-offs of employed
self-adaptive techniques in achieving specific outcomes and
the question of which self-adaptive technique is best suited
for a particular purpose remains unanswered. Lastly, adapta-
tion is only rarely explicitly modeled, either theoretically or
formally, and thus the system’s behavior cannot be formally
verified or validated. This offers few guarantees about the
expected behavior of the system and can have implications
about its use in practice, in particular in crisis situations or
military operations.

With the need to evaluate and formally model self-
adaptation and managed systems comes the need to consider
more than self-adaptation in order to ensure that the sys-
tem is resilient to failures and uncertainties. This includes
considering evolvability, self-organisation, self-healing, and
self-protection holistically in the design of the system. There
is a research gap in understanding how this can be achieved
with minimal compromise or trade-offs. Lastly, a critical
research gap remains in the use of machine learning tech-
niques to improve self-adaptation decisions and actions,
which has not been explored yet. All these are research chal-
lenges with significant potential to further widen the reach of
self-adaptation across a multitude of application domains.
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