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ABSTRACT Enumeration of metro passenger volume is essential in providing effective passenger guidance
and improving the usage rate of each carriage. However, existing methods cannot provide the accurate
number of alighting and boarding passengers at each gate on the platform. For existing visual methods,
the occlusion problem seriously affected the results caused by the angle of view. In this study, we introduce
a real-time metro passenger volume enumerating algorithm that is simple, effective, and fast enough to run
on edge devices mounted above the platform gate. First, we capture videos from the cameras and design
an anchor-free object detection network called CircleDet to detect passengers’ heads. CircleDet predicts a
circle to localize and bound the target instead of traditional bounding box. Then, we apply a simple but
effective circle IoU-based method to identify and track passengers in the videos. CircleDet can achieve up
to 111 frames per second (FPS) running on NVIDIA RTX 2080 and 7.8 FPS on an NVIDIA Jetson Nano
device. The accuracy of enumeration is as high as 97.1% on our own metro object detection (MOD) dataset.

INDEX TERMS Metro passenger volume, edge device, deep learning, computer vision.

I. INTRODUCTION
In cities around the world, the metro train system is one of
the most important urban transportation system. The main
advantage of metro is the overwhelming payload capacity
compared with other means. However, this capacity relies on
flexible train dispatching and effective guidance that makes
each carriage payload full and balanced on the platforms.
As the metro trains become longer and longer, balancing
payload of each carriage is of great importance. As a result,
passenger volume at each gate is a key factor that is essential
to enumerate metro passenger volume in real time.

Over the years, many metro corporations mainly use these
common types of enumeration for passenger volume: video
surveillance, weighing, RFID reader and turnstile enumera-
tion. However, these methods may suffer from low accuracy
and efficiency. Moreover, aforementioned methods cannot
precisely provide the number of passengers entering or leav-
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ing each carriage and train gate. As a result, they cannot be
reliable real-time evidence of passenger guidance and train
dispatching.

With the development of sensor and computer technology,
the video-sensor-based detector has become popular. Tradi-
tional computer vision were applied to the task mentioned but
they heavily depended on controlled condition and vulnerable
to changes. Early works try to extract global features in the
images first, such as texture, gradient, edge features, or local
features, such as SIFT [1], HOG [2] and LBP [3]. Then, they
directly learn the mapping from an image patch to the count.
However, these methods based on hand-craft features not
only suffer from low accuracy but also always ignore spatial
information.

In recent years, many scholars have studied the possi-
bility of using deep neural networks to solve the detection
problem. Many excellent works have been conducted, such
as R-CNN [4], Fast RCNN [5], Faster RCNN [6], YOLO
series [7]–[9], SSD [10] and CenterNet [11]. Although these
methods detect the targets in sight with high accuracy, they
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FIGURE 1. An example image of passengers captured by overhead
camera.

still do not work well under a more complex situation such as
occlusion, scale variation and rotation of targets.

Some scholars try to use CNN to count crowds at a coarser
granular level [12]–[18]. Researchers train CNN to learn
multi-scale features from a whole image and directly pre-
dict the number of people in a crowd in a supervised or
self-supervised manner.

However, the computation consumption of these methods
may not be suitable for mobile devices, and balancing accu-
racy and speed on the edge devices is difficult. Although
the latter methods using multi-scale information work well
under some situation of occlusion and multi-scale variation,
they cannot provide a precise number of passengers under
different shooting angles.

In this study, considering the trade-off between accuracy
and hardware capacity constrain, we introduce an enumer-
ating paradigm for real-time metro passenger volume. This
paradigm is simple, effective, and fast enough to run on
edge devices. First, a dataset containing various types of
passengers from the real world is developed. The video data
are in the videos captured by the cameras mounted on top of
a platform screen door (PSD) and aimed at the gap between
the metro door and PSD. As a result of this shooting angle,
the occlusion problem can be eliminated. Then, we design a
new CNN network to detect passengers. Our design is based
on the deep layer aggregation (DLA) [19] network structure,
and simplify it according to our task. We also apply MBConv
block [20] as basic block that helps network run on edge
devices. The network takes the RGB image as input and pre-
dicts the position and size of the head and body of passengers
in an anchor-freemanner. In particular, we design the network
predicting bounding circles instead of boxes to present the
size of the target, so we named it CircleDet. To mark and
track passengers in the videos, we propose an algorithm
based on the predictions of head, which basically rely on the
relationship of the heads measured by circle intersection over
union (IoU). Finally, we record every passenger moving track
and enumerate the passenger volume in the metro platform.

The contributions of this study can be summarized as
follows:

• To the best of our knowledge, this study is the first to
adopt anchor-free style detection network to solve the
problem of enumerating metro passenger volume.

• CircleDet: We propose a circle representation for human
head and body detection in a neural network. To a certain
extent, CircleDet reduces computation cost and makes
inference faster. The proposed CircleDet network has
better rotation consistency in detecting human heads.

• We propose a human marking and tracking algorithm to
enumerate passenger volume. It is based on the circle
representation prediction on the head.

II. RELATED WORKS
A. CONVOLUTIONAL NEURAL NETWORKS WORK ON
EDGE DEVICE
As the edge devices usually needs to be small enough or
portable in practical application, the performance encoun-
ters difficulty in meeting modern convolutional neural
network’(CNN) requirements. As a result, improving the
resource efficiency of CNN models has been a hot research
topic in recent years. There are two types of mainstream
approaches: 1) quantizing the weights and activation layers
of the baseline CNN model into lower bits format, or prun-
ing some less important layers and filters of in the net-
work to reduce computation, and 2) designing more efficient
mobile architectures manually or using network architecture
search (NAS): SqueezeNet [21] uses 1× 1 convolutions and
reduces filters sizes to reduce parameters and computations.
MobileNet series [22], [23] apply depthwise separable convo-
lution and redesign the residual architecture to balance effi-
ciency and accuracy. In addition, NAS is applied to train the
network itself to find out the best network model architecture
under designed constraint condition, such as MnasNet [20],
MobileNetV3 [24].

B. ANCHOR-BASED AND ANCHOR-FREE DETECTION
NETWORK
Object detection task involves predicting objects location,
size and categories. Location and size are usually described as
bounding box. To predict bounding box of objects, researches
use designed anchors and regress each anchor size and
location to fit ground true bounding boxes. Although these
methods achieved good performance, they still suffer from
problems caused by non-maximum suppression in selecting
output bounding box and need well-designed initial anchor
scales and ratios in different scenes. To solve the problems
mentioned above, several anchor-free detection networks
have been proposed recently. They tried different ways to
avoid usage of anchor. Using key-points estimation to detect
objects: CornerNet [25] detects two bounding box corners as
key-points. CenterNet [11] and FCOS [26] predict the center
point of the target object in the image. Some networks apply
semantic segmentation skill to object detection task [27].
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FIGURE 2. The pipeline of enumerating passengers in metro.

FIGURE 3. CircleDet architecture.

Extracting multiple representative points of objects in image
is also proposed [28]–[30].

C. PASSENGER ENUMERATION IN TRANSPORTATION
It is crucial for public transportation to develop an efficient
management system. If the passenger can be enumerated
in different transportation situations, then the routes and
schedules can be effectively improved. Many scholars have
exerted effort to meet the needs of enumerating passengers.
Hsu et al. [31] propose a passenger flow counting model
for buses based on deep learning. Using image analysis and
shape detection, Grönman et al. [32] developed a system to
collect statistics about bus passengers. Nakashima et al. [33]
used GPS, drive recorders and other sensors that are already
equipped in the bus to estimate the number of passengers.

III. METHODOLOGY
The whole pipeline of our algorithm is shown in Fig.2. First
a frame of video is obtained by CircleDet to detect human

heads. After detection, circle IoU-based identification is
applied to result and previous one to track passengers. Finally,
when a multiple frame of trace tracking is finished, the num-
ber of passengers alighting or boarding can be obtained.

A. CircleDet
1) ANCHOR-FREE BACKBONE
In Fig.3, the backbone network is designed in the anchor-free
style. Although CenterNet possesses a combination of high
performance and simplicity, it still computational expensive
in edge devices. Thus, we simplify the backbone network
and reduce the predicting heatmap number by using circle
representation. Stages in CircleDet backbone are marked in
different colors in Fig.2.

As the camera detecting passengers is at a fixed pitch
angle, the size and appearance of the human head in image is
relatively fixed. Therefore, multi-scale fusion of feature maps
is essential but can be reduced in this scene. In CircleDet,
we follow an idea of DLA [19] network to design ours. DLA
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can learn to better extract the full spectrum of semantic and
spatial information from a network. However, it not only
requires too much computation resource and memory of edge
devices in the hierarchical deep aggregation (HDA) of DLA,
but also the task of detecting passengers does not require
extremely deep aggregation of feature maps. As a result,
we shrunk the depth of each stage into only 1 in HDA.
Furthermore, we also cut down some channels inside the
network to make it slimmer and fit for the edge device.

For each stage in the network, we use transpose convo-
lution to upsample feature maps and concatenate the same
size output feature maps of each stage. To further fasten
the inference speed and balance the average accuracy and
speed, we use the MBConv block as basic block in CircleDet.
MBConv block is first used in MnasNet [20]. MBConv block
is searched by NAS in consideration of balancing accurate
and source consumption. MBConv block not only applies
residual design and squeeze and excitation (SE) module, but
also uses depthwise convolution. These techniques reduce
computation and parameters but keep the model accurate at
the same time.

2) CIRCLE REPRESENTATION
Commonly, object detection tasks use a bounding box tomark
targets in images. Once the center point of the bounding
box is determined, bounding box representation requires a
network to predict two dimension variables, which are width
and height. However, in the passengers enumeration task,
targets are human heads which usually appears in round
shape at an overhead view. In this case, not only using circle
representation need to predict only one dimension variable
which is radius, but also has multiple benefits in the detection
task of human heads.

FIGURE 4. Circle representation.

First, as shown in Fig.4, circle representation has only
one degree of freedom compared with bounding box repre-
sentation. Although human heads are round in most cases,
bounding box representation is mainly designed for oriented
detection approaches. In other words, it is not necessarily
optimized for round-shape target detection. Second, circle
representation requires less computation cost in inference

time. Third, less predicting outputs mean less difficulty for
networks to train and better performance on simple network
model. As a result, there is more design room for simplifica-
tion of the backbone network. Converting the bounding box
representation to circle representation is straightforward and
simple. As it uses Gaussian heatmap to describe, center point
positional information can be combined with target radius.

The original ground-truth bounding box can be described
as xb, yb,w, h, which stand for center point coordinates xb, yb
and bounding box width and height. We transform the bound-
ing box to circle representation as (xc, yc, r):

(xc, yc) = (xb, yb),

r =


√
w · h
π

,
w
h
> 0.7 or

w
h
< 1.3,

√
w · h
2

, otherwise.
(1)

where (xc, yc, r) stands for coordinates of center of bounding
circle and its radius. The region of width and height ratio is
(0.7, 1.3) for the round-shape targets. For the ground truth
heatmap of the center point, the variance σx , σy of Gaussian
distribution used to produce heatmap is set to

σx = σy =


r
6
,

w
h
> 0.7 or

w
h
< 1.3,

0.6×min(w, h)
12

, otherwise.
(2)

3) LOSS FUNCTION
CircleDet follows the basic definition of terms of CenterNet.
The input image I is defined as I ∈ RW×H×3, where W and
H are width and height of the image. The output of CircleDet
has three branches: heatmaps of center, radius of circle, and
offset.

The branch of the center point heatmap shows the cen-
ter point localization of each object, which is defined as
Ŷ ∈ [0, 1]

W
R ×

H
R ×C . C is the number of classes and R is the

downsample ratio of predicted heatmap output size. In pre-
dicted heatmap Ŷ , the center point pixel of the head or body
ideal value should be 1. To let CircleDet learning center point
easier, the ground truth of the target center point is modeled
as a 2D Gaussian kernel:

Yxyc = exp

(
−
(x − p̃x)

2
+
(
y− p̃y

)2
2σ 2

r

)
. (3)

where p̃x and p̃y are the target class center point position
in downsampled heatmap, the size of which is W

R ×
H
R . σ

2
r

is standard deviation of kernel. Different from CenterNet,
the σ 2

r is based on the area of original bounding box in
ground truth data. Details are presented in Section III-A2. The
predicted heatmap is optimized using focal loss as

Lhm=
−1
N

∑
xyc

{
(1−Ŷxyc)αlog(Ŷxyc) if Yxyc = 1
(1−Yxyc)β (Ŷxyc)αlog(1−Ŷxyc) otherwise.

(4)

where α and β are hyperparameters of focal loss.
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Both branches of predicting circle radius and offset use
L1 loss to meet the regression task and described as Lr and
Loff . The offset predicting branch is the same in CenterNet,
which is formulated to further refine the center point predic-
tion caused by the difference between input and output map
size. The supervision acts only at keypoints location p̃.

Loff =
1
N

∑∣∣∣Ôp̃ − ( pR − p̃)∣∣∣ (5)

Lr =
1
N

∑∣∣r̂ − r∣∣ (6)

The overall loss is:

Lall = Lhm + λrLr + λoff Loff (7)

where λr = 0.1 and λoff = 1 to balance different task
importance during training.

B. IDENTIFICATION AND TRACKING
To enumerate the passengers in a video, we need a method
to identify and track each one recorded by camera. The
method should be effective but simple enough to run on
the edge device. We proposed an identification and tracking
method based on intersection over union (IoU) using circle
representation.

FIGURE 5. Circle IoU.

Calculating the IoU in circle representation is similar to the
one in bounding box representation. In Fig. 5, we show two
condition of calculation the IoU in the blue and red circles.

circle IoU =
Area (A ∩ B)
Area (A ∪ B)

(8)

d =
√
(xA − xB)2 + (yA − yB)2

Dx =
r21 − r

2
2 + d

2

2d

Dy =
√
r21 − D

2
x (9)

Area(A ∩ B) = r21 sin
−1(

Dy
r1

)+ r22 sin
−1(

Dy
r2

)

−Dy(Dx +
√
r22 − r

2
1 + D

2
x) (10)

Area (A ∪ B) = πr21 + πr
2
2 − Area A ∩ B (11)

where r1, (xA, yA), r2, (xB, yB) are radius and the center point
coordinates of red and blue circles.

To identify the same person between adjacent frames,
we assume that the camera frame rate is fast enough and

bounding circles of the same person head in adjacent frames
would overlap. As a result, the circle IoU of two bounding
circles would be large enough to identify the same person.
Based on this assumption, a passenger identification and
tracking algorithm is proposed.

CircleDet possesses frames of length T , which {F t |t =
0, . . . ,T }. For the moment of t , it give a result of detection in
frame F t , and we mark it as

Dt = {H t
i (c

t
i , r

t
i ,M

t
i )|i = 0, . . . , n; n ∈ N} (12)

which means n human heads are detected in frame F t and
the ith human head is marked as H t

i . H
t
i has three attributions

(cti , r
t
i ,M

t
i ) where (cti , r

t
i ) stands for coordinates of center

point and radius for bounding circle and M t
i for the identi-

fication mark of the person. Therefore, the result of detection
in frame F t−1 is Dt−1 = {H t−1

j (ct−1j , r t−1j ,M t−1
j )|j =

0, . . . ,m;m ∈ N}. The calculation of circle IoU of Hi and
Hj adjacent frames F t−1 and F t can be written as

ηij = circleIoU (Hi,Hj) (13)

where ηij is the circle IoU of bounding circles of Hi and Hj.
If circle IoU result ηij is more than the threshold value α, then
the two of bounding circles in adjacent frames can be iden-
tified as the same person and share the same identification
mark M , which meansM t

i = M t−1
j .

After the identification step, tracking a passenger in the
sight of the camera means tracking the bounding circle with
the same identification markMk . The track can be written as

TrackMk = {H
τ , . . . ,H τ+1t

} (14)

where τ is the moment when H τ (cτ , rτ ,M τ
k ) is first detected

and M τ
k is assigned to the M τ+1t of H τ+1t in the lasting

1t frames. When 1t ≥ β, TrackMk can be considered as
an effective moving track of passengers to prevent a false
positive detection result in which CircleDet detected some
other things as human heads or a person wandering around
the door. Thus, a passenger TrackMk is recorded therefore the
center point moving distance and direction are calculated to
recognize passengers who are alighting or boarding.

IV. EXPERIMENTS
A. DATASET
In this section, the dataset acquisition is illustrated in detail.

1) DATASET CONSTRUCTION
To develop a dataset containing daily passenger volume in
the metro station, a device contained high-definition (HD)
camera and edge computing unit is mounted on top of the gap
between the metro door and platform screen door (PSD) [34].
We mounted 24 devices in the metro station in Guangdong,
China and recorded each PSD daily passengers alighting
and boarding video. Among these videos, 6508 images were
selected to construct a passenger detection task in our metro
object detection (MOD) dataset. The MOD dataset not only
contains detection task images and their labels such as pas-
sengers, foreign object and unusual behavior of passengers
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FIGURE 6. Abnormal human heads situation.

but also a large amount of daily metro videos data. In this
study, we collected 6508 images from the MOD dataset as
training data and 20 times of metro traveling data to validate
our algorithm, 28 × 24 = 672 videos in total. The training
dataset included all types of human heads, such as wearing a
hat, bareheaded and white hair.

Although the cameras were mounted on the fixed angle,
many variants can cause degradation of images. For example,
as the limitation of the edge device, the frame rate of videos is
approximately 8 to 10 FPS (frames per second), which causes
blur image frame. Also, the illumination may vary from one
PSD to another and cause a different situation of light source.
Specifically red and white flashing light bands are mounted
on the end of the platform, which causes challenges int the
enumerating task. In Fig. 6, several examples are shown.

2) TRAINING, VALIDATION, AND TEST DATASETS
Although the CircleDet uses circle representation to predict
heads of passengers, the origin ground truth of the MOD
dataset still uses bounding box representation. Each labeled
image frame corresponds to an XMLfile, which contains var-
ious information of it (file name, storage path, width, height,
class, and bounding box coordinate). Our dataset consists of
two clas, human head and body part, which are labeled as
head and person. To generate the testing dataset, 20% of the
images are randomly selected from annotation ones, namely
10% randomly selected images constructed the validation
dataset and the rest constructed the training dataset.

B. IMPLEMENTATION DETAIL
1) NETWORK BLOCK DESIGN
The original CenterNet backbone used bottleneck residual
block and the multi-branch block in ResNeXt [35] as a basic
block combined with the DLA network design. However,
limited by the edge device computation ability and mem-
ory, these network designs still consume a large amount of
resources. As shown in Fig. 3, we replace the basic block
with modified MBConv block. The basic block in CircleDet
is designed as shown in Fig. 7.

2) TRAINING AND TESTING PLATFORM
The CircleDet and the other network models are trained on a
computer with an Intel Core i9 7920X central processing unit
(CPU), 48 GB DDR4 memory, and NVIDIA three GeForce
RTX 2080Ti graphic processing units (GPUs). Three types of

FIGURE 7. The basic block of CircleDet. The convolution layers parameter
in the figure is (input channels, output channels, kernel size, stride).

test platforms are used. One is a personal computer (PC) with
Intel Core i5 6500 CPU, 16 GB DDR4 memory, NVIDIA
GeForce 2080 GPU. Another one is NVIDIA Jetson Nano
with Quad-core ARM Cortex-A57 MPCore CPU, 4 GB
LPDDR4 memory and NVIDIA CUDA core as testing edge
device platform. The computation ability of different devices
can vary from one to another. Specifically, the edge device
of our testing platform, namely, Jetson Nano, can only pro-
vide maximum 472 GFLOPS (giga floating-point operations
per second).

- Training stage: We train our model using Pytorch. We use
Adam optimizer with an initial learning rate of 0.000125, and
drop learning rate by 10% in step 90 and 120 epochs.We train
on our MOD dataset with a batch size of 32.

- Testing stage: We test and compare our networks against
other network models in detection task. To validate the effi-
ciency of our algorithm for the whole pipeline, we used
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TABLE 1. Experiments results of networks in detection task.

TABLE 2. Experiments results of different modification in CircleDet.

672 videos to test the accuracy and recall. These videos
contained video parts of passing passengers up to 13733.

C. RESULTS
As the passenger volume enumeration depends on the detec-
tor and tracking algorithm, the results of experiments are
divided into two part in this section, namely, detection and
enumeration tasks. The detection task section mainly shows
the result of CircleDet. The enumeration task section mainly
shows the test result of overall pipeline.

1) EVALUATION METRICS
The evaluation metrics often used in object detection is
mAP, which means the average of Average Precision (AP)
over all categories. In this study, our detection targets are
human heads and bodies. We follow the calculation method
in VOC2010: to calculate AP, we sample the monotonically
decreasing curve at a fixed set of uniformly spaced recall
values from 0 to 1 by step of 0.1. Evaluating the speed and
efficiency is important because it needs to be run on the edge
device. We calculate the parameters amount, time usage for
each frame, and floating point operations (FLOPs). For the
enumeration task, we compute the enumeration task error by

Error =
Prediction−GroundTruth

GroundTruth
× 100% (15)

2) DETECTION TASK
The detection task in our algorithm aims to locate the heads
of passengers in each frame. To further provide additional
location information of passengers, we also add the person
class in our dataset. Person class annotation in the dataset is
a bounding box that covers the whole body of a passenger.

As shown in Table 1, we compared AP, amount of
parameters, FLOPs and inference time of different models.
In Table 2, we apply different network design to CircleDet.
We use network_basic block_backbone design to identify.
In basic block, Res stands for using the residual bottleneck
block as basic block in the network. MBConv stands for
applying MBConv block which is shown in Fig.7. In back-
bone design, there are different version of CircleDet, DLA
stands for using basic DLA network architecture design. The
suffix stand for modifications in DLA network: 1 for shal-
lower HDA depth as shown in Fig.3, c8 for reduced channel
design, Leaky for using leaky ReLU as activation function in
the network.

As shown in Table 1, the methods based on deep learning
can achieve impressive results while maintaining a fast detec-
tion speed on GPU. The results are compared with Center-
Net with DLA backbone, YOLOv3 with mobilenetV3 back-
bone, SSDLite with mobilenetV3 and FPN backbone, and
ppYOLO. At first glance, CircleDet is about 6% behind
CenterNet in accuracy. As we further look into our detection
result, we found that is the person class is not appropriate
to circle representation. As the body part is not rotation
consistent, it will lower the whole performance in our test.
However, this condition reveals that the head and body part do
not have the same rotation consistent property. Nevertheless,
the accuracy of CircleDet is sufficient for our subsequent
tracking and enumeration task.

CircleDet_MBConv_DLA, CircleDet_MBConv_d1, Cir-
cleDet_MBConv_c8 are the models that show different
design and modifications mentioned in Section III-A on
DLA34 effect on accuracy, amount of parameters, and
FLOPs. The CircleDet_MBConv_d1c8 reduces the channels
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FIGURE 8. Detection result.

FIGURE 9. Examples of tracking and enumerating.

in the backbone, and reduce the depth of feature aggregation.
It reduces large amount of parameters and inference FLOPs
while maintaining relatively high accuracy of 92.2%.

This result shows that the original design of DLA is too
complex and not necessary for the task of head detection.
Comparedwith 16.373million parameters and 25.890 FLOPs
of CenterNet, CircleDet only has 2.874 million parame-
ters and consumes 7.849 FLOPs. This means CircleDet
is 5.7 times smaller and cost 3.29 times less computation
resource than CenterNet.

For the inference time per frame, we test it on both CPU
and GPU. Our best model costs 9 ms per frame running on
GPU, in other words, 111 FPS. Although it may be seen
that there is not much improvement, the situation is clearer
when running on CPU (lots of edge devices have no GPU
for deep neural network acceleration). CircleDet only costs
130 ms per frame while CenterNet needs 1906 ms. CircleDet
is almost 14.7 times faster and maintains high accuracy. The
performance of CircleDet meets the speed requirement in our
real-time enumeration task.

When we further look into the detection result shown
in Fig.8, we can see how circle representation affects the
results of anchor-free design networks. The first row shows

the detection results of heads that will be used in subsequent
tracking and enumeration. The second row shows prediction
results of center point heatmaps. The third row shows all class
prediction results and confidences, which includes head and
person class.

3) ENUMERATION TASK
In the enumeration task, the entire algorithm pipeline
applies to the real-world situation. We choose Cir-
cleDet_MBConv_d1c8 which is mentioned in Detection Task
as the detector in our pipeline. The passenger volume was
enumerated in 672 videos, which recorded 28 metro trips in
total. Some examples of trace tracking and enumeration are
shown in Fig. 9.

The statistical data are shown in Fig. 10. The amount of
passenger volume is enumerated in each metro trip. The num-
ber of passing passengers means that both directions, alight-
ing and boarding, of passengers are enumerated and added
together. Enumeration error of each trip is shown in Fig.11.

The total number is shown in the Table 3. False detection
means our algorithm detect something else as a passenger and
enumerates them. For example, black bags or suitcases are
recognized as human heads and counted. Misdetection means
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FIGURE 10. The enumerating result in 28 metro trips.

FIGURE 11. The enumerating error in 28 metro trips.

that some passengers are not counted in the videos. This
situation happens when passenger heads are not recorded by
the camera.

‘‘GT’’ stands for real number of people and ‘‘Pred’’ stands
for our own enumerating result. The number of passing pas-
sengers those who are alighting and boarding.
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TABLE 3. Enumeration result of 672 videos.

We also found that our algorithm still perform well in
situation that some passengers behave confusing. For exam-
ple, there are some passengers wandering around the PSDs.
Thanks to the tracking strategies mentioned above, our algo-
rithm won’t count them into the final result. It is because that
only the passengers who walk in the correct direction and far
enough can be counted in our strategies.

As shown in Table 3, the accuracy of our algorithm is high
as 97.13% in 672 videos, 13733 passengers. This resultsmean
that the algorithm is reliable and meets the real-world situa-
tion requirements. The data can be used in other studies, such
as prediction of daily passenger volume, providing evidence
of metro dispatching strategy and others.

Compared with traditional, manual methods to enumerate
passenger volume, our method is faster, more accurate and
effective. These advantages can reduce the detection time
and provide real-time passenger volume as evidence of metro
operation and further improve service levels.

V. CONCLUSION AND FUTURE WORKS
In this study, we propose a real-time algorithm of enumer-
ating passenger volume based on an anchor-free backbone
detection network CircleDet. First, we use cameras to record
daily videos of passengers alighting and boarding in a real
metro station from an overlooking angle. Then, we design an
anchor-free network called CircleDet and use it as backbone
of detector to detect heads of passengers in each frame. After
the detection, we propose a simple but effective tracking
and enumerating algorithm based on circle representation.
Finally, we compare the parameters and time consumption
and test our whole enumerating algorithm on real world
dataset. The experimental results show that our algorithm is
effective and fast enough to work in real time. Our algorithm
can be used in real work and provide hard evidence of dis-
patching strategy and platform designing.

In the future, the following directions will be explored:
• More diverse passengers videos will be collected in
different appearances to further increase the robustness
of the algorithm. We will release the dataset used in this
paper for research as soon as possible.

• In some situations, CircleDet would misrecognize a
black bag as a human head and enumerate more pas-
sengers than real data. Therefore, the accuracy of Cir-
cleDet and the enumeration algorithm can be further
improved to handle more complex situations and mis-
leading targets.

• More robust identification and tracking algorithm are
developing. Although the identification strategy in this
paper is efficient and effective, it heavily relies on the
accuracy of the head detector and once the detector
losing the target of one frame in a continuous video may
result in double counting.
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