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Abstract. The study of human attractiveness with patterryaisatechniques is
an emerging research field. One still largely uohe=d problem is which are
the facial features relevant to attractiveness, thmy combine together, and the
number of independent parameters required for tbisgr and identifying
harmonious faces. In this paper, we present a gixgily about this problem,
applied to face profiles. First, according to saveempirical results, we
hypothesize the existence of two well separatedifolda of attractive and
unattractive face profiles. Then, we analyze withnifold learning techniques
their intrinsic dimensionality. Finally, we showaththe profile data can be
reduced, with various techniques, to the intrirgiimensions, largely without
loosing their ability to discriminate between attige and unattractive faces.

Keywords: manifold learning, intrinsic dimensionality, dims&onality
reduction, profiles, facial attractiveness.

1 Introduction

In recent years the scientific analysis of facttda@tiveness has been a major research
issue both in medical areas such as plastic sumedyorthodontics, and in human
science fields such as psychology, psychobiologythrapology, evolutionary
biology, behavioral and cognitive sciences. Mamyuands of relevant papers have
been presented in these areas. Several results tpothe objective nature of the
human perception of attractiveness, suggestinghtbaiity is not, or not only, “in the
eye of the beholder”. Empirical rating studies haeenonstrated high beauty rating
congruence over ethnicity, social class, age, axd[4], [2], [3], [4]). Recent studies
in psychophysiology and neuropsychology lead to dbtection of the brain areas
where the assessment of facial beauty is procedsetikity patterns related to
explicit attractiveness judgement of face imagdsmywed a non-linear response
profile, with a greater response to highly attraetand unattractive faces. Finally,



babies as young as three/six months, which areafietted by cultural standards
about beauty, were found to be able to distingbistween faces previously rated as
attractive or unattractive by adult raters ([5]heBe results show that the human
perception of attractiveness is essentially daizedr and largely irrespective of the
perceiver. They are the rationale of the use ofepatanalysis/image processing
techniques for objective attractiveness analys@m@uter analysis of attractiveness
has several practical applications such as sumgorstudies in human science,
planning plastic surgery and orthodontic treatmestgygesting the make-up and
hairstyle more fitting to a particular face, selegtimages for social networks or
curricola. Using pattern analysis techniques faalyring facial attractiveness is an
emerging research area, and a number of paperi®rsubject have been recently
published (see [5]). Although many interesting thesshave been obtained, they have
not yet been combined in an overall framework. artipular, the main problems, that
is: which are the objective elements of facial ligabow they combine together and
whether they can be expressed in some simple famerfar from being solved.

Using the face space paradigm ([6]), according tuckv faces represent a d-
dimension manifold in the D-dimension space usedld@scribe them, with d<<D,
most of these unsolved problems can be expressédeagroblem of learning the
manifolds of faces rated for attractiveness. Mddiftearning is an active area of
research, aimed at discovering hidden relationsdet multidimensional data ([7]).
Learning a manifold means first understandingritsrisic dimensionality (ID), that is
the number of independent parameters requireddscribing the manifold. The next
step is reducing the high dimensionality of thegimél data into a space with
dimensions near to ID, maintaining, as far as fbssithe relations between data
points relevant to the problem considered. Up ta,nno such research has been
performed in the face space with relation to ativacess. Manifold learning
techniques have been found useful for other faedyais, as human age estimation
([8]) and gender classification problems ([9]). ®h& that an important requirement
for manifold learning is a sufficiently dense saimgl Unfortunately, we have no
clear idea of the meaning of “sufficiently densa”the case of manifolds of faces
rated for beauty. In [10] it has been observed diassification accuracy, that is
coherence with human rating, increased with thebmrmof samples without showing
sign of saturation using around hundred 2D froatgdressionless samples. This and
other facts point to a clear undersampling of theefspace, in particular for very
beautiful faces, even for monochromatic images.

In this paper, we present what to our knowledgehes first study that applies
manifold learning techniques to the problem of daaittractiveness. In particular, we
will deal with face profiles, in order to reduce sgible undersampling problems
(w.r.t. frontal images). Actually, profiles are yecharacterizing face features. In
recent studies, they have been found to conveyrakeidormation, sufficient, for
instance, for identity recognition ([13], [14], [A5 for identifying gender and
ethnicity ([12]), for planning plastic surgery ([}l and for recognizing facial
expressions ([16]). In addition, it has been dertratesd that beauty ratings of frontal
and profile images are strongly correlated ([17]).



The aim of our work is the following. First of athe research previously quoted
that supports the objective nature of human attr@ess, also points to the existence
in face space of two well separate manifolds, eelab attractive and unattractive
faces. This is also strongly supported by the fhat several approaches aimed at
automatically rating face attractiveness reporageecuracy for the higher and lower
beauty levels, while average attractiveness judgsnare much more uncertain both
for automatic and human ratings ([22], [23], [2/5]). Therefore, we first analyze
the ID of the manifolds of attractive and unatthaetface profiles. Then, we show
that discriminating the two manifolds can be effesy performed with data reduced,
with various techniques, to dimensions near torthii This has been done collecting
a training set of face profile images rated foraativeness by a human panel, and
constructing, on the basis of the reduced imagea,dan automatic rater, to be
compared for a test set with human ratings, assumbd ground truth. Human raters
are asked to score faces attractiveness with sateger numbers, from which the
two classes of attractive and unattractive profiem be separated. Therefore,
attractiveness estimation is considered as a fitzt®n problem and its accuracy is
evaluated as the percentage of test samples @alsiifo the right class.

The rest of the paper is organized as follows.eletisn 2, we present the database
used. In section 3, we briefly discuss the techaifpu estimating the ID related to the
attractiveness classification. Section 4 is devoted present and discuss the
experimental results obtained.

2 Sampling the manifolds of pleasant and unpleasanates

The first problem to face for this work, as wellfas other 2D or 3D beauty research,
is the lack of databases containing faces ratedafivactiveness, and in particular
beautiful faces. Therefore, we decided to buildhsacdatabase, collecting an initial
set of profile images, with different resolutionselected from several sources
(Bernard Achermann DB, Color FERET DB, CVL Face DHickr and color
photographs of volunteers participating to thisseesh). Some examples can be seen
in Fig. 1. The reference database contains 510I@iofages with neutral expression,
different age and ethnicity (45 Africans, 68 Asiamgl 397 Caucasians) and equally
divided between the two genders. In order to idgrsamples belonging to the
manifolds of attractive and unattractive facesdar investigation, we asked a panel
of human raters to evaluate their attractivenesg dbtained scores have then been
used, to separate these two sets from that otttedy average faces.

subnasal

Fig. 1. profile images in the DB Fig. 2. Nasion ans subnasal points



The samples in the DB were rated through a pubbbsite by a panel of students and colleagues of our
University, who were asked to express a vote feheaubject on a 10 levels scale, ranging from tta@tive) to
10 (unattractive). Prior to web evaluation imagesravproperly cropped and scaled to focus ratershen
profiles. The raters were almost equally dividetileen genders (53.3% males and 46.7% females)e $irec
scores of the human raters are not coincidentattinactiveness value for a profile is considerethasmean of
the raters’ votes. A total of 82,102 votes, withaerage of 160 votes per image, were collectenlisiy a
substantial rating congruence between male andléenaders (Pearson correlation of 0.94), consisteitit
previously reported findings [5]. The final meatimgs were in the range [1.99, 7.91], with a 41%uetion of
the initial available rating interval. As we expatt selecting faces from the available face datsbasongly
reduces the number of samples (very attractivevengl unattractive) useful for our study. We underlthe fact
that this is a problem that seems to affect modhefdata sets used in the literature for attraoess related
research.

In order to perform meaningful comparisons, theefmjeneous profiles in the DB have been normalized.
This process was first aimed at aligning them asldrdting the same section for all profiles, incingl the most
significant facial features (forehead, nose, mautt chin) and then at reducing the effects of vayyighting
conditions. Geometric normalization is based ongbsition of two landmarks in the profile contotiid. 2):
nasion (the point in the skull where the nasalfamdtal bone unite) and subnasal (the point, alibgeupper lip,
where the nasal septum begins). These two landnaagkislentified using the algorithm described i8][Wwhich
first extract the face silhouette by backgroundtsdiion and then processes its outline; landmarksthen
aligned with two predefined points within a fixedea of interest, whose size is 200x100 pixels. IBina
normalized images are converted to grayscale aed thistograms are equalized. Each profile is then
represented as a one-dimensional vector of siZ¥0@0obtained concatenating grayscale image rows.

3 Intrinsic dimensionality and dimensionality reduction

The intrinsic dimensionality ID of a data set widhmension D can be defined as the number of indaigrEn
parameters that can be used to describe the dataitbeut significant loss of information relatiie the
problem considered. In other terms, it means thatiata points lie on a manifold of dimension Iene0 < 1D
< D. Several methods have been reported in literdturéD estimation. In this work, we use a fractalsed
estimator, called Correlation Dimension ([19]). Tesic idea for this and other estimators is thattumber of
points enclosed into a hypersphere of radioentred on a point of the manifold grows proparidy tor'®. The
Correlation IntegraC(r), defined as:
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where x, and x are points of the dataset, provides the relativ®unt of pairs of points lying into an

hypersphere of radius. C(r) can be used to estimate ID of the dataset, by atnmp the limit:
Irirjg log(C(r))/log(r)

For a finite set of samples, this limit can be rastied considering the slope of the linear parthef ¢urve
log(C(r))/log(r). As we already stated in the introduction, thikabdity of the ID estimate has been tested by
checking if attractiveness can be adequately disneted in two classes by using ID dimension farheface
sample. In other words, the human panel attractiserscores are used to extract two subsets oftattraand
unattractive profiles and discrimination is consatkas a classification problem. Given the uncetyaabout the
adequateness of the density of sampling, we ashem® computed with this technique as a roughmestion,
and for classification we will experiment severtthar dimensions near ID. For conducting our testshave



selected three different linear and non-linear disienality reduction methods: PCA, Isomap and Leipta
Eigenmaps ([7]).

4 Experimental results

Our purpose is to estimate how many parametereegréred for discriminating profiles belonging, aoting to
attractiveness scores, to the manifolds of attracind unattractive profiles. Hence, we first eatanthe ID of
the manifolds containing some of the best and wolestsified profiles. The separation of the twossts of
attractive and unattractive faces from that ofaatively average faces, is given by the lower apgen
percentile of all attractiveness scores. Then, dlidate these estimates, we reduce dimensionalityatious
values near to the estimated ID using various fgcles and attempt to discriminate classes withecsffit
attractiveness using these reduced dimensionsdatedn has been done with different datasets testigate the

relevance to profile attractiveness classificatidrseveral factors: sex, number of samples andratpa in
attractiveness of the two manifolds.
Female Male Mixed
1st 25th 50th 1st 25th 50th 1st 25th 50th
Attractive 7.91 5.72 5.11 7.46 5.07 4.48 7.91 6.07 5.52
Unattractive = 1.99 3.06 3.35 2.23 2.92 3.14 1.99 2.71 3.00
Diff 5.92 2.66 1.76 5.23 2.15 1.34 5.92 3.36 2.52

Table 1. attractiveness ratings of the samples in the eafar database
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Fig. 3. The plot of Correlation Dimension for attractivg &ad unattractive (b) profile images

It is clear that more samples in each dataset geosi more dense coverage of the manifolds andterbet
training of the classifiers. It is also clear thhé largest the distance, in terms of attractiverstween the
classes of attractive and unattractive samplesb#tter the two classes are separated and, therefetter
classification results can be expected. Unfortupatbese requirements conflict, since increasimg dataset
size reduces distances between classes, and vis&-VEhis can be seen Table 1, where the attractiveness
ratings of the 1st, 25th and 50th best and worsipsss of each class for the two distinct sexesran@d sexes
are listed. In order to keep a reasonable intepefiveen the two classes, two datasets for eachegevetre
created. The firsts comprise the 25 best and 2%twated profiles, the seconds the 50 best and &Gtw
Finally, we created two other sets of 50 and 10@pdes combining the best and worst rated profilgdjout
regard of their sex.

An estimate of the ID of the manifolds of attraetiasnd unattractive faces has been obtained appllging
Correlation Dimension technique to two datasetsplioing the 100 best and the 100 worst male andaliem
profiles. The plots of the Correlation Dimensiom fbese datasets are shown in Fig. 4. Since ths pte non
linear, we selected three different intervals at tturve and evaluated the mean slope of the tifibsst fit. We



estimated 12 as ID for the attractive silhouetths (esults in the various intervals were d1=141®2and d3=9)
and 11 for the unattractive ones (d1=13, d2=11d8%B). Since the ID evaluated with this technigae be
considered only as a rough estimate, we perfornteskification experiments with several values rteathe
estimated IDs. After dimensionality reduction, #hrifferent classifiers were used: Support VectachMnes
with radial basis kernel (SVM), whose parametersevggptimized with a grid approach, Multi Layer Regtron
(MLP), with 10 training epochs and 5 hidden unéed k-Nearest Neighbours (kNN), with k=4. For assep
the classification results, in all experiments welaed a stratified 10-fold cross validation teajuré. In Table 2
we show a summary of the best classification redolt different data sets (Female 50, Female 108N,
Male 100, Mixed 50, Mixed 100) and reduced dimenagliby spaces of size 3, 5, 10, 15, 20, 25 andiBipping
the reference to dimensionality reduction and dfi@asion technique. The last column reports thghleist
classification accuracy obtained for each data\et.recall that ground truth values are given bgnao panel
scores.

3 5 10 f115) 20 25 30 max
Female 50 0,84 0,90 0,86 0,86 0,86 0,86 0,84 0,90
Female 100 0,82 0,83 0,86 0,87 0,85 0,84 0,87 0,87
Male 50 0,78 0,72 0,80 0,78 0,80 0,88 0,76 0,88
Male 100 0,67 0,71 0,77 0,77 0,77 0,84 0,81 0,84
Mixed 50 0,86 0,94 0,90 0,88 0,90 0,86 0,88 0,94
Mixed 100 0,76 0,80 0,87 0,85 0,86 0,88 0,88 0,88

Table 2.Best classification accuracies

The following main observations stems from the abi@able.

1. The main result is the effective profile attractiees discrimination in low dimensionality spacekhdugh
the beauty rating separations between test datésetgher low, the classification results in sEagéth
dimensionality near to the estimated ID in genea be considered in good agreement with the human
ratings (94% accuracy for Mixed 50 and 90% for Hen&0, both in a 5 dimension space). When the
separation is lower, better results are achieved avidimension somewhat higher (15 for Female 26Cpr
Male 50, Male 100 and Mixed 100), but still closele estimated IDs.

2. Although not shown in the table, the classificati@sults are not much affected from the data récluct
techniques (linear, PCA, or non-linear, Isomap baplacian Eigenmaps,). This fact points to a goudrisic
separation of the manifolds of attractive and unative face profiles in the face space, which app¢o be
an interesting result. As for different classifies&/M performed consistently better.

3. As expected, more effective classification is atdi for better separated datasets. As can be is¢lea fable:

i) results achieved by 50 element datasets arerbigttall the cases than those obtained by 100 exiem
datasets; ii) mixed datasets are better than feorads, which are in turn better than male datgsetording
to their rating distances in Table 1).

4. Female datasets achieved better classificatiortsabian male datasets. One reason is that thageeatings
of the attractive males was lower than that ofattve females. Another reason could be that diveenale
faces have in general stronger features than ateafemale features ([20], [21]), which hints awerst
sampling of the attractive male manifold. In geheaacording to various results presented in huswences,
as those stating that qualities as averagenessyamthetry are much more related to female than inedeity
([5]), computer analysis of female beauty is likidybe easier than male beauty.



5 Conclusions and future work

In this paper, we presented what to our knowledgée first study that applies manifold learninghtgiques to
the analysis of facial attractiveness. Understaptlie intrinsic dimensionality of the manifoldsatfractive and
unattractive faces is a first step toward undedstanwhich facial elements are relevant to attrertess, and
how they must combine together. In order to recaassible under-sampling problems, we analyzed Bhand
dimensionality reduction techniques for face pedil The analysis of data sets of attractive andtractive
faces has provided an intrinsic dimensionality 1Bt much far from 10. Several dimensionality redwcti
techniques have been experimented, and the disaiibh of attractive and unattractive profiles wmwl
dimensionality spaces has been compared with huatémgs. The tests show that a number of indepdnden
parameters near to the estimated ID are suffidientattractiveness ratings in good agreement wiimdn
judgement. Although we believe that these firstitssare interesting, much further work is neededgproach
a full understanding of the elements of facial thigand their relations. While the manifolds of attive and
unattractive faces have been shown to be well atgmhrin low dimensionality spaces, the shape ofethe
manifolds is still to determine, as well as thetlita reduction techniques. A basic requiremehisfresearch
would be a dense sampling, in 2D, or better in @he manifolds of faces with high beauty ratidgfferences,
and in particular of faces rated for high attragtigss. Since currently no such data set is avajlal@ plan to
construct it, starting from that of frontal 2D inesy
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