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Abstract Since the first years of the 90s, recommender systems have emerged as
effective tools for automatically selecting items according to user preferences. Tra-
ditional recommenders rely on the relevance assessments that users express using
a single rating for each item. However, some authors started to suggest that this
approach could be limited, as we naturally tend to formulate different judgments
according to multiple criteria. During the last decade, several studies introduced
novel recommender systems capable of exploiting user preferences expressed over
multiple criteria. This work proposes a systematic literature review in the field of
multicriteria recommender systems. Following a replicable protocol, we selected a
total number of 93 studies dealing with this topic. We subsequently analyzed them
to provide an answer to five different research questions. We considered what are
the most common research problems, recommendation approaches, data mining
and machine learning algorithms mentioned in these studies. Furthermore, we in-
vestigated the domains of application, the exploited evaluation protocols, metrics
and datasets, and the most promising suggestions for future works.
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1 Background

Due to the large variety of products and digital contents available on the Web, an
increasing number of people are interested in obtaining personalized suggestions,
in order to reduce the effort of inspecting all the items in a catalog for selecting
the best one according to their preferences. An automated tool capable of rec-
ommending items to users in a personalized way is defined as a Recommender
System (RS) [20]. RSs were initially conceived at the beginning of the 90s [9]
and, nowadays, they are considered part of a research field that is independent
from Information Retrieval (IR) [12]. In fact, while search engines are based on
queries and, therefore, they react to user stimuli, recommender systems try to
automatically identify items that could be of interest for a certain user [4].

In general, recommender systems can be classified in different categories ac-
cording to the recommendation approach. The most widespread categories of
RSs are content-based, collaborative filtering, knowledge-based, and hybrid [2].
Content-based recommenders only rely on the past preferences of users in order
to construct their profile and select suggested items. In contrast, collaborative fil-
tering approaches analyze the behaviour of similar users for identifying candidate
items. A knowledge-based recommender embeds domain-specific knowledge that
is used for matching user requirements with items of potential interest. Finally,
hybrid approaches combine in many different ways the previous methods. Other
less common categories of recommender systems include community-based and
demographic techniques [5]. A community-based recommender also considers the
relationships of trust among its users, while a demographic RS mainly relies on
demographic profiles.

Many authors already conducted different studies dealing with the topic of
recommender systems. For example, Park et al. [I7] reviewed 210 journal articles
for analyzing the main application fields and data mining techniques exploited by
recommenders from 2001 to 2010.

Various categories of recommender systems were investigated by previous sur-
veys. Hong et al. [14] discussed the literature about context-aware recommenders,
while Figueroa et al. [7] and Cano et al. [24] conducted systematic literature re-
views about linked data and hybrid recommender systems respectively.

More recently, Quadrana et al. [19] classified different approaches according
to their capability of managing sequences of items. Portugal et al. [I8] reviewed
commonly exploited machine learning techniques, while Zhang et al. [23] discussed
the most promising deep learning methods for generating personalized items.

Traditionally, recommender systems ask users to quantify their preferences
about items with a numerical value, called rating. Then, they try to compute
ratings that users would assign to unknown items [2]. Those values represent the
appropriateness of recommending an item to a certain user. In other words, rec-
ommender systems try to estimate a utility function R(u,:) that, given a user u
and an item ¢, predicts if ¢ should be recommended to wu.

However, this approach to the recommendation problem could be considered
somewhat limited, as users typically judge items according to different criteria [1J.
For example, we can easily imagine to assign different ratings to a movie, expressing
how much we liked the story, the acting, the direction, and the visual effects. Such
multiple ratings could be exploited by a recommender system in order to identify
more effectively which items should be suggested. For this reason, different authors
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started to propose multicriteria recommender systems, namely methods capable
of suggesting items by relying on ratings provided over different criteria instead of
a single one [2] [16].

In this work, we investigate the state of the art in the field of multicriteria rec-
ommender systems. We follow the systematic literature review protocol proposed
by Kitchenham & Charters [15], in order to enable other researchers to easily
verify and reproduce our work. We consider five different research questions that
encompass various aspects of the reviewed studies.

In particular, we analyze the most important problems that multicriteria rec-
ommenders aim to address, as well as the exploited recommendation approaches,
according to the taxonomy created by Burke [5]. We also describe the different
machine learning and data mining techniques typically included in a multicrite-
ria recommender and we identify which methods are frequently utilized in each
recommendation phase, thus we try to describe the structure of an ideal multicri-
teria RS. We quantitatively measure the domains that are the most appropriate
ones for such systems and we review how the proposed algorithms have been eval-
uated with respect to the experimental settings, the metrics, and the exploited
datasets. Finally, we describe the most promising directions for future works that
are mentioned in the reviewed studies.

We considered a total number of 93 studies, published from 2003 to 2018, to
perform this systematic literature review. To the best of our knowledge, this is
the first review conducted in the field of multicriteria recommender systems that
follows a standardized and repeatable protocol. We aim that our study could be
useful to other researchers working in this area, especially for better identifying
possible approaches and future trends.

The remainder of this work is structured as follows. In Section [2] we detail
the protocol that we followed for conducting the review. Then, we present the
quantitative results in Section [3| and we provide a possible interpretation of the
outcomes of the review in Section @] Finally, we conclude our work with Section
and, in Appendix [A] we report the list of selected studies.

2 Methodology

We decided to perform this review according to the guidelines designed by Kitchen-
ham & Charters for Systematic Literature Reviews (SLR) in the field of Software
Engineering [15]. This method guarantees that the outcome of the review is veri-
fiable and repeatable by other researches. The protocol, which is graphically illus-
trated in Figure [1} was developed by the first author and validated by the second
and the third authors.

2.1 Research questions and search string

The purpose of this systematic literature review is to identify the studies describ-
ing multicriteria recommender systems and to understand the motivations behind
their usage, the techniques employed, the experimental protocols used to validate
them, and the related research challenges. For these reasons, we defined the fol-
lowing research questions.
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Fig. 1: The systematic literature review protocol.

Definition of research questions

]

Construction of search string

!

Selection of sources

1

Search and selection of studies

]

Quality assessment

]

Data extraction

!

Synthesis

RQ1 What are the most relevant studies addressing multicriteria RSs?

RQ2 What are the most challenging problems faced by researchers?

RQ3 What is the current state-of-the-art regarding multicriteria recommenders?
RQ3.1 What are the approaches used by multicriteria recommenders?
RQ3.2 Which techniques and methods have been proposed?

RQ3.3 In which domains multicriteria recommender systems are applied?

RQ4 How multicriteria recommenders are evaluated in literature?
RQ4.1 Which protocols and frameworks are used for their evaluation?
RQ4.2 Which metrics are considered during their evaluation?
RQ4.3 Which datasets are used for testing the algorithms?

RQ5 What are the most promising directions for future works?

In order to retrieve the studies related to multicriteria recommender systems,
we defined the following preliminary set of keywords: {Multicriteria, Recommender
System}. This initial set was expanded to include alternative spellings and we
defined the search string used to query the digital sources as follows.

(multicriteria OR "multi criteria" OR "multi-criteria") AND
("recommender system" OR "recommendation system")

We selected six scientific digital libraries that contain primary studies related
to the field of computer science, as detailed in Table[I] Other more general sources,
like Google Scholar, were not included because they usually index studies already
available in the primary sources.
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Table 1: The sources considered during the search process.

Source URL

ACM Digital Library https://dl.acm.org

IEEE Xplore http://ieeexplore.ieee.org

ISI Web of Knowledge http://www.webofknowledge.com
ScienceDirect https://www.sciencedirect.com
Scopus https://www.scopus.com
Springer Link https://link.springer.com

Table 2: The inclusion and exclusion criteria.

Code Inclusion criteria

IC1 Papers describing multicriteria recommender systems
1C2 Papers published in conferences and journals
I1C3 Papers written in English language

Code  Exclusion criteria

EC1 Papers not addressing recommender systems

EC2 Papers addressing RSs without multicriteria ratings
EC3 Papers that report only abstracts or posters

EC4 Papers that describe a planned researckE'

EC5 Grey literature and book chapters

2.2 Selection process

The selection process was performed during January 2019. We inserted the search
query in the search field of the digital libraries selected as sources for the review and
we retrieved all the studies identified by the respective search engines. Because of
the high number of false positive results, we decided to limit our search to the title,
abstract, and keywords with IEEE Xplore, ISI Web of Knowledge, and Scopus.
The preliminary set initially contained 1256 studies. We checked their titles and
authors in order to discover possible duplicates: after having removed duplicated
results, the preliminary set was reduced to 950 studies.

Furthermore, for objectively identifying the studies to include in the review,
we defined a set of inclusion and exclusion criteria, which are summarized in
Table[2} We first applied the criteria in a coarse selection phase by only considering
their abstracts and we obtained a list of 301 papers. Then, we analyzed again
the available studies in a detailed selection phase by reading relevant portions of
their content. We finally selected 93 studies as part of this literature review, as
summarized in Table [3| The full list, sorted by source, year of publication and
author, is available in Appendix [A]

2.3 Quality assessment

For objectively assessing the quality of the studies selected as part of this review,
we defined eight quality questions, as listed in Table [4] It is possible to assign

1 We defined a planned research as a study that only contains a high level description of the
proposed methodology, without the details necessary to implement it.
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Table 3: The number of studies after each selection step.

Source Search  Coarse Detailed
ACM Digital Library 27 24 11
IEEE Xplore 38 36 15

IST Web of Knowledge 31 25 6
ScienceDirect 344 81 19
Scopus 118 62 24
Springer Link 392 73 18
Total 950 301 93

Table 4: The quality questions.

Code  Quality question

QQ1 Did the study clearly describe the problems that it is addressing?
QQ2  Did the study review the related work for the problem?

QQ3 Did the study compare its approach with possible alternatives?
QQ4  Did the study describe the components of the proposed RS?
QQ5  Did the study provide an empirical evaluation of the solution?
QQ6  Did the study present a clear statement of the findings?

QQ7  Did the study analyze the application scenarios of the RS?

QQ8  Did the study recommend any further research activity?

to each question the scores of 0, 0.5, and 1, that correspond, respectively, to the
answers Yes, Partly, and No. During the quality assessment phase, we provided
an answer to each question for all studies included in the review. The scores were
assigned by the first and second authors independently, then disagreeing values
were discussed in order to reach a common decision. The third author checked
a random subset of studies. We finally computed a global quality score for each
paper by averaging the scores of all quality questions.

2.4 Data extraction

We carefully read multiple times the primary studies that are selected as part
of this review. During this phase, we identified the data available in the works
useful for providing an answer to the research questions introduced in Section 2.1}
More in details, we looked for the information listed in Table |5l This process was
supported by the data analysis software tool NVivoE| We relied on this tool to
minimize the manual effort required for applying the methodology described in
Section

2.5 Synthesis
We synthesized the results of our review following the Cruzes & Dyba methodol-

ogy [6] for combining and comparing the results of the primary studies that we
considered. While reading the selected studies, we associated relevant portions of

2 https://www.qsrinternational.com/nvivo
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Table 5: The data extraction form.

Field Description RQ
Code An internal identifier of the study -
Title - RQ1
Authors - =
Publication year - RQ1

Publication name -

Source The digital library that contains the study -
Type Conference or journal -

DOI - -
Research problem The problem that the study tries to address _2|
Contribution The description of the proposed method RQ3.1
Implementation How the method was implemented RQ3.2
Domain The domain of the recommended items RQ3.3
Evaluation protocol  The protocol used to evaluate the method RQ4.1
Evaluation metric The metric used to compare the RS RQ4.2
Dataset The dataset used to execute the evaluation RQ4.3
Limitation The limitations of the proposed method RQ5
Future work The suggestions for future works RQ5

Quality score -

their text with codes. A code is a label applied to text segments that discuss the
same theoretical or descriptive idea and that is used to aggregate in an organic
way the data that we are analyzing. We initially defined some general codes asso-
ciated with the research questions. Then, we created more specialized sub-codes
related to the content of the studies, thus following an integrated approach that
combines both inductive and deductive methods and that is considered the most
appropriate one for a systematic review [6]. We subsequently aggregated the codes
in themes, and we mapped these themes back to the original research questions.
The outcomes of this last phase are reported in Section [3| grouped by research
question.

3 Results

In this section, we highlight the findings of our systematic literature review re-
garding multicriteria recommender systems, according to the research questions
introduced in Section 2.l These results will be further discussed in Section [l

3.1 Included studies

The main purpose of is to identify the studies related to the topic of multicri-
teria recommender systems to be included in this review. Following the protocol
detailed in Section [2} we identified a total number of 93 studies. These works have
been presented during conferences or they have been published in scientific jour-
nals in a period of time from 2003 to 2018. In Figure [2| we detail the number of
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Fig. 2: This stacked barplot represents the number of included studies per year of
publication. Blue studies have been presented in a conference, while orange studies
have been published in a journal.

studies per year and per venue. It is possible to observe an increasing amount of
studies published in the last yearsEl

We exploited the questions listed in Table [4] to assess the quality of the works
included in this review. In Figure [3] we report the quality scores according to the
publication venue. As expected, journal papers obtained, in general, higher scores
with respect to conference papers. Furthermore, Figure {4] contains the average
quality scores for each quality question. It is possible to observe that the highest
scores are associated with QQ1 (Did the study clearly describe the problems that it is
addressing?), while the lowest ones with QQ8 (Did the study recommend any further
research activity?).

3.2 Research problems

In this section, we describe the main problems and challenges that multicriteria
recommender systems aim to address and, thus, we provide an answer to
In total, we identified 10 different categories of problems that are mentioned in
the reviewed studies. The number of studies for each category is summarized in
Figure It is important to observe that a single study may analyze different
problems at the same time.

3 Please note that the results for the year 2019 are not available, as the selection was
performed in January 2019.
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lowest quality score is associated with the description of future works.

3.2.1 Data sparsity

Data sparsity is the most frequent problem in this field and it is caused by the
fact that users provide ratings for a limited number of items or criteria. While
this is a well documented common issue of recommender systems, multicriteria
user-item matrices may be even sparser, as they require more effort and time
from the users of the system. In order to address this problem, several solutions
are proposed in the reviewed studies. For example, the authors of suggest to
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Fig. 5: This barplot represents the number of studies per research problem.

combine the multicriteria ratings using two different regression functions, one for
the items and one for the users. The ratings estimated by the regression functions
are then combined in order to minimize the prediction error. In|[P18]| a Bayesian
latent model for multicriteria recommenders is exploited along with a support
vector regression learner in order to mitigate the data sparsity problem. Another
possible solution, as suggested in is represented by dimensionality reduction
techniques, which can be used to obtain a more compact representation of each
user. Finally, it is possible to integrate the available ratings with an external
ontology or with a trust-based model The data sparsity problem was
identified in a total number of 22 studies.

3.2.2 Criteria weights

In order to provide accurate suggestions, it is of paramount importance being able
to discover the relationships among the different criteria and to identify the most
relevant ones for the target user. A wide range of possible solutions is available in
the analyzed studies. For instance, the authors of identify the most important
criteria for a user exploiting a statistical technique based on the average ratings
of each item. Other studies analyze several machine learning methods. In
the author proposes to consider chains of criteria instead of exploiting all criteria
together: the rating on each criterion is estimated considering the previous predic-
tions as context information. In|[P5]} the optimal weights are learned using particle
swarm optimization, while in n artificial neural network is exploited for this
purpose. Another popular solution is represented by decision making methods. As
an example, in users are asked to perform pair-wise comparisons of the
available criteria. The problem of selecting proper criteria weights was explicitly
mentioned in 17 studies.
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3.2.8 Personalization

Any recommender system should be capable of suggesting items that match the
preferences of the target user. The possibility of exploiting multiple ratings for
each item is often considered an effective way of increasing the accuracy of the
recommendations, for example this fact is mentioned in and It is also
important being able to understand what are the most relevant criteria for each
user, as suggested by the authors of On the other hand, it is essential to avoid
including criteria that are redundant, as this may negatively affect the performance
of the system |[P29]| In |[P48]l a multicriteria recommender system is combined
with a content-based approach in order to generate better suggestions, while the
authors of propose to increase the accuracy of the recommendations using
a deep learning technique called Stacked Autoencoders. In general, this problem
was explicitly considered by 15 studies.

3.2.4 Data noise

The presence of noise in data is typically related to the fact that users may provide
ratings that are biased or even dishonest. For example, users may not understand
the meaning of each criterion and may find difficult to express their preferences
on a numerical scale, or may be bored by the request of assigning many ratings
to a single item. In fuzzy logic techniques are exploited in order to address
the uncertainty of user preferences, while in [[P72]| such techniques are combined
with a trust-based model. The authors of pose to mitigate this problem
by performing feature selection in a pre-processing step, where the most relevant
criteria of a certain dataset are identified. Another possible solution to this problem
is represented by the idea of considering the numerical differences between ratings
instead of their absolute values in the recommendation process Data noise
was addressed by 14 studies.

3.2.5 Cold-start

The cold-start problem is a well-known issue in the field of recommender systems
based on collaborative filtering approaches. It can be defined as the impossibility
of creating reliable suggestions due to the lack of data regarding a new user or
a new item. The authors of aim to solve it by providing non-personalized
recommendations to new users and exploiting content-based features when a new
item is added to the system. A different approach is represented by the elicitation of
user preferences using decision making techniques and multicriteria ratings
In a multicriteria implicit feedback method based on user behavior analysis
is discussed, while the authors of propose to tackle this issue with a trust-
based model. As a last example, a knowledge-based method that is immune to
the cold-start problem is illustrated in Cold-start was considered a research
issue in 14 studies.

3.2.6 Scalability

Scalability is a general problem of collaborative filtering recommender systems,
especially for the ones developed in an academic context as proof-of-concept. Be-
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cause many multicriteria recommenders require multiple runs of such algorithms,
it is reasonable to suppose that scalability issues are even more widespread. For
example, this issue is discussed by the authors of who describe a multicrite-
ria recommender that exploits a distributed architecture based on Apache Spark.
In a clustering algorithm is applied for creating groups of similar users that
can be used to compute predictions in a scalable way. A popular dimensionality
reduction technique discussed by and is the higher order single value

decomposition. In total, 12 studies considered the scalability problem.

3.2.7 User’s effort

As multicriteria recommenders usually require many ratings for each user and item
pair, explicit elicitation methods are intrusive and may waste the user’s effort and
time. For this reason, the authors of [P30]] and of [P50] propose a multicriteria rec-
ommender based only on implicit feedback. Another possible solution is described
in |[P63]l where their authors develop a hybrid profiling framework for reusing
traditional ratings with multicriteria recommenders. A similar approach to this
problem is presented in [P48]l where multicriteria ratings are computed starting
from single ratings and content-based information. This problem was discussed by
11 studies.

3.2.8 Other research problems

Other research problems are mentioned in a more limited number of studies. In
particular, 4 studies analyzed the issues related to the selection of a proper simi-
larity metric in the context of multidimensional neighborhood-based collaborative
filtering, while 3 studies reported the challenges related to the execution of a re-
liable evaluation protocol. Finally, 3 more recent studies mentioned the problem
of fairness in the selection of the recommended items, both with respect to the
unique peculiarities of the users and to the characteristics of the catalog.

3.3 Recommendation approaches

In order to provide an answer to we analyzed the studies included in this
systematic literature review and we classified them according to the taxonomy
provided by Burke [5]. This taxonomy has become a widespread way of character-
izing different recommendation approaches. However, we decided not to consider
hybrid recommender systems, as almost all multicriteria recommenders would fall
in this category. For this reason, if a study combines multiple approaches, it will
be included in all the categories of the different methods that are mentioned in
the study. We summarize the number of available studies for each recommendation
approach in Table [6]

3.8.1 Collaborative filtering

Collaborative filtering is the most popular recommendation technique described
in the reviewed literature. In a traditional recommender system, the users whose
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Approach Studies
Collaborative filtering 82
Content-based 16
Knowledge-based 12
Community-based 5
Demographic 4

Table 6: The number of studies per recommendation approach.

rating behaviour is similar to the one of the target user are exploited for selecting
the items to be suggested. In a multicriteria recommender, a popular approach
consists in applying collaborative filtering algorithms on the available criteria and
then combining the results in a global estimated rating, like in and An
alternative to the user-based approach is represented by the item-based collabora-
tive filtering, where the similarity is computed among the items, as discussed, for
example, in [[P65]| The authors of and describe how to combine user-
based and item-based models in a comprehensive approach. Collaborative filtering
may also be implemented with a model-based approach, for instance matrix fac-
torization (e.g., in [P2I]] and [P75]). In general, this technique may be combined
with other methods, like content-based approaches clustering |[P32]] and
fuzzy logic In total, collaborative filtering was exploited by 82 studies.

3.8.2 Content-based

A content-based recommender system considers the previous preferences of a user
in order to build a profile and to select items with similar characteristics. For
example, the authors of describe a recommender system of research papers
that relies on content-based and multicriteria collaborative filtering algorithms.
In user profiles are created from multicriteria ratings and, then, they are
exploited for building clusters of similar users. The authors of suggest to
identify the user’s category-wise preferences for each criterion with a content-
based approach. A possible source of structured information regarding items are
external ontologies, as they are discussed in[[P16]} In[[P6]land [[P20]] user’s reviews
are mined to identify the most important features of each item. Content-based
approaches were mentioned by 16 studies.

3.3.3 Knowledge-based

A knowledge-based recommender system relies on an externally encoded domain
knowledge in order to match the user profiles with certain item features. For
example, in [P69]| a mobile recommender suggests restaurants considering their
geographical location and cuisine. The author of describes a method for
asking users to express their preferences regarding the features of a smartphone.
In a similar vein, the recommender system presented in exploits user profiles
and fuzzy set theory in order to suggest cities to be visited. In the authors
of the study propose a set of rules for building a personalized list of recommended
movies. Knowledge-based techniques were identified in 12 studies.
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Technique Studies
k-NN 35
Decision analysis 26
Fuzzy logic 16
Regression analysis 15
Clustering 15
Matrix manipulation 12
Neural networks 12
Genetic algorithms 7
Other 7

Table 7: The number of studies per recommendation technique.

3.8.4 Community-based

If a recommender system also considers the relations of friendship and trust among
its users, it is defined as community-based. For example, the authors of
propose a multicriteria collaborative filtering recommender that is enhanced by
considering trust as an additional weight during the hybrid prediction phase. A
similar approach is followed by and where the trust score for each user
is computed only considering rating data and it is combined with the results of a
collaborative filtering algorithm. Community-based recommenders were discussed
by 5 studies.

3.8.5 Demographic

A demographic recommender considers the demographic profile of the user for
suggesting items. For example, the authors of describe a multicriteria rec-
ommender for groups where users are clustered also according to their demographic
profile. The other studies that mention demographic information are
and Demographic recommenders were considered by 4 studies.

3.4 Multicriteria techniques

In the following, we analyze the main techniques and methods related to mul-
ticriteria recommender systems that we identified in the reviewed studies and,
therefore, we provide an answer to [RQ3.2] In most studies, the recommenders
combine different techniques, for example k-NN may be exploited to estimate un-
known ratings, while decision analysis to merge the different ratings in a global
prediction. We summarize the most frequent ones in Table [7}

3.4.1 k-NN

k-NN is a classification method used in data mining applications that relies on
the similarity of the instances to be classified with the training examples. In the
context of collaborative filtering, k-NN is exploited to find similar users or items
considering their neighborhood. For example, in a k-NN collaborative filter-
ing method is applied to each criterion separately, like in traditional recommenders.
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In contrast, a different approach to this problem is considering all the criteria to-
gether when applying the k-NN algorithm. To this end, it is necessary to rely on a
multidimensional distance, like the Manhattan, Fuclidean, or Chebyshev distance,
as described in k-NN is the most popular data mining technique applied to
multicriteria recommender systems, as it was identified in 35 studies.

8.4.2 Decision analysis

In order to rank items with contrasting criteria, it is possible to exploit the tools
provided by multiple-criteria decision analysis, which is a sub-field of operations
research. In general, different methods are available in order to support users in
making complex decisions, and some of these methods have also been applied to
multicriteria recommender systems. For example, in |[P38]l an analysis hierarchy
process (AHP) is used in order to help users to evaluate the relative importance
of each criterion. In the UTA* algorithm is exploited for constructing user
profiles that are subsequently grouped according to their preferences. Other deci-
sion analysis methods mentioned in the reviewed studies are, for instance, ELEC-
TRE SMART [[P35]], TOPSIS [P31], and UTADIS In total, decision

analysis techniques were identified in 26 studies.
3.4.8 Fuzzy logic

Fuzzy logic is a mathematical model that can be used to represent the concept of
partial truth. This model is exploited to formalize the vagueness and uncertainty
that are usually associated with user ratings. For example, in and
[P25]} ratings are expressed using linguistic terms in a qualitative way, considering
that each term may have a different meaning according to the user. Furthermore,
the authors of use the AHP decision analysis method in the fuzzy domain
using fuzzy numbers instead of real numbers. In fuzzy rules that express
how to build global ratings are identified for each cluster of users. Fuzzy logic was
exploited as a recommendation technique in 16 studies.

3.4.4 Regression analysis

Regression analysis is a set of statistical techniques for predicting the value of
a dependent variable given one or more independent variables. In the reviewed
studies, such techniques are typically used to estimate the global rating of an item
considering the predicted ratings for each criterion. For example, the authors of
find the weights of the aggregation function with a linear regression model
that is learned for each user. In a non-personalized linear regression model is
first used to aggregate the similarities among users, and then to estimate the final
ratings. A different approach is represented by Support Vector Regression (SVR):
for instance, in a SVR model is trained for each user in order to synthesize
the overall rating. We found regression analysis techniques in 15 studies.

3.4.5 Clustering

Clustering is an exploratory data mining approach that consists in grouping ob-
jects in cohesive sets. A typical application of such techniques to multicriteria
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recommender systems is represented by the identification of users with similar
profiles. For instance, in [P32]] [P59]] and [[P52], the global K-means clustering
algorithm is exploited in order to create groups of users with similar preferences.
In [P82]] clusters of users are created according to the importance given to each
criterion. On the other hand, the authors of propose to cluster the items and,
then, to learn an aggregation function for each user and item cluster. A cluster-
ing technique is also exploited to identify malicious users in the context of robust
recommenders In total, clustering algorithms were mentioned in 15 studies.

8.4.6 Matrix manipulation

In the reviewed studies, we identified different techniques used to compute pre-
dicted ratings with mathematical operations on matrices. For example, in
the Singular Value Decomposition (SVD) method is exploited to compute unknown
ratings for each criterion. In contrast, the authors of propose to reduce the
dimensionality of the user, item, and criterion tensor with the Higher-Order Sin-
gular Value Decomposition (HOSVD) method and then to apply a collaborative
filtering algorithm to the resulting matrix. In [[P64], a matrix factorization tech-
nique is applied to a utility matrix estimated from the multicriteria ratings using
a neural network model trained considering each user. A different approach is
followed by the authors of which proposes a factorization machine model
for representing all multicriteria ratings together. Matrix manipulation techniques
were discussed in 12 studies.

3.4.7 Neural networks

Neural networks are usually applied to multicriteria recommender systems in order
to aggregate the predicted ratings for each criterion in a global score. For example,
in [[P24]] a single layer PERCEPTRON algorithm is selected for this task, while
the authors of |[P73|| propose a neural network trained with the simulated anneal-
ing algorithm. an Adaptive Neuro-Fuzzy Inference System (ANFIS) is
exploited for extracting fuzzy rules for each cluster of users; such rules are later
applied to predict the overall rating. A different approach is described in [[P93]}
where a neural factorization machine is used to model the interactions among
users, items, and criteria, and in [[P37[} where a single layer PERCEPTRON is
exploited to estimate the similarity among users. We identified neural network
approaches in 12 studies.

3.4.8 Genetic algorithms

Genetic algorithms can be considered a family of optimization techniques and,
in the reviewed studies, they are typically used to determine the weights of each
criterion. For example, in and a genetic algorithm is run for each user
in order to construct a personalized aggregation function. In contrast, the authors
of propose to use it for performing a feature selection of the available criteria
in order to identify an optimal set of dimensions. In total, genetic algorithms were
exploited by 7 studies.
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Fig. 6: This barplot represents the number of studies per application domain.

3.4.9 Other techniques

Other less frequent techniques described in the reviewed studies include statistical
modeling [[P18]} particle swarm optimization [[P5]} and natural language process-
ing |[P36]| Such techniques were found in 7 studies.

3.5 Application domains

We analyzed the application domains of the multicriteria recommender systems de-
scribed in the reviewed studies in order to provide an answer to[RQ3.3] A graphical
summary listing the categories of recommended items, considering possible exam-
ples and the experimental evaluation, is available in Figure [f} We observe that
the majority of studies propose to apply multicriteria recommenders to domains
related to tourism and travel. For example, 13 studies describe recommenders for
hotels, 9 related to restaurants, and 4 dealing with tourist places. Another popular
domain is related to movies, mentioned in 8 studies. Other domains include con-
sumer electronics products and education, described in 7 and 5 studies respectively.
Research papers were discussed in 3 studies, while medical treatments and music
in 2 studies each. Less popular domains, identified only in 1 study and grouped in a
miscellaneous category, are business and romantic partners, investment solutions,
electronic books, and job opportunities.

Different categories of criteria are selected by researchers according to the
domain. For example, popular criteria for hotels are rooms, location, cleanliness,
service; for restaurants food quality, service, presentation, taste; for tourist places ar-
chitectural style, ease of access and welcome quality; for movies story, acting, direction
and visuals; for consumer electronics products type, brand, weight, size; for learning
resources subject relevance and educational value.
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Evaluation protocol  Studies

Offline comparison 74

User study 12
Case study 4
No evaluation 3

Table 8: The number of studies for each evaluation protocol.

3.6 Evaluation protocols

In this section, we describe the evaluation protocols followed by the reviewed
studies, in line with [RQ4.1l We grouped the possible evaluation strategies in four
main categories, which are summarized in Table

3.6.1 Offline comparison

We discovered that 74 studies compare the proposed solution with other ap-
proaches using an offline evaluation. Multicriteria recommender systems are usu-
ally compared against traditional baselines such as single-criteria recommender
or weighted average multicriteria approaches. Different studies consider the most
similar methods already available in literature, while few studies only compare the
described technique with itself, analyzing several configuration parameters.

3.6.2 User study

A different approach is represented by the execution of user studies, which were
carried out in 12 works. For example, the authors of created a movie recom-
mender system that was tested by 567 users. The researchers computed different
metrics considering their behaviour while utilizing the recommender. In contrast,
in 158 users were asked to fill out a questionnaire in order to compare dif-
ferent recommendation models. User studies are also exploited to evaluate the
usability of the system, as done, for instance, in |[P58]|

3.6.3 Case study

We also identified 4 studies that evaluated the proposed approach by describing a
case study. For example, in a possible application of a multicriteria recom-
mender to the movie domain is discussed, while the authors of empirically
compare the suggested restaurants considering different user profiles.

3.6.4 No evaluation

Finally, 3 studies performed no evaluation of the multicriteria recommender pre-
sented in the paper. For example, in [[P15]] the evaluation of the proposed model
is left as a future work.
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Evaluation metric  Studies

Rating accuracy 59

Usage accuracy 43
Coverage 11
Ranking accuracy 10
Scalability 8
Other 5

Table 9: The number of studies for each evaluation metric.

3.7 Evaluation metrics

In the following, we discuss the metrics exploited in the reviewed studies for con-
ducting the experimental evaluation of the proposed solutions in order to answer
to We decided to classify them according to the dimensions related to the
recommender system proprieties described by Gunawardana et al. [I0]. The iden-
tified category for each evaluation metric and the associated number of studies are
reported in Table [0

3.7.1 Rating accuracy

This category includes metrics designed to evaluate the capability of the system
to correctly estimate user ratings. In particular, 51 studies report the Mean Ab-
solute Error (MAE), 20 the Root Mean Squared Error (RMSE), and 3 the Mean
Squared Error (MSE). Other metrics exploited by 1 study each are the coefficient
of determination (R?) and the Mean Absolute Percentage Error (MAPE). In total,
rating accuracy metrics are mentioned in 59 studies.

3.7.2 Usage accuracy

If the goal of a recommender is to predict a list of items, it is possible to evaluate the
usage accuracy of the available suggestions. Precision is considered in 36 studies,
recall in 28, F1 in 23 studies, and Area Under the Curve (AUC) in 4 studies. Usage
accuracy is the second most popular category, as it was identified in 43 studies.

3.7.3 Coverage

The metric of coverage was computed in 11 studies. Even if this metric can be
evaluated both at the level of users and at the level of items, all the studies
included in this review considered the coverage of the item space, also known as
catalog coverage [13].

3.7.4 Ranking accuracy

The correctness of the ranking in the recommended lists of items was analyzed
by 10 studies. In details, 8 studies exploit the Normalized Discounted Cumulative
Gain (nDCG) metric, while 4 studies the Fraction of Concordant Pairs (FCP). A
less popular metric, described by 1 study, is the Kendall’s 7.
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3.7.5 Scalability

The authors of 8 studies evaluated the scalability of the proposed approach. A
typical metric used to this purpose is the time required to compute the predictions,
which is reported by 6 studies. In contrast, 2 studies exploit the speed of the
recommendations.

8.7.6 Other metrics

Additional metrics identified in the reviewed studies include the utility of the
suggested items and the system satisfaction, evaluated with a user study, and
the robustness of the recommendations. Finally, the authors of defined a
combined metric.

3.8 Evaluation datasets

In line with we analyzed the datasets exploited for conducting the experi-
mental evaluation of the techniques described in the reviewed studies. In total, 74
studies mentioned at least one dataset: this result is consistent with the number
of studies that performed an offline comparison, as reported in Section We
summarize the studies for each dataset in Figure [7]

3.8.1 Yahoo! Movies

Yahoo! Movies was a website, part of the Yahoo! network, that provided informa-
tion and reviews about movies. Among other features, users were able to rate each
movie considering five criteria: story, acting, direction, visuals, and overall. Yahoo!
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Research provides a public Yahoo! Movies dataset, but it does not include multi-
criteria ratingsﬁ To address this issue, the authors of created a multicriteria
version of the same dataset by crawling the Yahoo! Movies website. In total, 36
studies exploit the Yahoo! Movies dataset, either the version obtained by Jannach

et al. |[P3]| or other versions crawled by different researchers, such as [[P18]} [P29]}
[P53]

and

3.8.2 TripAdvisor

TripAdvisor is a website that contains restaurant and hotel reviews. Similarly to
Yahoo! Movies, there is no official multicriteria rating dataset, as different re-
searchers crawled the website and created their own version, typically exploiting
hotel ratings and reviews. For example, this approach was followed by the authors
of and |[P83|l The TripAdvisor dataset collected by the authors of is
publicly availablef’| Also the TripAdvisor dataset created by Wang et al. [22] and
used in is available onlineﬂ In total, the TripAdvisor dataset was mentioned
by 19 studies.

3.8.8 In-house

We identified 9 studies that created a multicriteria dataset in-house for conducting
an offline comparison. For example, the authors of collected 9,628 ratings
about songs that were later used to evaluate a music recommender system. In
[P19]} different students were invited to provide ratings about universities.

3.8.4 MovieLens

Even if the MovieLens datasets only contain single criteria ratings, they were also
exploited for evaluating multicriteria recommender systems. For instance, in
and in MovieLens 100K was transformed in a four criteria dataset. A similar
approach was followed in with MovieLens 10M, where a method capable of
extracting multicriteria preferences from traditional ratings using external aggre-
gate ratings and descriptive data is discussed. In total, the MovieLens datasets
were mentioned by 5 studies.

3.8.5 Synthetic

Because of the lack of public multicriteria datasets, some researchers created syn-
thetic ratings in order to evaluate their approach. For example, the authors of
P78 simulated a dataset about equity fund recommendations. In a testing
tool named CollaFiS, capable of building multicriteria datasets, is discussed. This
approach was followed by 4 studies.

4 https://webscope.sandbox.yahoo. com
5 https://www.cs.cmu.edu/~jiweil/html/hotel-review.html
6 http://www.cs.virginia.edu/~hw5x/Data/LARA/TripAdvisor
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Future work Studies
Extend the solution 33
Include more data or criteria 24
Improve the evaluation 14
Identify significant criteria 13
Increase the scalability 10
Consider different domains 7
Other 9

Table 10: The number of studies per category of future work.

3.8.6 Other datasets

Less common datasets, exploited by 1 or 2 studies each, include, for example, Ben
Restaurantes |[P39], HRS.com [[P91]| and RateBeer [[P93]l Such various datasets

were considered by 18 studies.

3.9 Future works

In the following, we analyze the suggestions for future works mentioned in the
reviewed studies in order to provide an answer to A summary of our findings
is available in Table [0l

3.9.1 Extend the solution

Different authors propose to extend or modify the described recommender system
for increasing its accuracy. This future work is related to the problem of personal-
ization, discussed in Section [3.2.3}] Common suggestions include adding additional
components like clustering algorithms or further recommendation models and ex-
ploiting soft-computing techniques. We identified this suggestion in 33 studies.

8.9.2 Include more data or additional criteria

Another possibility is to improve the proposed approach by including more data or
by increasing the number of criteria exploited by the recommendation algorithm.
For example, it is possible to rely on external ontologies, contextual and content
information, trust-related scores, and also consider additional criteria extracted
from user reviews. This category of future works was mentioned in 24 studies.

3.9.8 Improve the evaluation

Some studies mention the fact that the evaluation performed by their authors was
not enough complete or detailed because of different kinds of constrains. For this
reason, it would be advisable to increase its trustfulness by executing it again con-
sidering more datasets, techniques, and evaluation metrics. In total, this problem
was reported by 14 studies.
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3.9.4 Identify significant criteria

A common issue associated with multicriteria recommenders is the noise intro-
duced by redundant criteria, as discussed in Section For this reason, some
authors considered the identification of the most significant criteria as a future
work. This suggestion was discussed in 13 studies.

3.9.5 Increase the scalability

A typical issue of multicriteria recommender systems is their limited scalability.
This problem was highlighted by different studies in Section[3.2.6] Some researchers
suggested to study how to increase it, for example by means of parallel computa-
tional paradigms. We identified this future work in 10 studies.

3.9.6 Consider different domains

Finally, 7 studies mentioned the necessity of validating the proposed approach in
different domains, like it is usually done with traditional recommenders. However,
this objective is difficult to achieve because of the limited availability of multicri-
teria datasets.

3.9.7 Other future works

Further categories of future works, mentioned in less than 5 studies each, in-
clude designing solutions for addressing the cold-start problem, as described in
Section performing experiments with adaptive recommenders, solving the
issues related to preference elicitation, creating algorithms for explaining the rec-
ommendations, and performing an analysis of the related ethical problems.

4 Discussion

In the following, we discuss the outcome of our systematic literature review, con-
sidering the answers provided in Section [3| to the research questions originally
introduced in Section [2.1} and highlighting possible threats to validity.

4.1 Included studies

As reported in Figure [2] the earliest study included in this review, which is
dates back to the year 2003. However, the field of multicriteria recommender sys-
tems started to be relatively widespread only from the year 2007, when influential
studies like were published. We can also observe an increasing amount of
publications, suggesting that this research topic is still popular, as recommender
systems in general. In particular, the last few years were characterized by a higher
number of studies related to specialized applications of multicriteria approaches,
for example in tourism, health and care, and distance learning.

Regarding the quality of the included studies, summarized in Figure 3} we can
highlight the fact that higher scores were assigned to works published in journals
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with respect to conferences. This result is consistent with the conclusions of other
systematic literature reviews conducted in related fields, like hybrid and linked
data-based recommender systems [24], [7].

4.2 Research problems

By looking at the problems listed in Section [3.2} it is possible to observe that the
most frequent one faced by researchers is data sparsity. This is a general issue
of collaborative filtering recommender systems that causes a lower recommenda-
tion quality due to an insufficient amount of input data. However, it is reasonable
to suppose that data sparsity is more severe in the context of multicriteria rec-
ommenders, because of the higher amount of expected ratings from each user.
Possible solutions include the use of external information or the construction of
latent models. In contrast, it is not clear what is the effect of using different rating
elicitation methods.

Another typical research problem is discovering what are the optimal weights
for each criterion. They may be computed globally or for each user with the objec-
tive of maximizing the recommendation accuracy. A second approach is to obtain
the weights directly from the user, for example with decision making techniques.

A different but related issue is represented by data noise, caused by redundant
criteria or dishonest ratings. Of course, in order to minimize the user’s effort and
the probability of obtaining inaccurate ratings, it is necessary to limit the number
of criteria. However, identifying the most appropriate ones for a given domain
is a difficult task even for an expert. In our opinion, this issue should be better
investigated by future studies.

Accuracy is a characteristic required for any machine learning technique and,
in the context of recommender systems, it is related to user satisfaction. Multi-
criteria recommenders can increase the personalization of the suggestions if they
are capable of correctly identifying what are the most important criteria for each
user. However, when a user is new to the system, the cold-start problem arises.
This is a general issue of collaborative filtering recommenders and it is typically
solved by creating hybrid solutions that consider content-based information.

Finally, the usage of multiple criterion results in algorithms that are less scal-
able. This problem can be addressed with clustering and dimensionality reduction
techniques, as well as by exploiting distributed architectures.

4.3 Recommendation approaches

The vast majority of multicriteria recommender systems can be classified as collab-
orative filtering approaches, as reported in Table[f] For example, in heuristic-based
methods, the ratings provided for each dimension are exploited together using a
multidimensional distance metric, extending the traditional neighborhood-based
recommendation technique. More complex heuristics rely on the aggregation of
different similarities computed per criterion, possibly using weights specific for
each user. Also in the context of model-based collaborative filtering, methods like
matrix factorization are applied to each dimension and, then, their results are
aggregated in a global predicted rating.
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For this reason, almost all recommender systems included in this review can be
considered hybrid, as they combine multiple collaborative filtering models, one for
each criterion. Furthermore, such techniques are sometimes exploited together with
content-based, knowledge-based, community-based, and demographic approaches,
resulting in other forms of hybrid recommenders [5].

However, a limited number of studies included in this review deals with rec-
ommender systems that can be classified only as knowledge-based. Such systems
exploit domain specific knowledge to match the available items with the user pref-
erences. They were selected because we identified them as a form of multicriteria
recommendation, even if the distinction between knowledge-based recommenders
and traditional information retrieval methods is not always clear.

4.4 Multicriteria techniques

In Section [3:4] we reported that the most common technique exploited by mul-
ticriteria recommenders is the k-NN algorithm. This result is consistent with the
recommendation approaches identified in the reviewed studies, as neighborhood-
based methods represent a popular approach of collaborative filtering. k-NN may
be enough to build a multicriteria recommender: the similarities among users or
items can be directly computed with a multidimensional distance metric and they
can be aggregated using a trivial approach, like the averaging function, or esti-
mated by means of more complex techniques.

In contrast, multicriteria matrix manipulation methods represent a less com-
mon approach to collaborative filtering and they are often exploited to estimate
unknown ratings for each criterion or to reduce the dimensionality of the problem.
Again, matrix manipulation methods are usually combined with other methods
designed to estimate importance weights for each criterion.

Different families of such techniques have been identified in the reviewed studies
namely, regression analysis, neural networks, and genetic algorithms. It is possible
to produce an overall rating using regression analysis if the other methods are not
capable of dealing with multiple ratings on their own. A more recent alternative
to regression analysis is represented by neural networks, that are exploited for
learning the relative importance of criteria. Finally, genetic algorithms may be
used to discover the weights of each criterion, but also to estimate good parameters
for the recommendation model.

For reducing the complexity of the problem, some studies considered cluster-
ing algorithms in order to create cohesive groups of similar users or items. Such
algorithms are usually applied as a first step, before other techniques capable of
creating suggestions suitable for each cluster. In contrast, fuzzy logic may be ex-
ploited together with all the aforementioned methods for formally encoding the
fact that ratings usually represent uncertain values.

The second most popular recommendation method after k-NN consists in de-
cision analysis techniques. They are typically used to generate an ordered list
of suggested items considering potential conflicts in user requirements. Decision
analysis algorithms are often combined with k-NN, matrix manipulation, and clus-
tering methods. However, some studies do not mention a specific recommendation
technique to be exploited jointly with a decision analysis method because the
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Technique Benefit Issue
k-NN It can compute directly the pre- If it is combined with other

Decision analysis

Fuzzy logic

Regression analysis

Clustering

Matrix manipulation

Neural network

Generic algorithm

dictions using a multidimen-
sional metric.

It can analyze the importance
that each user gives to the avail-
able criteria.

It supposes that rating values
may have a different meaning
depending on the user.

It is the most popular approach
for discovering the individual
weight of each criteria.

It can create groups of users
with similar rating behaviours
and reduce the dimension of the
problem inputs.

It can compute unknown rat-
ings for each criteria in an ef-
ficient and effective way.
Recent approaches can directly
predict the final ratings with an
interesting accuracy.

It can automatically determine
the optimal weight for each cri-
teria and user.

methods its scalability is re-
duced.

It may require additional data
from the users apart their mul-
ticriteria ratings.

It must be combined with ad-
ditional techniques to actually
recommend items.

It must be combined with k-NN
or matrix manipulation.

It must be exploited together
with additional techniques.

It usually require a final step
to calculate an overall predicted
rating.

It is often exploited to com-
pute the weights of each crite-
ria, adding more complexity.

It must be combined with addi-
tional techniques to predict the
final ratings.

Table 11: The main benefits and issues of the reviewed techniques.

proposed approach is presented as a general framework and, thus, any recommen-
dation method is suitable.

In Table we report the main benefits and issues of the reviewed multicri-

teria methods. They could be considered as different compromises between the
correctness of the suggestions and the complexity of the approach. Thus, it is of
paramount importance being able to decide if, for a given task, it is more appro-
priate to foster the scalability of the system or the accuracy of the results.

Finally, in Figure [§] we summarize how such techniques could be exploited
for constructing an ideal multicriteria recommender. In the preprocessing phase,
common approaches designed to reduce the dimension of the input ratings are
clustering and genetic algorithms. Also fuzzy logic may be applied at this point
to transform the ratings in fuzzy numbers. During the rating prediction phase,
it is possible to rely on k-NN, matrix manipulation methods, neural networks,
and statistical models. These algorithms may already include a dimensionality
reduction step and a way of obtaining an ordered list of suggestions. Finally, in
the ranking phase, popular approaches are decision analysis, regression analysis,
neural networks, and genetic algorithms. Please note that the first and third phase
are, in general, optional and they add several layers of complexity to the developed
system. Furthermore, some techniques may already perform these tasks during the
rating prediction phase.
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Fig. 8: This diagram represents the possible techniques exploited by an ideal
multicriteria recommender, subdivided according to the recommendation phase.
Content-based features and other less common approaches are not considered.

4.5 Application domains

As already observed in Section [3.5] multicriteria recommenders are frequently
exploited in the tourism and travel domain. This result is expected, as many
travel websites, like TripAdVisorE] and Bcen RestaurantesE] rely on multicriteria
ratings for suggesting items to their users. Even for someone that is not a domain
expert, it is possible to identify some useful criteria that should be considered
when evaluating a hotel or a restaurant.

For this reason, we can suppose that items belonging to complex domains can
be more easily analyzed considering different dimensions and, therefore, they are
better suited for multicriteria recommender systems. Another popular example is
represented by consumer products, which can be evaluated considering different
criteria based on their features, price, and quality.

On the other hand, domains like music or books are usually not exploited for
creating a multicriteria recommender, probably because assigning detailed evalu-
ations of such items is too difficult for someone that is not a domain expert.

Another factor that must be considered before performing further analysis is
the availability of a certain multicriteria rating dataset in a particular domain.
For example, many researchers used to collected ratings from the Yahoo! Movies
website, but nowadays such service is no longer available.

The majority of the recommender systems presented in the reviewed studies
are domain-independent, as they are only based on multicriteria ratings. However,

7 https://www.tripadvisor.com
8 https://www.bcnrestaurantes.com
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some solutions designed for specific domains, like medical treatments and research
papers, cannot be easily adapted to other scenarios.

4.6 Evaluation protocols

In general, performing the evaluation of a recommender system is a complex task,
because the slightest change in the experimental protocol may produce radically
different results [21]. It is not possible to directly compare the outcomes of different
works because of the great variety of datasets, evaluation protocols, and metrics
mentioned in the reviewed studies.

The multicriteria recommender systems were often evaluated using offline com-
parisons, as summarized in Table |8} This result is expected, as such an approach
is less expensive than performing a user study, but it can be used to obtain useful
information. However, in order to report more conclusive results, some authors
decided to perform a user study. We noticed that it is difficult to involve a sig-
nificant number of experimental subjects. In fact, only in 3 studies the number of
participants was higher than a hundred people.

4.7 Evaluation metrics

The majority of the reviewed studies validated their approach using rating accu-
racy metrics, as reported in Table 0] This result is probably related to the fact
that recommender systems were initially considered as tools designed to predict
unknown ratings as accurately as possible. This evaluation approach produces re-
sults that are interesting from an academic point of view, but they may have a
limited practical meaning.

In fact, as suggested in [12], it is not possible to display in an application all
the items that are associated with the highest predicted ratings. Therefore, it is
necessary to be capable of correctly creating lists of ranked items that will be
shown to users. This aspect is considered by different studies, in which usage and
ranking accuracy metrics are reported.

Other categories of metrics identified during the review include coverage and
scalability, which were evaluated in a relatively low number of studies. It is in-
teresting to notice that more recent evaluation dimensions, like diversity, novelty
and serendipity, have not been considered, suggesting that their adoption in the
recommender system community is still limited.

Finally, we also observed that the differences in the evaluation protocols fol-
lowed by the reviewed studies do not allow a direct comparison of the results, even
when widespread metrics, like MAE or precision, are exploited. For example, we
identified a wide variability in the rating dataset, the splitting method between
training and test set, and the definition of non-relevant items. This conclusion is
consistent with the findings reported in [21].

4.8 Evaluation datasets

From the results presented in Section [3.8] we observe that different evaluation
datasets have been created using data available in online portals that contain
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multicriteria ratings. Such collections of ratings are usually not directly provided
by the platforms, like the MovieLens datasets, but they are downloaded by re-
searchers using web crawling methods. These approaches result in different ver-
sions of the same dataset that sometimes are not publicly available and they can
only be obtained by contacting the original creators.

Consider, for example, Yahoo! Movies: this dataset was realized by adding mul-
ticriteria ratings to a collection of movie preferences initially provided by Yahoo!
Research, quickly becoming one of the most widespread multicriteria gold stan-
dards. However, the Yahoo! Movies platform does not provide multicriteria ratings
anymore, making impossible to recreate it. Similar observations are also valid for
other datasets, as platforms may change over the years and original datasets may
become unavailable. Anyway, we were able to locate two TripAdvisor dataset ver-
sions that are still publicly available on the Web.

It is interesting to notice that the authors of different studies decided to create
new datasets, relying on real users and simulation tools, or to add additional
criteria to existing datasets. This fact suggests that there is the need of realizing
and publishing further multicriteria datasets.

4.9 Future works

We described the main future work directions reported by the authors of the re-
viewed studies in Section [3.9} in order to identify how it is possible to advance the
multicriteria recommender field. The most common suggestion is to add to the
proposed technique an additional component for improving its personalization.
The authors of such recommenders usually observe that their methods could ben-
efit from further preprocessing phases or additional components to be combined
in a hybrid approach. Another possibility is to consider soft-computing techniques
for expressing the uncertainty and vagueness of user ratings.

It is interesting to notice that some studies propose to improve multicriteria
recommenders by considering further data, while other authors are more interested
in reducing the number of available criteria. These suggestions are not in contrast,
as they may be related to the exploited dataset. Therefore, correctly defining the
rating criteria and better studying how such ratings are collected are of paramount
importance for obtaining high quality recommendations.

Different works propose to also consider friendship relations among users,
external knowledge bases and ontologies, and more contextual information. So-
cial Recommender Systems (SRS) [I1], Semantics-Aware Recommender Systems
(SARS) [8], and Context-Aware Recommender Systems (CARS) [3] are relatively
new recommendation approaches that could be exploited jointly with multicriteria
techniques in order to create a more personalized experience. However, such addi-
tional data need to be managed in a proper way: for this reason, some researchers
propose to also study the scalability of the available solutions.

As already discussed, recommender system evaluation is not an easy task.
Therefore, different authors declare that they plan to conduct a more extensive
experimentation of the proposed approach in future works. This frequent situation
may be caused by the difficulties in obtaining multicriteria datasets or by the
elevated costs necessary for involving real users in the evaluation process. A related
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future work is to evaluate the same approach in different domains, as also this
suggestion requires further datasets and experiments.

4.10 Threats to validity

In this section, we point out the main problems that we addressed while conduct-
ing this systematic literature review. We noticed that there is no strong agreement
on a shared definition of multicriteria recommender systems, as there are some
subtle differences but also some similarities with multiattribute content-filtering
techniques [I]. For this reason, we only considered as multicriteria the recom-
mender systems based on multicriteria ratings. We also included in our selection
few studies describing methods that cannot be considered collaborative filtering
approaches, but that exploit multicriteria ratings in a non-conventional way. Fur-
thermore, a limited number of studies were initially selected by analyzing their title
and abstract. However, we were later forced to exclude them even if they were po-
tentially relevant because we were not able to retrieve their full-text version. We
also noticed that some studies were described in different research papers, and,
therefore, we analyzed these situations with attention for deciding which version
to include. Sometimes we selected multiple works because we discovered that these
contributions were only partially overlapped. Because of time constraints, many
studies were analyzed by the first author, while other authors cross-checked a ran-
dom sample of the results. We handled unclear cases with discussions involving all
authors.

5 Conclusions

In the context of this systematic literature review, we analyzed a total number of
93 studies related to the topic of multicriteria recommender systems. We provided
an answer to five different research questions, in order to identify which are the
main problems that multicriteria recommenders aim to resolve, what recommen-
dation approaches they usually exploit, and what are the most common machine
learning and data mining techniques considered for realizing them. Furthermore,
we investigated in which domains multicriteria recommenders can be applied, how
they are evaluated in terms of experimental protocols, metrics, and rating datasets.
Finally, we reported the most common suggestions available in selected studies for
conducting future research works.

We identified data sparsity as the most frequent problem that researchers try
to address. This issue could be caused by the fact that users are less willing to
provide multicriteria ratings because they find this task difficult and time con-
suming, as they need to consider different aspects of the same item separately. A
related research problem is understating what are the most appropriate criteria
that should be considered in a particular domain. An excessive number of crite-
ria will most likely result in a partial overlap of their meanings, thus causing a
reduction of the prediction accuracy because of the additional noise in the input
data. Further studies should better quantify what is the impact of this problem
and how recommendation algorithms could reduce it.
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We observed that almost all multicriteria recommenders rely on collabora-
tive filtering techniques. This approach is, in fact, also popular in the context
of single-criteria recommenders. A large portion of the reviewed studies propose
hybrid recommendation methodologies, as they usually combine multiple runs of
collaborative filtering algorithms, one for each criterion. However, we also observed
a more recent trend of also relying on additional techniques, like content-based,
knowledge-based, and community-based approaches. The motivating idea of such
recommender systems is to increase the accuracy of the suggested items by ex-
ploiting further data behind pure multicriteria ratings.

Furthermore, we classified the machine learning and data mining techniques
mentioned in the reviewed studies according to the recommendation phase in which
they are considered. We observed that during the preprocessing phase different au-
thors choose to reduce the dimension of the problem inputs by means of clustering
and genetic algorithms. In the rating prediction phase, various collaborative fil-
tering methods are considered, like £-NN, matrix manipulation techniques, neural
networks, and statistical models. Finally, during the ranking phase, it is possible
to rely on decision analysis, regression analysis, neural networks, and genetic al-
gorithms. Such methods are combined in various ways, and sometimes integrated
with the results of additional recommendation approaches.

We also investigated the domains that are usually considered for implement-
ing a multicriteria recommender system. In the reviewed studies we frequently
observed items related to the tourism and travel domain, for example hotels and
restaurants. Another popular domain is represented by movies, probably due to
the past availability of the Yahoo! Movies datasets. In contrast, domains that are
often exploited in single-criteria recommenders, like music or books, are almost
never considered for multicriteria approaches. Possible explanations of this find-
ing could be the lack of proper evaluation datasets or the difficulties in defining
meaningful criteria and obtaining the associated ratings.

From the analyzed experiments we observed that it is not possible to directly
compare the results obtained with different recommendation approaches due to
the extreme variability in the experimental protocols followed by their authors.
Another critical point that emerged from this work is the lack of publicly available
multicriteria rating datasets. Even if this problem could be partially mitigated
with synthetic and crawled datasets, additional efforts should be done in order
to create proper benchmarks in different domains and, thus, enabling a better
reproducibility of the experimental results.

Finally, our findings indicate that future works in this field should better ex-
plore how to increase the utility of multicriteria recommenders by integrating
community-based, knowledge-based, and context-aware approaches, according to
the peculiar characteristics of the recommended items. For example, a restau-
rant recommender system would greatly benefit from context-aware information,
a movie recommender could also leverage on semantic data, while a consumer
product recommender may assign more importance to the opinions of trusted
users. Another interesting point that should be better addressed in future works
is defining what are the most appropriate criteria for each domain and how the
ratings associated to that criteria should be collected in order to minimize user
efforts, also considering soft-computing and linguistic techniques. Furthermore, it
would be useful to explore novel algorithms for dynamically understanding the im-
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portance that each user implicitly assigns to a criterion, for reducing the fatigue
associated with the preference elicitation phase.
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