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Abstract. In the last few years deep neural networks has significantly
improved the state-of-the-art of robotic vision. However, they are mainly
trained to recognize only the categories provided in the training set
(closed world assumption), being ill equipped to operate in the real world,
where new unknown objects may appear over time. In this work, we in-
vestigate the open world recognition (OWR) problem that presents two
challenges: (i) learn new concepts over time (incremental learning) and
(ii) discern between known and unknown categories (open set recogni-
tion). Current state-of-the-art OWR methods address incremental learn-
ing by employing a knowledge distillation loss. It forces the model to keep
the same predictions across training steps, in order to maintain the ac-
quired knowledge. This behaviour may induce the model in mimicking
uncertain predictions, preventing it from reaching an optimal represen-
tation on the new classes. To overcome this limitation, we propose the
Poly loss that penalizes less the changes in the predictions for uncertain
samples, while forcing the same output on confident ones. Moreover, we
introduce a forget constraint relaxation strategy that allows the model
to obtain a better representation of new classes by randomly zeroing the
contribution of some old classes from the distillation loss. Finally, while
current methods rely on metric learning to detect unknown samples, we
propose a new rejection strategy that sidesteps it and directly uses the
model classifier to estimate if a sample is known or not. Experiments
on three datasets demonstrate that our method outperforms the state of
the art.

Keywords: Open world recognition · Robot vision · Deep learning.

1 Introduction
Over the last few years, the emergence of deep neural networks has brought sig-
nificant improvements in the robotic vision, being used in multiple tasks such
as grasping [9], tool selection [37], depth prediction [29], and autonomous driv-
ing [21]. However, modern deep architectures are still trained under the closed
world assumption (CWA) which assumes that every category the model will
need to recognize is fixed and known a priori during the training phase. Clearly,
this is a significant limitation since the real-world is continuously changing and
the model will likely encounters new classes while operating in new environ-
ments. Recognizing the necessity of breaking the CWA, [2] proposed the the
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open world recognition (OWR) problem. It consists of two sub-challenges: (i)
incremental learning [36,4,3,43], which requires models to extend their knowl-
edge over time without forgetting already learned concepts (i.e. incurring into
catastrophic forgetting [30]) and (ii) open set recognition [38,14], which requires
models to distinguish already seen concepts from unknown ones.

Standard OWR approaches [2,8,28,13] addressed the two challenges sepa-
rately. To deal with catastrophic forgetting, the state-of-the-art methods [28,13]
employ a knowledge distillation loss [18] that prevents changes of the classifica-
tion outputs for old classes. The model is forced to maintain consistent predic-
tion also when it is not confident, resulting in an overly-regularized training and
preventing the model to correctly adapt the feature space when learning novel
classes. To overcome this limitation, in this paper we propose a novel distillation
loss, i.e. the Poly loss. It has been designed following two criteria: (i) maintain-
ing the output unchanged when the model is certain, and (ii) letting the model
be free to change when the prediction is uncertain. This formulation allows to
effectively updates the network to represent novel classes, while also preventing
forgetting of the old knowledge. Despite the advantages of the Poly loss, preserv-
ing the model unchanged may prevent it from achieving optimal representation
on new classes. To this end, we propose the forget constraint relaxation strategy.
It relaxes the constrain imposed by the distillation loss by randomly removing
the contribution from the loss computation of some old classes at each iteration.
To address the second challenge of OWR, i.e. distinguish between known and
unknown samples, the standard approach is to rely on metric learning. In par-
ticular, state-of-the-art methods [2,28,13] couple the nearest class mean (NCM)
classification strategy [8] with a rejection threshold to categorize a sample into
the set of known categories or predict it as unknown. Despite its effectiveness,
this approach has two drawbacks: (i) it considers all the features as equally im-
portant and (ii) it suffers the curse of dimensionality. In this work, we abandon
the metric learning approach in favor of a rejection strategy based on a linear
classifier that computes a score for each class as the dot product between the
feature representations and a set of class specific learnable weights, implicitly
weighting each feature by its importance. As [13], we learn class-specific thresh-
olds on an held-out set.

Following previous works, we benchmark our contributions on Core50 [27],
RGB-D Object Dataset [39] and CIFAR-100 [20] datasets, demonstrating the
benefits of our new components and outperforming the state of the art.

Contributions. To summarize, in this paper we tackle the challenges of OWR
scenario. In particular, we introduce the Poly loss, a novel distillation loss that
allows changes in network output when the old model is not confident about the
prediction. We propose a forget-constraint relaxation strategy that allows the
network to reach an optimal representation of novel classes and a new rejection
strategy, abandoning the metric learning approach in favor of a linear classifier.
We benchmark our approach on three datasets, showing that it outperforms the
previous state of the art.
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2 Related work

Open world recognition. The necessity of breaking the CWA for robot vision
systems [41] has prompted numerous research efforts aiming at equipping mod-
els with the capability of both automatically detecting unknown concepts and
incorporating them during subsequent learning phases. To that purpose, [2] in-
troduced open world recognition (OWR) as a realistic benchmark for developing
agents able to act in the real world. [2] empowers the Nearest Class Mean (NCM)
classifier [31,16] with the ability of detecting unknowns, proposing the Nearest
Non-Outlier algorithm (NNO). NNO uses a fixed rejection threshold to catego-
rize a test sample as belonging to a known or unknown class. To tackle the OWR
scenario, [8] develops the Nearest Ball Classifier which exploits the confidence of
the prediction to compute the rejection threshold. [28] extends the NNO method
of [2] by incorporating a dynamic updating strategy for the rejection threshold
and using a deep neural network as feature extractor. Recently, [13] improves
the performances of NCM based classifier introducing two clustering losses and
proposing to explicitly learn a specific threshold for each category. Recently, [12]
proposed an OWR benchmark considering different visual conditions, showing
that current methods struggle in discriminating between unknown and known
samples belonging to a different visual domains. In this paper, we go beyond the
NCM-based metric learning approach, proposing a simpler but effective rejection
strategy that takes advantage of the network outputs confidence.
Knowledge Distillation-based Incremental learning. Knowledge distilla-
tion has been first proposed by [18] as a technique to transfer knowledge from a
teacher (cumbersome) model to a student (simple) one. The idea has been then
adapted by [24] in incremental learning to alleviate catastrophic forgetting [30].
They considered as teacher the model frozen after the previous learning step
and as student the model trained on the new incoming data, and they forced
the student to keep its predictions consistent with the teacher. In the following,
multiple works proposed different variations this idea in the context of classifica-
tion [36,11,1,44,5,26,45,42,25,19,32] and only recently in semantic segmentation
[6,33,10] and object detection [40,34,35]. Please refer to [7,23] for an extensive
survey of incremental learning methods.

While previous works in the OWR setting [28,13] adopted the knowledge
distillation strategy presented in [36], we develop a new distillation loss that
considers the model uncertainty to prevent forgetting while learning new classes.

3 Method
3.1 Problem formulation

The open world recognition (OWR) setting is composed of multiple training
steps. In the first step, the system is provided with an initial training set T0
composed by N0 samples, i.e. T0 = (xi, yi)i=1N0 , where xi indicate an image
and yi ∈ Y0 is the relative class label. In any following step T , the system is
provided a new training set TT , containing samples belonging to a set of novel
classes YT , where YT

⋂
Yt = ∅ ∀t ∈ [0, T − 1]. The goal of OWR is to find
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a model f that maps an image x to the respective class, if it is known at the
step T , or to the unknown class u, i.e. f : X → Kt ∪ u, with KT =

⋃T
t=0 Yt

indicates the set of known classes at step T . The model f must be incrementally
updated at every training step T to predict new classes but it must still be able
to detect unknown concepts. Without loss of generality, we consider a model f
made of two components: a feature extractor ω mapping images into a feature
space Z (ω : X → Z), and a scoring function ϕ mapping features in Z to class
probabilities (ϕ : Z → [0, 1]|K

T |). We note that, as in [28,13], we consider binary
class probabilities obtained from a sigmoid function.

OWR then presents two challenges: (i) learning new classes without forgetting
the old ones and (ii) recognizing whether new data falls into previously learned
categories or not [2]. In the next section we focus on the former challenge, while
in section 3.4 we discuss the latter.

3.2 Learning Without Forgetting

Preliminaries. While learning novel categories without accessing the old data,
the model is prone to catastrophic forgetting [15,30], i.e. it gradually forgets the
classes it has learned in previous step. To alleviate the catastrophic forgetting
issue, previous works [36,13,28] regularize the model using knowledge distillation
[18] which forces the current model MT to behave like the model of the previous
training step MT−1. Practically, this is accomplished by interpreting the outputs
of the previous model MT−1 as pseudo-targets within a loss function, so that
a sample x can be identified by the the current model MT as belonging to
previously observed classes with a certain probability.

During the training step T , the model is then trained using sum of two
different terms, i.e. the classification loss and the distillation loss. State-of-the-
art methods [28,13,36] employ the binary cross-entropy (BCE) loss for both
terms. Formally, the loss is defined as:

L = − 1

|TT |
∑

(xi,yi∈TT )

LC(xi, yi) + LDBCE
(xi), (1)

with
LC(xi, yi) =

∑
c∈YT

δc=yi
log(ϕ(xi)) + δc ̸=yi

log(1− ϕ(xi),

LDBCE
(xi) =

∑
c∈KT−1

qci log(ϕ(xi)) + (1− qci ) log(1− ϕ(xi)),

where xi is a sample drawn from the training set TT , yi is its ground truth label,
ϕ(xi) is the model prediction, qci is the old model probability for class c, with
i.e. qi = ϕT−1(xi), KT−1 is the set of old classes, and YT the set of new ones.

The distillation loss LDBCE
prevents any changes in the model’s output,

forcing the probability to be equal to the one obtained by the previous model.
Indeed, this loss is highly beneficial when the outputs of the previous network
are close to a value of maximum certainty (either 0 or 1), preventing any change
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that may cause the novel network to lose its ability to predict the old classes.
However, when the old network is uncertain (outputs values around 0.5), as often
occurs when seeing novel classes samples, the network is forced to maintain its
uncertainty, preventing to reach an optimal configuration for new classes.
Poly loss. We therefore aim at finding a distillation loss that prevents the net-
work from modifying the outputs with the maximum certainty, favoring instead
the modification of those closer to 0.5, i.e. the ones with the highest uncertainty.
To formulate a new classification and distillation combination, two major criteria
must be satisfied:

1. The total loss L must be globally continuous, differentiable and strictly con-
vex.

2. The distillation loss must have its only minimum in ϕc
T = ϕc

T−1 which means
that the first derivative of L must be equal to 0 only when for a certain class
c the outputs of both the current and the previous models are equal, i.e.
ϕc
T = ϕc

T−1.

To satisfy these criteria, we propose to exploit a polynomial function as it
is the simplest and most versatile function that can approximate as nearly as
needed every continuous function defined on a closed interval.

To prevent the network from changing the outputs with the highest certainty,
encouraging instead the modification of those closer to maximum uncertainty
status, we formulate Poly loss as follows:

LDPOLY
(xi) =

s−1∑
y=1

1

4

(
(2ϕi

T (xi)− 1)4−

4(2ϕi
T−1(xi)− 1)3(2ϕi

T (xi)− 1) + 3
)
,

(2)

where ϕi
T−1 indicates the outputs of the previous model MT−1 interpreted as

pseudo-target of class c and ϕi
T indicates the outputs of the current model MT .

Overall, for training the network, we replace LDBCE
with the Poly loss

LDPOLY
, obtaining the following cost function:

L = − 1

|TT |
∑

(xi,yi∈TT )

LC(xi, yi) + LDPOLY
(xi). (3)

3.3 Forget-Constraint Relaxation

Despite the advantages of the Poly loss, the constraints it imposes may still be
too binding. If, on the one hand, forcing the network at step T to not change too
much in comparison to the network at step T − 1 helps to prevent forgetting, on
the other hand, this behavior may prevent the network at step T from reaching
the best possible configuration, which may be very different from what it was at
step T − 1. Indeed, a further improvement would be to relax such constraints,
increasing the degrees of freedom of the network. The goal this time is to allow
updates in the model configuration not only when the targets are close to 0.5,
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Rejected Rejected

Class 1 Class 2 Class 3 Unknown Misclassification error

Fig. 1: The figure illustrates the metric learning-based (left) and our rejection
(right) strategies. Metric learning weights each feature equally, resulting in a
sub-optimal rejection strategy. Differently, our strategy considers each feature
independently, modeling better the classes distributions.

as obtained using the Poly loss, but also when they are close to 0 or 1. For
this reason, we propose the forget-constraint relaxation (FCR) strategy that
randomly removes some of the old classes from the loss computation, by simply
setting their contribution in the distillation loss LD to 0. More formally,

L̃D =
∑

c∈Ct−1

Rc

p
LD(xi), (4)

where

Rc =

{
1 with probability p,

0 with probability 1− p;
(5)

and LD can be any distillation loss (e.g., LDPOLY
).

When an old class c is removed from the loss computation, i.e. Rc = 0, the
output of the new model ϕi

T can take any value for c to minimize the total loss
L, allowing it to properly learn the novel class. However, we are not letting the
model to forget that class: in the next iterations, it is likely that the class c
is again considered in the equation, i.e. Rc = 1, and the distillation loss will
prevent the catastrophic forgetting phenomenon. We remark that this could not
be obtained using simple strategies such as multiplying the distillation loss by a
positive weight below 1 since, while the network would learn new classes more
easily, it would also quickly forget the old ones.

3.4 Rejection strategy

In this section we will analyze the second challenge of OWR, namely the models
capability of categorizing as unknown data that does not belong to the set of pre-
viously learned classes. The standard approach for detecting unknown samples is
to employ a metric learning approach [8,2,28,13]. In particular, previous works
assume that the feature extractor ω projects samples in an embedding space
where samples of the same class are closer than samples of any other classes.
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Following this assumption, they compute for each class a centroid, i.e. the mean
of the feature representation of the samples of that class, and they consider a
sample as unknown if its representation is more distant than a threshold η from
all the class centroids.

Despite the improvements introduced in B-DOC [13], i.e. using class-specific
thresholds and learning them rather than computing them, we still identify two
important limitations with the metric learning approach:

1. All the features are treated as equally informative to compute per-class
thresholds;

2. Computing feature distances on a large scale suffers the curse of dimension-
ality.

As illustrated in Fig.1, we argue that considering all the feature as equally im-
portant (issue 1) is sub-optimal, since not all the features are meaningful to
identify a certain class. Consider, for example, a model having a feature identi-
fying whether or not a wheel is present. This feature would be hugely important
to classify the car class, but it is totally meaningless to classify the dog class.
Thus, we need to properly consider each feature, weighting its contribution de-
pending on how important it is for a certain class.

To deal with both issues, we propose an approach that completely abandons
the metric learning approach. To take into account the different importance of
each dimension of the feature vector, we propose to directly use the network clas-
sifier weights, that implicitly provide the features importance for each class. The
classifier computes the dot product between the sample feature representation
and the weights of a certain class, producing a scalar value for each class, i.e.
the classification score, addressing also the issue 2. Intuitively, the classification
score is a value indicating the confidence for a sample x to belong to class c.
Thus, as in B-DOC [13], we define a threshold for each class c, ηc, and given an
image xi, we implement the following rejection policy:{

accept, if ∃c ∈ C : (< ω(xi),wc >) > ηc;

reject, otherwise.
(6)

Chiefly, following B-DOC [13], our training strategy consists of two steps: in
the first one, we train the feature extractor on the training set while minimizing
eq. 3, and in the second one, we learn the thresholds η on a set of samples that
we excluded from the training set. Keeping frozen all the network parameters,
we learn ηc minimizing the following cost function:

LGR(x, c) =
∑
c∈C

max(0, k · (ηc − (< ω(x),wc >))), (7)

where k is equal to 1 if k = yi, and −1 otherwise. Intuitively, if the sample
belonging to class c has a lower score than ηc, the threshold ηc will decrease. On
the other hand, if a sample not belonging to class c obtains a higher score than
ηc, it will increase.
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(a) Closed World Without
Rejection

(b) Closed World With
Rejection (c) OWR Harmonic Mean

Fig. 2: Comparison of LwF [24], iCaRL [36], NNO [2], DeepNNO [28], B-DOC
[13], and our method on Core50 dataset [27]. The parenthesis denote the average
accuracy among the different incremental steps.

(a) Closed World Without
Rejection

(b) Closed World With
Rejection (c) OWR Harmonic Mean

Fig. 3: Comparison of iCaRL [36], NNO [2], DeepNNO [28], B-DOC [13] and
our method on RGB-D Object dataset [22]. The parenthesis denote the average
accuracy among the different incremental steps.

4 Experiments

Datasets. Following the same evaluation protocol of [13], we evaluate the per-
formance of our model on three datasets: Core50 [27], RGB-D Object [22] and
CIFAR-100 [20]. Core50 dataset [27] represents a very challenging benchmark
with 50 different objects grouped into 10 semantic categories and captured in
11 distinct sequences under shifting conditions. Following [13], we divide the 10
categories into two splits: 5 are considered as known classes and the remaining
5 as unknown. We use the first 2 known classes as the initial training set and
we incrementally add the other classes one by one. The RGB-D Object dataset
[22] contains 51 different semantic categories of daily-life objects collected in a
controlled scenario. Following previous works [28,13], we divided its categories
into two split: the first 26 categories are considered as known classes, while the
remaining 25 are considered as unknown ones. Among the 26 categories, the
first 11 ones constitute the initial training set and the remaining ones are added
incrementally in 4 steps of 5 classes each. CIFAR-100 [20] is a largely adopted
benchmark to compare incremental class learning algorithms [36]. It consists of
100 semantic categories with 500 training images and 100 testing images per
class. Follow previous works [28,13] we divide the dataset into 50 known and
50 unknown categories. As for Core50 [27] and RGB-D Object dataset [22], we
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(a) Closed World Without
Rejection

(b) Closed World With
Rejection (c) OWR Harmonic Mean

Fig. 4: Comparison of NNO [2], DeepNNO [28], B-DOC [13] and our method
on CIFAR-100 dataset [20]. The parenthesis denote the average accuracy.
identify an initial training set, which in this case corresponds to 20 classes chosen
among the known set. We then incrementally add the remaining ones in steps
of 10 classes each.

Networks architectures and training protocols. Following previous works
[13] we employ a ResNet-18 architecture [17] as backbone. For each dataset we
start by training the network from scratch. For Core50 dataset, we use 5 epochs
for the initial training classes and 20 epochs for the incremental steps. For RGB-
D Object dataset, instead, we train the network on the initial classes for 4 epochs
and then incrementally for 10 epochs. Finally, for CIFAR-100 we set to 70 both
the epochs for the initial learning stage and the following incremental steps. We
set the learning rate to 0.02 for both the RGB-D Object and Core50 datasets,
while we use 0.2 for CIFAR-100. We adapt Stochastic Gradient Descent (SGD)
with momentum 0.9 and a weight decay of 10−3 for the RGB-D Object and 10−4

for both Core50 and CIFAR-100. To learn ηc on the held-out set of samples, we
use 20 epochs for the three datasets. We use a learning rate of 0.001 for Core50,
0.07 for the RGB-D Object dataset and 0.01 for CIFAR-100. We also employ
the same strategy for memory management of [13], which set the maximum
storable samples up to 2000. 40% of the instances from memory are then drawn
to construct each training batch. 20% of the stored samples, instead, are not
used to directly train the model but only to learn the class-specific thresholds.

Metrics. Following previous works [13,28,2], we use three standard metrics for
comparing the performances of OWR methods. In the closed world without re-
jection setting, the models is evaluated only on the known set of classes, with
no possibility of considering any sample as unknown. In the closed world with
rejection scenario, instead, the model may either categorize a sample into one
of the known classes or classify it as unknown. This scenario is much more diffi-
cult than the preceding one because samples from the known set of classes may
be misclassified as unknowns. Overall, for open world evaluations, we use the
standard harmonic mean (OWR-H) metric defined in [13].

To compute the method performance, we randomly picked 5 distinct sets of
known categories for each dataset and we repeated each experiments 3 times.
The final performance is obtained averaging the results of each run and order.
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Results. In the following, we report the comparison of our method with the
state-of-the-art of OWR (NNO [2], DeepNNO [28], and B-DOC [13]) and incre-
mental learning (IL) (iCaRL [36] and LwF [24]). Fig. 2 reports the results on
Core50 dataset. On the closed world without rejection (Fig. 2a), our method
outperforms the OWR state of the art, surpassing B-DOC [13] by 2.6% on aver-
age, and even IL methods, surpassing iCaRL by 4.9% and LwF by 25.7%. This
result indicates that the adoption of LDPOLY

is beneficial for learning, obtaining
a model more robust on predictions over the old classes. Considering the closed
world with rejection (Fig. 2b), our method rejects less known classes, obtaining
higher performances than B-DOC, on average, by 3.1%. It outperforms previ-
ous methods especially in incremental steps, indicating that introducing new
classes does not reduce the confidence on previous classes. Finally, considering
both known and unknown samples, our method is superior to previous works,
outperforming B-DOC by 1.6% on the OWR-H (Fig. 2c).

Fig. 3 reports the results on RGB-D Object dataset. Similarly to Core50
dataset, our method outperforms IL methods, surpassing iCaRL by 14.1% in the
last step and by 4.6% on average (Fig. 3a). It also surpasses OWR methods by a
large margin when considering rejection (Fig. 3b), achieving an average accuracy
of 64.7%, more than 7% w.r.t. B-DOC and DeepNNO. The effectiveness of our
method is also confirmed by the OWR-H metric (Fig. 3c), where it archives
performance comparable to B-DOC and outperforms DeepNNO and NNO.

Finally, we report in Fig. 4 the results on CIFAR-100 dataset. As for Core50
and RGB-D datasets, our method outperforms OWR state-of-the-art by a large
margin. In particular, in the closed world without rejection, it surpasses DeepNNO
by 4.5% and B-DOC by 6.8% on average (Fig. 4a). In closed world with rejec-
tion (Fig. 4b) DeepNNO achieves slightly higher performance, reaching up to
52.5%. The reason is that DeepNNO classifies most of the samples into known
classes, failing in rejecting them as unknown. This behaviour is confirmed by the
OWR-H metric (Fig. 4c) in which our method achieves much higher performance
than DeepNNO (56.1% vs 42.8%), benefiting from the rejection strategy based
on features importance.
Ablations. Due to lack of space, we report the ablation studies in the supple-
mentary material.

5 Conclusion
In this work, we studied the open world recognition problem in robot vision.
We first proposed to relax the forget-constraint imposed by previous methods
to prevent catastrophic forgetting. In particular, we proposed a new distilla-
tion function, the Poly loss, that enabled changes in the model’s output when
it was uncertain about the old class prediction. Moreover, we introduced the
forget-constraint relaxation strategy to further relax the distillation constraint
on certain samples, enabling the network to reach an optimal representation for
novel classes without forgetting previous classes. Second, we abandon the metric-
learning strategy to detect unknown samples and we propose to directly use the
model’s classifier. We demonstrate the benefits of our contributions on Core50,
RGB-D Object, and CIFAR-100 datasets outperforming the state of the art.
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