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NM-MF: Non-Myopic Multifidelity Framework for Constrained
Multi-Regime Aerodynamic Optimization

Francesco Di Fiore∗ and Laura Mainini †

Politecnico di Torino, Torino, Italy, 10129

The exploration and trade-off analysis of different aerodynamic design configurations re-

quires solving optimization problems. The major bottleneck to assess the optimal design is

the large number of time-consuming evaluations of high-fidelity computational fluid dynam-

ics (CFD) models, necessary to capture the non-linear phenomena and discontinuities that

occurs at higher Mach number regimes. To address this limitation, we introduce an original

non-myopic multifidelity Bayesian framework aimed at including expensive high-fidelity CFD

simulations for the optimization of the aerodynamic design. Our scheme proposes a novel

two-step lookahead policy to maximize the improvement of the solution quality considering the

rewards of future steps, and combines it with utility functions informed by the fluid dynamic

regime and the information extracted from data, to wisely select the aerodynamic model to

interrogate. We validate the proposed framework for the case of a constrained drag coefficient

optimization problem of a NACA 0012 airfoil, and compare the results to other popular mul-

tifidelity and single-fidelity optimization frameworks. The results suggest that our strategy

outperforms the other approaches, allowing to significantly reduce the drag coefficient through

a principled selection of limited evaluations of the high-fidelity CFD model.

I. Introduction

Aerodynamic design optimization is an essential component for the design of resource-efficient air vehicles, and

relates to airfoils, aircraft wings, turbine engine blades and combustion chambers among others [1]. Modern

engineering approaches to the aerodynamic design involve the use of high-fidelity physics-based computer models,

capable to capture non-linear physics and discontinuities in the flow-field with a high level of detail. In particular,

accurate representations are necessary to simulate the compressibility effects of the transonic regime of flight, where the

aerodynamic domain is characterized by a mixed subsonic-supersonic flow-field that requires the numerical solution

of nonlinear partial differential equations to be modeled. However, the implementation of these accurate models in

the aerodynamic optimization poses significant challenges due to their high computational cost (ranging from a few

hours to weeks on high-performance computing clusters), which is not well suited with simulation-based optimization
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techniques that might require a large number of model evaluations during the search for the optimal design. Therefore,

the aerodynamic optimization frameworks commonly rely on low-fidelity physics based models for the flow-field

analysis, which introduce approximations of the aerodynamics phenomena to save computational cost. However, this

models may not be adequate to predict nonlinear physics and compressibility effects as shock waves, flow separation or

turbulence, that occur at higher flight speeds in the transonic regime. This motivates the interest for efficient optimization

approaches to include costly high-fidelity physics-based models in the aerodynamic optimization process and closely

capture the fluid domain while keeping the computational cost acceptable.

This work proposes an original computational framework for the multifidelity aerodynamic design and optimization

process that aims to wisely use high-fidelity aerodynamic evaluations to improve the search and assessment of the design

alternatives. Multifidelity methods are computational strategies that combine information from models at different

levels of fidelity, leveraging fast low-fidelity data to accelerate the exploration of design configurations, and refine the

accuracy of the solution through a limited number of high-fidelity evaluations [2–6]. Commonly, multifidelity strategies

adopt Bayesian frameworks for the optimization of black-box functions. Bayesian optimization estimates the objective

function through a probabilistic surrogate model (typically Gaussian processes) and repeatedly maximizes an acquisition

function to select the new design to evaluate. The acquisition function defines a policy that allows to query the most

promising input locations with a continuous trade-off between the exploration and exploitation of the design space. The

multifidelity scenario allows us to query black box representations of the objective function at different levels of fidelity.

Accordingly, multifidelity Bayesian optimization combines the information of the objective at different fidelities into a

single surrogate model; the surrogate model is than used to compute the acquisition function that selects the location of

the new design to evaluate and the associated level of fidelity to query.

Multifidelity Bayesian optimization has been applied to a wide range of aerodynamic design and optimization

problems. Reisenthel and Allen [7] proposed a multifidelity Bayesian framework for the aeroelastic design and

optimization, developing an adaptive method to achieve probabilistic convergence and enhance performance, and

validating the approach for the case of a UAV wing design and optimization. Meliani et al. [8] addressed the airfoil

shape design and optimization through a multifidelity framework for high-dimensional Bayesian optimization, to

improve the efficiency of the methodology as the number of design variables increases. Mondal et al. [9] developed a

multifidelity global-local scheme for the design and optimization of a highly-loaded transonic compressor rotor, and

demonstrate it for the case of a transonic NASA rotor 37. Kontogiannis et al. [10] proposed a comparison between local

trust region and global Bayesian multifidelity approaches applied to the test case of a RAE2822 airfoil optimization

problem, demonstrating that the global approach allows to better explore the aerodynamic domain outperforming the

local optimization strategy. All these works model the aerodynamic domain through two levels of fidelity, ranging

from high-fidelity computational fluid dynamics (CFDs) to low-fidelity representations of the flow-field. Most works

demonstrate the formulations for an aerodynamic domain that do not include variations in the fluid domain regime,
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limiting the admissible range of the Mach number. Multi-regime optimization brings additional challenges associated

with the selection of the accuracy of the aerodynamic model to closely predict non-linear phenomena that occurs

during the cross-regime scenario. Moreover, these works use multifidelity acquisition functions that measure only the

direct effect of the evaluation of the objective through an immediate measure of the solution quality, precluding greater

improvement that may be captured considering future steps.

This motivates the interest for non-myopic formulations of the acquisition function that allow to unlock the

informative gains from future optimization steps. Ginsbourger and Le Riche [11] and Lam et al. [12] formulated

a non-myopic sampling strategy based on a partially observable Markov decision process (POMDP). However, the

computational cost associated with POMDP makes this strategy suitable only for low dimensional problems. Several

strategies have been proposed to approximate the solution of the POMDP problem. In particular, two-steps lookahead

acquisition functions are particularly attractive because allow to improve the performance of Bayesian optimization

while containing the computational cost that would raise by looking ahead into future steps [11, 13–16]. However, most

of the non-myopic formulations of the acquisition function developed in literature are proposed for a single fidelity

Bayesian framework, which would not be suitable for aerodynamic optimization problems that interrogate extensively

high-fidelity fluid-dynamics models.

This paper introduces a novel multifidelity Bayesian optimization based on a non-myopic formulation to compute an

efficient surrogate model for the aerodynamic design and optimization task in a multi-regime fluid domain. We adopt a

multifidelity Gaussian process as the surrogate model of the objective function, which is progressively updated through

an acquisition function based on the multifidelity expected improvement. Our computational approach proposes an

original multifidelity acquisition function that comes with two novel properties: (i) a two-steps lookahead sampling

policy that unlocks the improvement of the solution quality obtainable through a coordinated action across future

evaluations; (ii) a strategy for selecting the level of fidelity of the aerodynamic model based not only on the combination

of statistical properties of the surrogate model, but also on the flow-field data of the aerodynamic domain. Our acquisition

function allows to sample the new design configuration to be evaluated through an optimal policy based on the solution

of a dynamic programming (DP) problem [17, 18]: we minimize the expected loss achievable at the end of the next

optimization step to quantify the reward in the design solution that could be collected at the same future step. Solving

the DP problem requires to compute nested expectations and maximizations for which is not available a closed-form

solution. Our framework bypasses the computation in closed form of the DP solution through a Monte Carlo strategy, to

provide a robust estimate of the acquisition function. In addition, we formulate the acquisition function to grasp the

evolution of the aerodynamic regimes through a domain-aware utility function, that encourages the evaluation of the

flow-field using the highest level of fidelity as the Mach number approaches to the transonic regime. This element of

our computational strategy allows to select the fidelity of the aerodynamic model accounting for discontinuities and

separations of the flow-field that may not be captured by the low-fidelity model.
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We demonstrate our strategy for the aerodynamic design and optimization problem of a NACA 0012 airfoil: the

objective is the minimization of the drag coefficient subject to a constraint on the lift coefficient at a fixed flight

altitude. The physics-based modeling consists of three levels of fidelity for the aerodynamics, including an high-fidelity

CFD model to solve numerically the Reynolds Averaged Navier-Stokes (RANS) equations, a mid-fidelity CFD model

implementing a coarser discretization to solve RANS, and a low-fidelity model based on the potential flow panel method.

The results obtained with our two-steps lookahead multifidelity and multi-regime scheme are compared over a variety of

single-fidelity and multifidelity acquisition functions widely used in literature.

The paper is organized as follows. Section II illustrates the physics based aerodynamic models and the formulation of

the demonstrative optimization problem of a NACA 0012 airfoil. Section III presents our original two-steps multifidelity

and multi-regime framework, and its implementation for the test-case optimization problem. Section IV discusses the

results obtained from our numerical experiments, and Section V provides conclusions and remarks.

II. Multi-regime Aerodynamic Optimization Problem
This work addresses the aerodynamic design and optimization task accounting for the variations of the physical

properties that characterize the compressible fluid dynamics. Commonly, the evolution of the aerodynamic domain is

denoted using the Mach number as a criterion. The flow-field is defined subsonic if the Mach number is less than 1 in all

the fluid domain, and hence the flow velocity is everywhere less than the speed of sound. This flow is characterized by

smooth streamlines and continuously varying properties. As the Mach number approaches the sonic condition, the fluid

domain is characterized by local supersonic regions with possible shock waves, causing the separation of the viscous

boundary layer from the surface where the shock impinges on the body. Such mixed subsonic-supersonic fluid domain

is commonly referred to as the transonic flow, and usually the transonic regime emerges between 0.8 and 1.2 values

of the Mach number of the free-stream. The interaction between shock wave and boundary layer is one of the most

important aspects of the transonic flow as induces discontinuities in the fluid properties, a large rise of the drag force,

a rapid shift of the center of pressure, and unsteady effects. Due to the different physical characteristics of the flow

regimes, the modelling of the aerodynamic phenomena can be addressed thorough different approaches: the subsonic

regime can be analyzed using simplified aerodynamic models that are capable to approximate the governing partial

differential equation, while the modeling of the transonic regime requires the implementation of accurate and robust

schemes to resolve shock waves, contact discontinuities and non-linearity that characterize the mixed type flow-field.

Our framework aims at including multiple representations of the fluid domain in the aerodynamic design and

optimization process, which can model the different physical phenomena associated with the evolution of the fluid

regime. In particular, we consider the case of the aerodynamic optimization of the drag coefficient of a 2D airfoil subject

to a constraint on the lift coefficient. We use the popular NACA 0012 airfoil constrained optimization problem as the

validation test case of our optimization framework due to the availability of the real-world solution of the optimization
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problem and experimental data of the lift and drag coefficients [19, 20]. This aerodynamic problem is commonly

adopted to validate multifidelity methods [21, 22] and surrogate modeling techniques [23, 24] enabling the assessment

of the performance of the algorithms with respect to the experimental optimum and real-world aerodynamic data, which

usually is not the case for real-world experiments where the optimum solution is not computable. The aerodynamic

modeling consists of three representations at different levels of fidelity: the high-fidelity model is based on a CFD solver

for the numerical approximation of the Reynolds Averaged Navier-Stokes equations (Section II.B); the mid-fidelity

model is conceptually equivalent to the high-fidelity model, except for a coarser discretization of the aerodynamic

domain(Section II.C); the low-fidelity model solves numerically the potential flow equation through the panel method

(Section II.D). In principle, the experimental data available for the NACA 0012 airfoil can be used as an additional level

of fidelity for the aerodynamic modeling through surrogate modeling techniques such as mixture of experts approach

[25] or Bayesian hierarchical regression [26]. However, we prefer to rely on computer-based models since the limited

number of experiments available may not guarantee the computation of a reliable representation of the flow-field.

A. Formulation of the Optimization Problem

The aerodynamic design optimization aims at computing the combination of the Mach number M and angle of

attack α that jointly minimize the coefficient of drag Cd of a NACA 0012 airfoil subject to maintaining a minimum

coefficient of lift Cl at a certain altitude h:

min
x∈χ

Cd(x)

s.t. Cl0−Cl(x)≤ 0 (1a)

h−h0 = 0 (1b)

χ = IM× Iα (1c)

where x =
[
M,α

]
is the design input, h is the flight altitude, Cl0 = 0.45 is the constraint on the lift coefficient,

h0 = 10000m is the constraint on the flight altitude, and χ = IM× Iα is the design space with IM =
[
0.6,0.99

]
and

Iα =
[
0◦,4.5◦

]
. The constraint on the lift coefficient (Equation 1a), on the flight altitude (Equation 1b), and on the

domain boundaries (Equation 1c) are imposed to replicate the flight scenario of a civil aircraft during the cruise phase.

In particular, the Mach number limits are defined to explore design configurations in both the subsonic and transonic

regime with the appropriate level of fidelity to grasp design solutions that may be otherwise discarded.
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B. High-fidelity Aerodynamic Model

The high-fidelity aerodynamic model computes the drag coefficient Cd and lift coefficient Cl , given the geometry of

the airfoil, the flight altitude h, the Reynolds number Re, the free-stream Mach number M and the flight angle of attack

α . We model the aerodynamic domain through the Reynolds Averaged Navier-Stokes (RANS) equations to capture the

effects of turbulence that occur at higher regimes of Mach number and angle of attack. The formulation of the RANS

model in differential form is:

R
(
U
)
=

∂
(
U
)

∂ t
+∇ ·Fc−∇ ·Fv−Q = 0 in Ω, t > 0 (2)

where Ω is the computational domain, R are the numerical residuals, Q is the source term, U =
(
ρ,ρv,ρE

)
is the vector

of the conservative variables, being ρ = ρ(h) the air density, v the free-stream velocity and E the total energy, and Fc

and Fv are the convective and viscous fluxes, respectively:

Fc =


ρv

ρv⊗ v+ Ip

ρEv+ pv

 (3)

Fv =


·

3

3v+ k∇T

 (4)

where T = T (h) is the free-stream temperature, p = p(h) is the free-stream static pressure, k = k(h) is the thermal

conductivity and 3 is the tensor of viscous stresses.

We use the finite volume method to discretize Equation 2 in space with a standard edge-based data structure where

Fc and Fv are evaluated at the midpoint of the edges. The computational domain consists of a grid of 27125 quadrilateral

elements with the farfield boundary extended to 500c away from the airfoil surface, where c = 1m is the Reynolds

length. Figure 1a provides details about the discretization of the computational domain considered in this model. The

mesh is refined in proximity of the contour of the airfoil to capture the local shock waves that occur in the transonic

regime, which are critical for the accurate estimate of the drag coefficient as they generate strong discontinuities in the

flow that induce the separation of the fluid vein. The boundary conditions include the adiabatic wall on the contour of

the airfoil and the free-stream conditions on the farfield of the computational domain.

We solve the Reynolds Averaged Navier-Stokes equations (Equation 2) using SU2 version 7.0.3 in RANS mode with

the Spalart-Allmaras turbolence model [27], using the Jameson-Schmidt-Turkel model (JST) and the Scalar upwind
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(a) (b)

Fig. 1 (a) High-fidelity discretization of the computational domain with 27125 quadrilateral elements, and (b)
pressure coefficient contours for a Mach number of 0.9, angle of attack of 3° and an altitude of 10000 m.

model as the flow and turbolence numerical method, respectively, and Euler implicit for the time discretization. The

convergence criterion is set as satisfied for values of the computational residuals minor than 10−6. We consider this

model as the high-fidelity representation of the aerodynamic phenomena for the capability to provide an accurate

estimate of aerodynamic coefficients Cd and Cl even in the presence of discontinuity and separation phenomena typical

of the mixed flow condition that characterizes the transonic regime. Figure 1b illustrates the distribution of the pressure

coefficient around the NACA 0012 airfoil computed with the high-fidelity aerodynamic model, for a Mach number of

0.9, angle of attack of 3◦ and an altitude of 10000m.

C. Mid-fidelity Aerodynamic Model

The mid-fidelity aerodynamic model adopts the same governing equations and the same solution method of the

high-fidelity model (Section II.B), with the grid density being far coarser than that of the high-fidelity one. In particular,

we discretize the computational domain with 14336 quadrilateral elements, which leads to a lower computational

time required to estimate the aerodynamic coefficients Cd and Cl in comparison to the high-fidelity model. Figure 2a

illustrates the discretization of the computational domain for the mid-fidelity aerodynamic model. As a result of the

coarser mesh, this model is not suitable for the computation of the aerodynamic field for Mach numbers close to the

sonic condition, as it may not capture the discontinuities of the flow that occur at transonic speed regimes. Therefore,

we consider this representation as the mid-fidelity aerodynamic model since the accuracy of the solution is not always

satisfactory over the transonic regime with respect to the high-fidelity one. However, the mid-fidelity representation

can still provides close approximations of the aerodynamic coefficients for Mach number regimes far from the sonic

condition. Figure 2b presents the distribution of the pressure coefficient around a NACA 0012 airfoil in output from the

mid-fidelity aerodynamic model, for a Mach number of 0.9, angle of attack of 3◦ and an altitude of 10000m.
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(a) (b)

Fig. 2 (a) Mid-fidelity discretization of the computational domain with 14336 quadrilateral elements, and (b)
pressure coefficient contours for a Mach number of 0.9, angle of attack of 3° and an altitude of 10000 m.

D. Low-fidelity Aerodynamic Model

The low-fidelity aerodynamic model permits to compute the aerodynamic coefficients of liftCl and dragCd given the

free-streamMach number M, the angle of attack α , the Reynolds number Re, and the geometry of the airfoil. We analyze

the flow-field around the airfoil through the potential flow panel method with an integral boundary layer formulation

and an approximate eN envelope method to calculate the aerodynamic transition. We use XFOIL [28] to solve the

potential flow equation through the panel method with the Karman-Tsien compressibility correction to rapidly predict

the airfoil performances. The code is developed to evaluate the aerodynamic coefficients at low Reynolds numbers and

is capable to calculate the viscous pressure distribution, capturing the influence of limited trailing edge separation and

laminar separation bubbles. With the eN envelope method, XFOIL tracks only the most amplified frequency on the

airfoil downstream from the point of instability to obtain the amplitude of the disturbance, and transition is assumed if

an empirical determined amplitude value is reached. The convergence is achieved through the iteration between the

outer and inner flow solutions on the boundary layer displacement thickness. We use 200 panels to discretize the airfoil

contour and set 200 iterations as the convergence criteria to contain the computation time.

We consider the aerodynamic coefficients computed with this model being the low-fidelity approximation of the real

values, as the potential flow panel method and the compressibility correction are not capable to achieve an accurate

representation of the flow-field in the more turbulent flow at higher values of Mach number (M > 0.65) and angle of

attack (α > 4◦). Moreover, the combination of the panel method with the Karman-Tsien correction causes XFOIL to

overestimate lift and underestimate drag [29]. Figure 3a illustrates the comparison between the drag coefficient of a

NACA 0012 airfoil computed with the low-fidelity model over the design space, and the wind tunnel prediction of the

drag coefficient obtained interpolating with a spline function the experimental data [30]. Wind tunnel data are used in

this work as the reference data against which the high-fidelity CFD model (Section II.B) has been validated. This allows

to evidence the increase of the discrepancy between the high-fidelity and the low-fidelity outcomes when the flow-field
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(a) (b)

Fig. 3 Prediction of the drag coefficient Cd as a function of Mach number M and angle of attack α obtained
by interpolating data computed by the low-fidelity model (3a) and experimental wind tunnel data (3b) for the
NACA0012 airfoil [30]

approaches the transonic regime. Moreover, we use these experimental data to assess the goodness of our results in

Section IV dedicated to results and discussion.

III. Non-Myopic Multifidelity Bayesian Optimization for Multi-regime Aerodynamics
Our optimization strategy relies on a Bayesian framework for the optimization of black-box objective functions. To

optimize the objective function f : χ → R, Bayesian optimization (BO) learns a probabilistic surrogate model to predict

the values of the objective across the design space χ and the associated uncertainty in the prediction. Commonly, BO is

based on Gaussian Process (GP) to approximate the objective function. The main feature of GP is that in addition to

the prediction, it provides a reliable estimate of the uncertainty of the surrogate model response [31]. Based on these

information, BO defines through an acquisition function (AF) a policy for the selection of the next design x to evaluate,

which usually involves a trade-off between the exploration of the surrogate and the exploitation toward the optimum

design. By maximizing the acquisition function, BO selects the most promising design and updates the surrogate model

with the observation of the objective at that configuration.

In themultifidelity context, the objective function is evaluated throughmultiple informative sources f (1)
(
x
)
, ..., f (L)

(
x
)
,

where the higher the level of fidelity l, the more accurate (yet costly) the query of f (l)
(
x
)
. A common practice to extend

BO to a multifidelity setting is to combine the different sources of information into a single surrogate model and define

an acquisition function that determines not only the next design to sample, but also identifies at which level of fidelity

evaluate the objective function [32, 33]. Popular multifidelity Bayesian frameworks rely on acquisition functions that

measure only the direct reward of an immediate evaluation of the objective function. Examples include the Multifidelity

Expected Improvement (MFEI) [34], Multifidelity Predictive Entropy Search (MFES) [35] or Multifidelity Max-value

Entropy Search [36]. By myopically maximizing the immediate improvement in the solution quality, these acquisition
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functions may preclude greater informative gains obtainable through the next design evaluations that can significantly

reduce the computational cost of the optimization process. Moreover, in the context of multi-regime aerodynamic

analysis, the optimization problem brings additional challenges associated with the need for the multifidelity scheme

to account for the evolution of the physical domain. This motivates the interest in non-myopic multifidelity Bayesian

frameworks, also known as lookahead Bayesian optimization, capable to acquire information from multiple fidelity

sources looking further into future steps of the optimization, and deal with dynamic and complex physical phenomena.

This work proposes a non-myopic multifidelity Bayesian framework for the aerodynamic optimization in a multi-

regime domain. Our strategy aims to effectively combine multiple aerodynamic informative sources at different levels

of fidelity to obtain an efficient and accurate estimate of the drag coefficient of an airfoil subject to a lift coefficient

constraint. We use a Gaussian process extended to a multifidelity scenario as the probabilistic surrogate model, that is

updated iteratively during the optimization process through the evaluation of the acquisition function. Specifically,

we conceived a two-step lookahead multifidelity acquisition function that is informed about the dynamic evolution of

the aerodynamic domain. At each iteration of the optimization, our framework selects a new set of design variables

considering the immediate reward in the solution quality and the improvement in the future steps, while the level of

fidelity of the aerodynamic model is determined according to the surrogate properties and the fluid domain features.

In the following, we will present our original multifidelity framework and its peculiar elements as follows.

Section III.A introduces the multifidelity Gaussian process surrogate model and the Gaussian regression to approximate

the objective function at different levels of fidelity. Section III.B presents the domain-aware multifidelity acquisition

providing details about its formulation informed about the fluid regime. In Section III.C, we illustrate the lookahead

strategy that permits to incorporate a non-myopic sampling policy in the domain-aware scheme, and formulate our

two-step lookahead multifidelity acquisition function for multi-regime optimization. Finally, Section III.D presents

the integration of our original acquisition function and the surrogate model in the multifidelity Bayesian framework

conceived to solve the multi-regime constrained aerodynamic optimization problem of Section II.A.

A. Multifidelity Gaussian Process

Our framework is based on the Gaussian process regression to compute the surrogate model of the objective function.

Let us consider a set of design inputs X =
[
x1, ...,xn

]
and outputs y =

[
y
(
x1
)
, ...,y

(
xn
)]
, where we assume that the

observations of the objective functions are noisy quantities y
(
x
)
= f

(
x
)
+ ε where ε ∼N (0,σε) is the normally

distributed measurement noise with standard deviation σε . For the case of the aerodynamic problem described in

Section II.A, the design inputs consists of combinations of the Mach number M and angle of attack α while the outputs

are the observations of the drag Cd and lift Cl coefficients. The Gaussian process assumes that the output is distributed

according to a multivariate Gaussian distribution p
(
y|X
)
= N

(
y|µ
(
x
)
,κ
(
x,x′

))
, where µ is the mean function and κ

is the covariance function. According to the Bayesian approach, we define a prior distribution of the objective function
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as a Gaussian process with mean function µ
(
x
)
= 0 and covariance function κ , and relocate probabilities based on the

observed data using Bayes’ rule. Due to the multi-variate Gaussian form, given a new design input xn+1, the posterior

distribution of the output p
(

f
(
xn+1

)
|xn+1,X,y

)
is a Gaussian process completely specified by the posterior mean µ

and variance σ2.

The Gaussian process regression can be extended to the multifidelity scenario combining multiple representations of

the objective function into a single probabilistic model. This is the case of the NACA0012 optimization problem, where

we consider three aerodynamic models at different levels of fidelity hierarchically ordered according to the accuracy and

cost of the prediction of the aerodynamic coefficients. We assume that the prediction of the objective at a certain level

of fidelity l can be derived recursively through an autoregressive scheme [37], modeling the lowest-fidelity prior f (1) as

a Gaussian process with mean function µ(l) = 0 and covariance κ1
(
x,x′

)
:

f (l) = ρ f (l−1) (x)+δ
(l) (x) l = 2, ...,L (5)

where ρ is a constant scaling factor and δ (l) is the discrepancy between the two levels of fidelity defined as a Gaussian

process with mean function µ(l) = 0 and covariance function κ(l)
(
x,x′

)
. The posterior distribution of the multifidelity

Gaussian process is defined by the mean and variance:

µ
(l)(x) = κ

(l)
n (x)T (K+σεI

)−1 y (6)

σ
2(l)(x) = κ

((
x, l
)
,
(
x, l
))
−κ

(l)
n (x)T (K+σεI

)−1
κ
(l)
n (x) (7)

where κ
(l)
n is defined as κn(x)

.
=
(
κ
((

x, l
)
,
(
x0, l0

))
, · · · ,κ

((
x, l
)
,
(
xn, ln

)))
, the term K is the kernel matrix such that

K(i, j) = κ
((

xi, li
)
,
(
x j, l j

))
, the vector y .

=
(

y(l1)(x1), · · · ,y(ln)(xn)
)T

collects the noisy observations and I is the

n-dimensional identity matrix. The posterior mean and variance evaluated at any point of the feasible set of input χ

represent the prediction and associated uncertainty of the model at the point x, respectively.

B. Multifidelity Acquisition Function for Domain-Awareness

Thus far, we have described the probabilistic surrogate model used to represent our belief about the unknown

objective function when multiple representations at different levels of fidelity are available. Based on the posterior mean

and variance, the multifidelity acquisition function determines the policy that decides the next design to evaluate and

which aerodynamic model to query at each iteration of the optimization process. Our Multifidelity Domain-Aware

(MFDA) acquisition function builds up onto multifidelity expected improvement [34] and can be formulated for the

multi-regime aerodynamic optimization problem:
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MFDA(x, l,M) = EI(x)α1(x, l)α2(x, l)α3(l)α4(M, l). (8)

In Equation (8) EI(x) is the expected improvement [38] evaluated at the highest level of fidelity:

EI(x) =
(

µ(L)(x)− f (x+)
)

Φ

(
µ(L)(x)− f (x+)−ξ

σ (L)(x)
)
+σ (L)(x)φ

(
µ(L)(x)− f (x+)−ξ

σ (L)(x)
)

if σ (L)(x)> 0

0 if σ (L)(x) = 0

(9)

where f (x+) is the minimum value of the objective function evaluated at the best design x+ identified at the current

iteration, Φ(·) and φ(·) are, respectively, the cumulative distribution function and the probability density function of

N (0,1), and the parameter ξ allows to balance the global exploration of the design space and the local exploitation of

the regions where the optimum design is supposed to be; larger values of ξ result in a major influence of the posterior

uncertainty σ (L) encouraging the exploration of uncertain regions of χ while decreasing ξ leads to an increased

importance of the posterior prediction µ(L) incentivizing the sampling toward the optimum. The formulation of the

multifidelity acquisition function includes the utility functions α1, α2, α3, and α4 defined as follows:

α1(x, l) = corr( f (l), f (L)) =
κ((x, l),(x,L))√

σ2(l)σ2(L)
(10)

α2(x, l) = 1− σε√
σ2(l)(x)+σ2

ε

(11)

α3(l) =
λ (L)

λ (l)
(12)

α4(M, l) =


1 if l = 1, ...,L−1

Ms
Ms−M if l = L Ms = 1

(13)

where α1(x, l) accounts for the reduction of the uncertainty of the aerodynamic output as the level of fidelity increases

and is defined as the correlation between the evaluation of the objective at l-th fidelity and the high-fidelity evaluation;

α2(x, l) is conceived to consider the reduction of the standard deviation of the posterior GP model after a new observation

of the objective function; α3(l) takes into account the computational cost corresponding to the fidelity of the aerodynamic
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model and is defined as the ratio between the cost per evaluation of the high-fidelity model and the cost associated

with the l-th fidelity model. For the specific case of the NACA 0012 drag coefficient optimization (Section II.A), we

set λ (L=3) = 1 for the high-fidelity model (Section II.B), λ (l=2) = 1/2 for the mid-fidelity model (Section II.C), and

λ (l=1) = 1/1000 for the low-fidelity model (Section II.D).

The utility function α4(M, l) is specifically designed to consider a multi-regime aerodynamic domain: as the

Mach number gets closer to the speed of sound, the flow around the airfoil moves to the transonic regime generating

local shock waves that can cause a large-scale separation downstream with an increase of the aerodynamic drag and

unsteadiness in the flow around the airfoil. Therefore, we conceived α4 to capture these phenomena with an high degree

of accuracy, encouraging the selection of the highest-fidelity aerodynamic model when the Mach number approaches the

sonic condition. As the values of M becomes close to the transonic region (M = 0.8), α4 achieves large values for the

highest-fidelity model while is imposed at 1 for the l = 1, ...,L−1 fidelity models. This allows to increase the values

of the acquisition function when the objective function is observed with the L fidelity model in the transonic regime,

ensuring the maximum accuracy of the airflow modeling.

To summarize, each utility function is beneficial to the performance of our multifidelity framework. If α1 is

excluded from the formulation, the algorithm queries always the low-fidelity aerodynamic model to contain the total

computational cost of the optimization process. If α2 is not considered, the algorithm samples regions of the design

space already explored consuming the computational budget to evaluate unnecessary replicates. If α3 is discarded, the

computational cost of the aerodynamic models does not affect the selection of the level of fidelity to query, making

more advantageous the selection of the high-fidelity model. If α4 is not included, the algorithm is not informed about

the evolution of the aerodynamic domain, and potentially selects the level of fidelity not appropriate to predict the the

physical phenomena that characterize a specific aerodynamic regime within the multi-regime scenario of optimization.

C. Two-steps Lookahead Multifidelity Acquisition Function

The multifidelity acquisition function depicted in Equation (8) allows to include information about the fluid dynamic

regime in the selection of the aerodynamic model to query at each iteration. However, the approach to the sampling

process limits the evaluation of the rewards of the solution quality to the immediate step of optimization. In the

following, we define a two-step lookahead sampling policy that is able to consider the current informative gains in the

design solution given a potential candidate, and leverage this information to find an even better design on the next query.

The goal is to explore the high uncertainty region of the design space looking ahead into future evaluations to find

improvements in the solution quality, while containing the computational cost through the principled use of inexpensive

aerodynamic analyses conducted with lower fidelity models.

Considering a generic iteration i of the optimization, let us index with 0 the quantities already collected at the current

iteration of the optimization, and with 1 and 2 the quantities referred to the first step and second step, respectively. The
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two-step lookahead acquisition function is defined following the dynamic programming principle: an optimal policy has

the property that whatever the initial training set and utility function, the decision variables selected over the remaining

steps must be optimal for the remaining problem, considering the training set of the early step as the initial condition.

For our case, the objective is to select the optimal design variable at the second step lookahead x2 to minimize the

expected loss evaluated at the first step L1:

L1 = min
x2∈χ
E1
[

f ∗2
]
= f ∗1 −max

x2∈χ
MFDA1(x2, l,M) (14)

where E1 is the expectation computed with respect to the multifidelity Gaussian process updated at the first step ahead,

f ∗1 and f ∗2 are respectively the values of the objective corresponding to the optimal samples at the first and second step

ahead, and MFDA1 is the domain-aware multifidelity acquisition function (Equation 8) computed on the posterior mean

µ
(L)
1 (Equation 6) and variance σ

2(L)
1 (Equation 7) of the multifidelity Gaussian process at the first step. Therefore, the

expected value E0 achieved at the start of the first step is:

E0
[
L1
]
= E0

[
f ∗1 −max

x2∈χ
MFDA1(x2, l,M)

]
=

E0

[
f ∗0 −

(
f ∗0 −min f

(
x1
))+−max

x2∈χ
MFDA1(x2, l,M)

]
=

f ∗0 −MFDA0(x1, l,M)−E0

[
max
x2∈χ

MFDA1(x2, l,M)

] (15)

where f ∗0 is the value of the objective at the optimal sample identified before the lookahead steps, and MFDA0 is the

domain-aware multifidelity acquisition function (Equation 8) under the multifidelity Gaussian process with mean µ
(L)
0

(Equation 6) and variance σ
2(L)
0 (Equation 7) evaluated at the current iteration of the optimization.

Combining Equation 14 with Equation 15, we define the two-steps lookahead acquisition function as:

U
(
x1, l,M

)
= MFDA0(x1, l,M)+E0

[
max
x2∈χ

MFDA1(x2, l,M)

]
(16)

Equation 16 cannot be computed in closed form as it requires to evaluate the nested expectation. To estimate U

we use the Monte Carlo approach, assuming that f (l)
(
x1
)
= µ

(l)
0 +C(l)

0

(
x1
)

Z, where l is the level of fidelity of the

aerodynamic model, C(l)
0 is the Cholesky decomposition of K0, and Z is the independent standard normal random

variable [39]. Thus, we define the predictive distribution of the multifidelity Gaussian process at a generic input x after

the first step:

µ
(l)
1 = µ

(l)
0 +A(l)

0

(
x
)

Z (17)
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σ
(l)
1 = σ

(l)
0 −A(l)

0

(
x
)

A(l)
0

(
x
)T (18)

whereA(l)
0

(
x
)
= κ

(l)
0

(
x
)

C(l)−1
0 . To estimateU

(
x1, l,M

)
, we sampleZ and computeU

(
x1, l,M,Z

)
=MFDA0(x2, l,M)+

E0
[
maxx2∈χ MFDA1(x2, l,M,Z)

]
. Averaging many such replications provides a robust approximation of U

(
x1, l,M

)
.

D. Aerodynamic Constrained Optimization Algorithm

This section illustrates the main steps and features of our overall non-myopic domain-aware multifidelity scheme

for constrained aerodynamic optimization. We consider the generic problem of optimizing a quantity of interest f (x)

that characterize the aerodynamic domain subject to constraints fC(x), where the design variables x include the Mach

number M defined within a range that denotes a multi-regime scenario (Section II) and multiple representations at

different levels of fidelity l = 1, ...,L are available for both f (l) and f (l)C . During the optimization process, the objective

function and the constraints are approximated at each iteration to compute the multifidelity acquisition function and

select the most promising design configuration and level of fidelity to query. For this estimation task, our algorithm

uses the multifidelity Gaussian process illustrated in Section III.A to provide a probabilistic representation of the

objective function f (l) = GP(µ(l),σ (l)) and of the constraints f (l)C = GP(µ(l)
C ,σ

(l)
C ). To handle the constraints during the

optimization process, we adopt a conditional selection strategy that defines an additional surrogate model GP(µ̃(l), σ̃ (l))

to represent the feasible regions of the design space, where µ̃(l) = µ(l)(µ
(l)
C > fC) and σ̃ (l) = σ (l)(µ

(l)
C > fC). Estimated

the feasible subset of design configurations, the next step of our multifidelity scheme is the identification of the next

design configuration and the selection of the level of fidelity to query maximizing the two-steps lookahead multifidelity

acquisition function presented in Section III.C computed on µ̃(l) and σ̃ (l).

With reference to the test-case optimization problem defined by Equation 1 and related to the design optimization of

a 2D airfoil, the algorithmic flow (Algorithm 1) starts from a first sample set of feasible design points P that satisfy the

constraint on the lift coefficientCl (Equation 1a) and on the flight altitude h (Equation 1b), together with the multifidelity

objective function Cd(x) and the prior distribution of the multifidelity Gaussian process GP(0,σ (l)). The feasibility of

the set P is not a strong assumption but allows to improve the performance of optimization by enabling the initial

sampling process in the regions of the design space that are already feasible, increasing the likelihood that the algorithm

endures the sampling of feasible design configurations. Moreover, if the initial set of points P is not feasible, the

algorithm may require several iterations to accurately characterize the constraints consuming computational budget, for

instance when the feasible regions of the design space are disconnected.

At the beginning of the optimization process, we select the initial sampling points P0 =
[
x1, ...,xn

]
and the

associated levels of fidelity L0 =
[
l1, ..., ln

]
, which are used to compute the first observations of the drag coefficient

Cd =
[
C(l1)

d1
, ...,C(ln)

dn

]
and of the lift coefficient Cl =

[
C(l1)

l1
, ...,C(ln)

ln

]
and hence learn the initial surrogate models of the
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Algorithm 1: Constrained multifidelity aerodynamic optimization of an airfoil
Input: Feasible set P ∈ R2, multifidelity objective function Cd(x) and the multifidelity Gaussian process prior

GP(0,κ(l)(x,x′))
Output: Set of design variables x that minimize Cd(x)
Draw initial sampling points P0 ⊂P and associated levels of fidelity L0

Id ← evaluate C(l)
d at points P0 and level of fidelity l ∈L0

Il ← evaluate C(l)
l at points P0 and level of fidelity l ∈L0

Compute posterior µ(l) and σ2(l) based on Id

Compute posterior µ
(l)
C and σ

2(l)
C based on Il

i← 0
repeat
// Function and constraint evaluation
Load xi

C(li)
di
← evaluate C(l)

d at the point xi and level of fidelity li

Id =
[
Id,C

(li)
di

]
C(li)

li
← evaluate C(l)

l at the point xi and level of fidelity li

Il =
[
Il ,C

(li)
li

]
// Update the surrogate models

Update posterior µ(l) and σ2(l) based on y
Update posterior µ

(l)
C and σ

2(l)
C based on yC

// Next iteration

Compute µ̃(l) ⊂ µ(l)
(

µ
(l)
C >C0

l

)
and σ̃ (l) ⊂ σ (l)

(
µ
(l)
C >C0

l

)
Estimate U based on µ̃(l) and σ̃ (l)[
xi+1, li+1

]
← maxx(U

(
x, l,M

)
) ∀l

i+1← i
until B≤ Bmax;
return x that minimize Cd(x) over the whole dataset

objective function GP(µ(l),σ (l)) and of the constraint GP(µ(l)
C ,σ

(l)
C ).

Considering a generic iteration i of our optimization framework, we select the design point xi at which we compute

the value of the objective function yi and of the constraint yCi from the previous iteration i−1. These observations are

used to update the surrogate multifidelity models for both the drag and lift coefficient, and compute the constrained

posterior mean µ̃(l) and standard deviation σ̃ (l) on which we define the acquisition function. At this point, the algorithm

estimates and optimizes the two-steps lookahead multifidelity acquisition function through the procedure described

in Section III.C, determining the next design xi+1 to evaluate and associated fidelity of the aerodynamic model li+1.

The process is then iterated until the cumulative cost of the evaluation of the aerodynamic models B = ∑λ
(l)
i reaches a

prescribed maximum budget Bmax.

IV. Results and Discussion
This section discusses the results we obtained with the two-step lookahead domain-aware multifidelity framework

(lookMFBO-DA) for the constrained aerodynamic optimization problem of a NACA 0012 airfoil subject to a multi-regime
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flow-field (Section II.A). The proposed strategy is compared with Bayesian frameworks widely used in literature including

efficient global optimization (EGO) [38], a two-step lookahead single fidelity framework (lookEGO) [11, 13–15],

MFBO based on the multifidelity expected improvement acquisition function (MFBO) [34], MFBO implementing the

domain-aware acquisition function only (MFBO-DA), and a two-step lookahead multifidelity framework (lookMFBO)

realized excluding Equation (13) from our multifidelity acquisition function illustrated in Section III.C. All these

competing algorithms have been implemented in-house by the authors to ensure a fair comparison and discussion of the

results.

The multifidelity algorithms consider three levels of fidelity for the aerodynamic modeling including the high-fidelity

CFD model (Section II.B), the mid-fidelity CFD model (Section II.C), and the low-fidelity model (Section II.D), while

the single fidelity frameworks elicitate evaluations of the high-fidelity model only. For the numerical experiments

discussed in this paper, the initial set of samples is determined through a Latin hypercube strategy and are used to

compute the surrogate model at the first step (Section III.D). Specifically, the multifidelity searches are initialized

with 13 initial design configurations among which 10 observations of the objective function are evaluated with the

low-fidelity model, 2 are computed with the mid-fidelity model, and the last one is evaluated with the high-fidelity model,

while for the single fidelity frameworks we consider 2 initial design configurations at which we compute high-fidelity

observations. The computational cost B is evaluated as the sum of the computational costs required to estimate the

aerodynamic domain with a certain level of fidelity. To total computational budget assigned is fixed at Bmax = 10, that is

equivalent to 10 evaluations of the high fidelity model (λ (L) = 1, Section III.B). The overall budget includes also the

cost for the initial samples. All the competing methods are based on the Gaussian process surrogate model [31] and its

implementation in the multifidelity scenario (Section III.A). We adopt the square exponential kernel for the covariance

function of the GP models and provide an estimate of the hyperparameters using the maximum likelihood estimation

technique [40]. Considering the lookMFBO-DA and lookMFBO algorithms, we sample 2000 random variables to

approximate the two-step lookahead acquisition function through the Monte Carlo strategy depicted in Section III.C,

ensuring the robustness of the estimate of Equation (16) while keeping acceptable the required computational cost.

Figure 4a illustrates the values of the minimum drag coefficient C∗d = min(Cd(x)) while Figure 4b provides details

about the error of the surrogate model obtained from a randomized statistic of 20 experiments starting from different

initial samples for all the algorithms. The evaluation of the reduction of Cd allows to assess the accuracy of the optimal

solution identified by the competing methods, providing a quantification of the improvement in the solution of the

optimization problem. The measure of the surrogate error permits to investigate how wisely the algorithms combine

data at different levels of fidelity to improve the accuracy of the surrogate model; this reflects the capability of the

optimization methods to better inform the acquisition function with a reliable estimate of the objective function, leading

to superior optimization performance. The outcomes are reported in terms of the median values (solid line) together

with the observations falling in the interval between the 25-th and 75-th percentiles (shaded area). The error of the
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(a) (b)

Fig. 4 Statistics over 20 runs of the minimum drag coefficient C∗d (4a) and of the error of the surrogate model
ES computed as the Gaussian process of the objective function (4b) obtained with efficient global optimiza-
tion (EGO) [38], two-step lookahead single-fidelity Bayesian optimization (lookEGO) [11, 13–15], multifidelity
Bayesian optimization (MFBO) [34], domain-aware multifidelity Bayesian optimization (MFBO-DA), two-step
lookahead multifidelity framework (lookMFBO), and the proposed two-step lookahead domain-aware multifi-
delity framework (lookMFBO-DA).

surrogate model of the objective function ES is defined as the relative error between the values of the drag coefficient C̃d

predicted by the surrogate model of the objective function (Section III.A) and the values of Cd,wt determined through

real world NACA 0012 wind tunnel data [30], since the high fidelity model (Section II.B) has been validated with this

experiments:

ES =
1

nwt

nwt

∑
i=1

C̃d(xi,wt)−Cd,wt(xi,wt)

Cd,wt(xi,wt)
(19)

where nwt = 120 is the number of experimental data available and xi,wt is the i-th design configuration evaluated in the

wind tunnel experiments. The experimental optimum is C∗d,wt = 0.0064 (dashed line in Figure 4a) corresponding to

the optimum design x∗wt =
[
M∗wt ,α

∗
wt
]
=
[
0.6574,3.013

]
, and is also estimated through wind tunnel experiments. The

results suggest that our optimization strategy is substantially more effective than competing methods, providing larger

improvements in the solution quality (reduction of the drag coefficient and of the surrogate error) earlier on in the

first stages of the optimization process. Moreover, when the optimizer runs out of budget, it can be observed that our

framework permits to identify a design solution superior to other methods: the two-step lookahead formulation, the

multifidelity strategy and the active awareness of the fluid regime jointly allow to efficiently learn the aerodynamic

surrogate and minimize the drag coefficient. In addition, it can be observed that including forms of domain awareness

allows to obtain sensitive improvements of the accuracy of the multifidelity surrogate thanks to the wise use high-fidelity

models at higher mach number regimes. Table 1 depicts the minimum median values of the drag coefficient achieved by
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Method mean C∗d best C∗d best M∗ best α∗ HF calls MF calls LF calls

EGO 0.009631 0.008586 0.6210 2.622 10 - -
lookEGO 0.008943 0.007590 0.6580 3.192 10 - -
MFBO 0.007774 0.007423 0.6490 3.230 4 11 497
MFBO-DA 0.007568 0.007066 0.6360 3.078 5 8 988
lookMFBO 0.007597 0.006768 0.6334 2.959 4 10 997
lookMFBO-DA 0.006648 0.006427 0.6563 3.000 4 10 993
Wind Tunnel Optimum - 0.0064 0.6574 3.013 - - -

Table 1 Comparison across median and best values of the minimum drag coefficient C∗d over 20 experiments
for the competing algorithms, including the related optimum design variables M∗ and α∗, and the queries of the
high-fidelity (HF), mid-fidelity (MF) and low-fidelity (LF) model.

Error C∗d EGO lookEGO MFBO MFBO-DA lookMFBO lookMFBO-DA

Mean 50.5% 39.7% 21.5% 18.2% 18.7 % 3.88%
Best 34.2% 18.6% 15.9% 10.4% 5.75 % 0.422%

Table 2 Comparison of the percentage error of the estimate of the minimum drag coefficient C∗d with respect
to the wind tunnel optimum C∗d,wt : mean and best values over the 20 trials.

the algorithms, and reports the drag coefficient along with the design configurations and the queries of the aerodynamic

models corresponding to the experiments that give the best results. Our framework allows to achieve a design solution

almost identical to the best design from wind tunnel data using 993 observations of the low-fidelity model, 10 evaluations

of the mid-fidelity model and only 4 queries of the high-fidelity model. Table 2 indicates the percentage errors computed

on the mean and on the best values of the drag coefficient determined by each competing methods with reference to the

wind tunnel optimum. On average, the lookMFBO-DA strategy permits to achieve an error of about 3.88%, whereas

the second-best lookMFBO algorithm achieves an error of the 5.75%. Moreover, our framework scores the overall

maximum reduction of the error with a value of about 0.422%. This demonstrates the capability of the lookMFBO-DA

to leverage multiple aerodynamic models that jointly with the lookahead property and the domain-awareness enhance

the optimization performances.

Figure 5 depicts the design space obtained using a spline interpolation of wind tunnel data to illustrate the high-fidelity

sampling process corresponding to the experiments that provide the best results in terms of reduction of the drag

coefficient for all the algorithms considered. It can be observed that the multifidelity strategies allow to reduce the

total number of high-fidelity observations respect to the single-fidelity algorithms, leveraging the information from

the mid-fidelity and low-fidelity models. The proposed lookMFBO-DA framework uses the high-fidelity model to

explore the regions of the design space characterized by higher Mach numbers and angles of attack thanks to the

domain-awareness property, and effectively exploit the design space sampling closely to the optimum configuration

through the lookahead feature (Figure 5f). These aspects permit to accurately predict the aerodynamic domain at
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(a) (b) (c)

(d) (e) (f)

Fig. 5 High-fidelity evaluations ofCd called by the different algorithms: EGO (5a), lookEGO (5b), MFBO (5c),
MFBO-DA (5d), lookMFBO (5e), and lookMFBO-DA (5f). The contour map indicates the Cd value obtained
interpolating the wind tunnel data as a function of Mach number M and angle of attack α .

transonic regimes taking advantage of lower-fidelity models to explore design configurations at lower speeds and angle

of attack. Also the MFBO-DA algorithm samples the design space with a similar approach thanks to the domain-aware

formulation (Figure 5d). However, the exploitation is not effective as lookMFBO-DA demonstrating the significant role

of the lookahead strategy to improve the optimization performance.

For all the numerical experiments presented in this paper, we run each test on a single core of a desktop PC with

Intel Core i7-8700 (3.2 GHz) and 32 GB of RAM. The computational time of a single iteration of the lookMFBO-DA

framework ranges from seconds to minutes, while the computation of the aerodynamic model takes 60 min, 30 min and

0.06 min for the high-fidelity, mid-fidelity and low-fidelity model, respectively.

The outcomes highlight the potential impact of our original framework for the aerodynamic design and optimization

problems where the use of high-fidelity models is most of times computationally unfeasible, but essential to represent

the full order complexity of the aerodynamic domain in certain fluid regimes. Therefore, a multifidelity framework that

is conscious about the evolution of the physics domain can improve the wise inclusion of high-fidelity data during the

optimization, and a non-myopic formulation can speed-up the search for the optimum containing the total computational

cost.
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V. Concluding remarks
This paper introduces a novel non-myopic multifidelity framework for aerodynamic optimization problems

characterized by multi-regime scenarios where the range of variability of the Mach number determines a dynamic

evolution of the fluid domain. Within the originality of the proposal, our framework allows to select the most promising

design configuration through a two-step lookahead sampling policy that permits to measure the long term improvement

of the solution of the optimization problem, and determines the level of fidelity to query considering the evolution

of the aerodynamic regime. The objective is to propose a computational technique that allows to include expensive

high-fidelity models in the multi-regime aerodynamic optimization, combining observations from multiple aerodynamic

models at different levels of accuracy and associated expense to contain the total computational cost.

Our strategy is based on multifidelity Bayesian optimization that permits to synthesize observations of the objective

function at different levels of fidelity into a unique surrogate model, and at each iteration maximizes a multifidelity

acquisition function selecting the next design configuration and the associated level of fidelity of the aerodynamic model

to compute. We adopt multifidelity Gaussian processes as the surrogate model, and illustrate an original formulation of

the multifidelity acquisition function specifically conceived for the multi-regime constrained aerodynamic optimization.

In particular, the distinguishing features of our formulation of the multifidelity acquisition function are: (i) an original

optimal policy that maximizes the overall informative gain obtainable over two-steps of the optimization process

evaluating a certain design configuration and associated level of fidelity, and (ii) a domain-aware utility function sensitive

to the aerodynamic regime through the dependency of the Mach number. We observe these elements permit to enhance

the performances of the optimization process computing an efficient aerodynamic surrogate model thanks to the wise

evaluation of design configurations considering future scenarios, and the principled selection of the accuracy of the

aerodynamic model encouraging the query of the high-fidelity representation when is required to reliably estimate

compressibility and non-linear effects at high speed regimes.

We demonstrate our framework and validate our results against wind tunnel data for the multi-regime constrained

aerodynamic optimization of an airfoil subject to maintain a minimum lift coefficient at a fixed flight altitude. Our

non-myopic domain-aware multifidelity framework is compared against standard multifidelity and single-fidelity

Bayesian frameworks. The results show that our strategy outperforms the competing algorithms allowing for a significant

reduction of the drag coefficient with reduced computational expense through the construction and use of an efficient

aerodynamic surrogate model. Specifically, the proposed framework allows to lower the error on the identification of

the minimum drag coefficient down to the 3.88% on average respect to the experimental optimum, which goes down

to 0.422% for the best test case over a statistic of 20 experiments conducted. This is achieved thanks to the two key

features of the proposed multifidelity acquisition function which allow to consider the evolution of the fluid regime

through the Mach number by including domain awareness in the formulation, and to account for the anticipated gain

through the two-step lookahead scheme that permits the efficient exploration of the design space.
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Future developments will consider the extension of the proposed framework for the multidisciplinary design

optimization of aerospace systems that involves the coupling between the fluid domain and other disciplines, as

aeroelastic or thermofluid interactions. An additional aspect to explore relates to the implementation of multifidelity

domain-aware and non-myopic strategies to reduce the cost of multidisciplinary design optimization problems where

the expensive aerodynamic analysis frequently constitute the bottleneck of the optimization process. Further research

would explore refined formulations of the domain-aware utility function to tailor the framework to specific aerodynamic

design and optimization problems where the knowledge of the fluid domain could sensitively bias the dynamic selection

of the level of fidelity of the aerodynamic model to interrogate.
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