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Abstract—This paper explores the application of Digital Twins
(DTs) and eXtended Reality (XR) in the context of Industry 4.0,
and investigates new ways in which these technologies can be used
in remote assistance/training scenarios involving Collaborative
Robots (CRs). The study builds upon a previous work that
examined the suitability of a novel DT/XR-based telepresence
platform for CR programming in terms of network capabilities.
The present work addresses some of the limitations of the
previous study in the context of a new use case, integrating
human pose estimation and object tracking to enhance the
DT functionalities of the platform, and testing it in a riveting
task scenario. The results in terms of bandwidth and latencies
obtained in a laboratory setup emulating 6G performance show
the potential of DTs and XR in supporting the collaboration of
distant human operators and CRs over future mobile networks,
paving the way for the development of new services for next-
generation industry.

Index Terms—Digital Twin, Telepresence, Collaborative
Robots, Industry 4.0, Augmented Reality, Virtual Reality, Human
Pose Estimation, Training

I. INTRODUCTION

In the context of Industry 4.0 – a term that indicates the
rapid change in technology and industry due to the intro-
duction of smart processes and interconnected devices – a
prominent role has been played by Collaborative Robots (CRs)
or cobots. In fact, being designed to work closely with humans,
these devices made novel production processes based on new
forms of Human-Machine Interaction (HMI) possible [1].
In these scenarios, other technologies like, e.g., Internet-of-
Things (IoT) and eXtended Reality (XR) are typically involved
for visualization and control purposes [2].

The key advantages of XR technology, which encompasses
Virtual Reality (VR), Augmented Reality (AR), and Mixed
Reality (MR), are not related only to visualization and HMI,
but also to the possibility to create shared collaborative envi-
ronments between distant users.

Focusing on the specific field of industrial manufacturing
and considering immersive applications of these concepts,
some aspects are still the subject of intense investigation

This work has been partly funded by the European Commission through
the H2020 Hexa-X project (Grant Agreement no. 101015956).

from both industry and academia. Firstly, many times it is
hard to completely reconstruct both the local user and the
physical environment without employing complex or unwieldy
setups. Secondly, the limitations of current networks in terms
of data rates and latencies could bring to a poor system
performance and, hence, to a bad User eXperience (UX).
The latter issue will become more and more critical with
the advent of new smart appliances for industrial IoT, e.g.,
capable of providing their Digital Twin (DT). In this regard,
the development of next-generation mobile networks will play
a fundamental role in supporting these increasingly demanding
DT-based scenarios, also paving the way to the adoption, in
this context, of important technology enablers like Artificial
Intelligence (AI) and Machine Learning (ML) [3].

Given these premises, the present work builds upon a
previous study that analyzed the suitability of a novel DT- and
XR-based telepresence platform for CR programming from the
point of view of network dependability aspects [1]. Therein,
platform requirements in terms of latency and bandwidth were
analyzed by comparing the performance that could be achieved
on current and next-generation mobile networks. The results
of that study, obtained by deploying the devised platform
on a laboratory setup emulating the peak performance of a
future 6G network, showed the partial impossibility to use
currently available mobile networks (4G and 5G), and the
actual feasibility on the forthcoming ones (6G).

Moving from the findings of the previous investigation, the
present paper operates an extension of the original analysis by
tackling some of its drawbacks. In particular, the reference
work did not leverage some of the previously mentioned
technology enablers (AI/ML), whose usage in the considered
scenarios is expected to grow thanks to the capabilities of
next-generation networks. Furthermore, the reference use case
was only partially representative, since it completely revolved
around an approach for programming CRs that was specifically
conceptualized for the purpose of the investigation (to stress
network aspects) but does not belong to common practice.

The present work defines a new and more relevant use case
in the industry field, i.e., a remote assistance/training scenario
[4], [5]. In the context of the Industry 4.0 transition, it can be



assumed that, for a wide range of tasks previously performed
by humans, the CRs will find ample room of employment as
a support tool for human operators. Thus, in the new use case,
a Local User (LU) – sharing the workspace with a CR – is
an operator which is highly experienced in the context of a
given task but has no experience regarding how to perform
that task in collaboration with the CR. A second, distant user
– the Remote User (RU) – plays the role of the expert, who
is in charge of teaching the other peer whatever is necessary
to perform the task by collaborating with the CR (in terms of
procedural steps and safety notions).

In order to properly support the new scenario, two AI/ML-
based functionalities were integrated in the XR platform.
Fistly, a full-body estimation of the LU was used to provide
the RU with a more precise DT of the LU. To this aim, a
multi-camera setup along with Computer Vision (CV) and AI
techniques were employed to perform Human Pose Estimation
(HPE) on the LU. Secondly, compared to the reference work, a
more precise DT of the workpiece in terms of localization (po-
sition and rotation) and visualization was obtained through a
6-Degrees-Of-Freedom (6-DOF) ML-based tracking approach.
Finally, the platform was tested in a use case where the CR
has to perform a riveting task on a metal plate and the LU has
to hold the workpiece; the RU, as said earlier, supervises the
work of the LU.

II. RELATED WORKS

In the field of collaborative robotics, the technological
progress has enabled machines to perform novel tasks and
engage in new forms of HMI. As the usage of CRs in in-
dustrial operations is growing steadily, industry and academia
evaluate constantly new systems that can improve human-robot
collaboration [6], [7]. At the same time, the combined use of
CRs and XR has been extensively investigated too.

Pérez et al. [8], for instance, proposed a VR platform to train
industrial robot operators. The objective was to demonstrate
the effectiveness of a virtual training system encompassing
an Head-Mounted Display (HMD) and a DT of the robot
in terms of costs, safety and optimization. The comparison
was made against a traditional training approach, with a real
KUKA KR500-2 robot controlled through a SmartPad. Besides
showing the advantages of VR training in the above dimen-
sions, the devised approach additionally allowed to reduce the
amount of time the robot was occupied for training purposes,
increasing the industrial production. The main disadvantage
was represented by the need to create the DT of the real
environment for each different use case.

When it comes to industry and manufacturing, the inter-
action between an operator and the CR often involves other
elements, such as tools and workpieces, or components in
assembly tasks. As a matter of example, the work by Newbury
et al. [9] integrated the tracking of a generic object during
a handover task. The main goal was to demonstrate the
helpfulness of communicating intentions of the CR to the user
in advance. This goal was reached by developing a system
including a robotic manipulator, a Microsoft HoloLens 2 MR

device, and a RGB-D camera mounted on the end-effector
of the robot. Thanks to ArUco markers placed on each side
of the object to be tracked (a cube, in this case), the user
could visualize a wireframe representation of it in the MR
interface. Moreover, the system allowed the user to perform
the handover of the tracked object to the robotic harm by
visualizing a preview of the gripper final position.

Indeed, approaches in the context of collaborative robotics
like those described above, involving distant users that can be
either located within the CR workspace or be off-site (remote)
and combining different XR technologies, may come with
particularly demanding requirements in terms of data rates
and end-to-end latencies. To cope with the possible limitations
set by current network technologies, some works started to
consider the performance of future 6G networks [10], [11].

In particular, in [1], Calandra et al. performed an analysis
that represents a foundation for the present paper. In that work,
which was carried out in the context of the European flagship
project named Hexa-X [12], a prototype implementation of
a DT- and XR-based telepresence platform was evaluated in
terms of network dependability requirements. In the selected
evaluation scenario that concerned collaborative CR program-
ming, a LU could interact with a MR interface visualized
through a HMD (an HoloLens 1) to directly program a CR
(a KUKA LBR Iiwa 14 R820) in a fictional pick & place
scenario. At the same time, a RU could join the session by
using a VR HMD (a Meta Quest 2) capable to visualize the
DTs of both the CR and the LU, along with the reconstruction,
in the form of a point cloud, of the working area. The LU
starts the programming of the CR. When needed, the LU can
pass the control to the RU, along with the ability to create
“slices” of the program on a virtual replica of the CR to
be integrated (once previewed and accepted by the LU) in
the main program. The two peers can follow this “alternate
programming” approach till the completion of the task.

This scenario was evaluated by deploying the platform on
a laboratory setup emulating the peak performance of 6G
by means of currently available Wi-Fi and wired network
technologies. The results of the analysis showed the partial
impossibility to use the platform on current-generation mobile
networks, due to their limitations in terms of latency (for
4G) and bandwidth (for both 4G and 5G). The theoretical
performance of 6G [13], however, was found to be enough
for guaranteeing feasibility on next-generation networks [1].

III. MATERIALS AND METHODS

As mentioned, the methodology pursued in this work was
inspired to that presented in [1]. The XR platform detailed
in the reference work was used as a basis for the new
investigation, and extended to introduce the AI/ML-based
techniques supporting the new, training-oriented use case.

A. Remote Training Use Case

The selected scenario deviated from a remote collaboration
one, in which both the LU and the RU share the same expertise
level, to a remote assistance one, where the LU has to practice
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Fig. 1. Creation of a program clip by the RU to train the LU (a). Avatar of the RU as seen by the LU (b). Full-body DT of the LU represented as a set of
connected MediaPipe Pose landmarks (c). LU performing the task with the tracked workpiece (d).

in order to work with the CR for performing a given task under
the guide of a remote expert (the RU).

CV and AI based techniques can offer great opportunities
for advanced interaction scenarios. Using these technologies
to enable new capabilities requires additional hardware (e.g.,
sensors and processing nodes), which means that network
requirements may change. In the original use case, the new
DT functionalities could have the effect of improving the
visual representation of the local workspace, but would not be
mandatorily needed. For this reason, it was decided to shift the
focus of the RU away from CR programming and towards the
actions carried out by its counterpart. Thus, differently than in
[1], the task to be performed does not pertain CR programming
anymore.

Another difference with the original setup is the lack of
the physical CR. This choice was made since it allows the
LU, inexperienced in working with the CR, to practice in a
safe environment. [14] To this purpose, the physical robot was
replaced with a virtual replica, placed relatively to an ArUco
marker; the virtual CR is visible to both the users. In order to
properly replicate the behavior of the real CR, as well as to
provide the same functionalities of the Sunrise program used
in the previous iteration, a porting of the KUKA Sunrise CR
client was performed (from Java to C#). Thanks to this CR
emulation, the real CR was replaced, with a comparable effect
in terms of system performance.

The chosen task that the LU has to perform with the CR
is a collaborative operation that consists in the riveting of a
metal plate (sized 25×50×3 mm with 18 sockets). The task
was selected among those typically relevant for human-robot
collaboration [15] and training simulations [16]. In this case,
the operator should take a position and keep the plate in place,
in order to allow the CR to perform the riveting; the virtual CR
was equipped with a riveting flange to pursue this objective.

The workflow of the considered task is as follows:

• The LU informs the RU about the task and the role of
the CR in a real production cycle;

• The RU proceeds to program the CR in order to simulate
its real behaviour when deployed in the cell;

• The LU can visualize a preview, in form of MR content,
and evaluate the CR motion;

• The LU tries to execute the task in collaboration with the
simulated CR, while the RU observes and supervises the
operations; this is possible through the visualization of
the virtual CR, the DT of the workspace and the LU’s
body pose;

• The LU keeps performing the task until he or she feel it
is necessary, or is requested by the RU.

For what it concerns the effect on performance that this task
change could bring to the system, it can be hypothesized that
the difference in skills between the two users may result in a
greater use of the voice chat provided by the platform (with
a consequent increase in bandwidth usage related to VOIP),
and in a smaller number of programming token passages.

B. Interaction Protocol

The previous platform features that enabled the so-called
alternate programming concept (e.g., the possibility to create
slices of the program and send them to the other user, to
preview the programmed motion, etc.) [1] were taken as a basis
for the realization of the new use case; in fact, the original
implementation provided a sufficient level of functionality to
support a generic remote assistance scenario that could be
useful also in a training use case. On the one hand, the RU
can take advantage of these features to draft a rough version
of the robot program, which will then be executed by the LU
(Fig. 1a and Fig. 1b). On the other hand, the LU can perform
the assigned task, while the RU can observe the operations
and intervene at any time (Fig. 1c and Fig. 1d).

C. Architecture

As said, the original implementation of the XR platform
[1] required some modifications in order to support the use
case related to the new investigation. Like in the reference
work, the goal was to emulate a 6G-enabled mobile network
by means of existing wireless (5Ghz) and wired (100Mbps
to 10Gbps) networking technologies. The architecture of the
modified laboratory setup is reported in Fig. 2.
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Fig. 2. Architecture deployed in a laboratory setup for the current investiga-
tion (modified with respect to [1]).

For the development of the XR platform, it was decided to
maintain Unity 2018.4 with the integrated high-level network
API (UNET HLAPI). This API was used to implement the
network behaviours of each entity following a client-server
approach. To deliver the network messages, the asynchronous
messaging library ZeroMQ (ZMQ) was used, like in the
previous implementation. The LU and RU nodes were again
hosted on two PCs with Intel i7-8700 processors and NVIDIA
GTX 1080 and 1080 Ti graphics cards, respectively. The LU
node also had a 100M Ethernet card for connecting to a node
emulating the real robot controller. The Intermediary broker
application was deployed on the LU node, and the RU node
acted as a ZMQ node and UNET host. The MR and VR
HMDs (HoloLens and Quest 2) were connected to the RU
node through a 5Ghz Wi-Fi 6E router.

To allow the communication between the XR platform
clients and the other components of the system, NetMQ
v4.0.1.6 (native C# port of ZMQ) was used to open various
channels between the UNET server and the Intermediary,
being the UNET architecture server-authoritative.

The MR and VR experiences were not significantly modi-
fied in terms of interface and UX. The original setup, however,
leveraged a RGB-D camera, which was removed in the new
configuration as it was deemed to lead to an overly cluttered
visualization and suffer too much from occlusions when the
user got close to the robot. These issues could not be fully
solved by adding more cameras of the same kind. Thus, two
RGB cameras were used in place of the Intel RealSense to
estimate and visualize the pose of the LU. The cameras were
connected to a dedicated node (CAM node), linked to the
Intermediary with a 2.5GE Ethernet dongle.

D. Workpiece Tracking and HPE

In the reference work, the point cloud of the workspace
indirectly provided a reconstruction of the workpiece too.
However, the result of using an RGB-D sensor was not clear
and precise enough due to the noisy nature of the point cloud.
Hence, for the implementation supporting the present study it
was decided to take advantage of the RGB video feed from
the MR HMD, which the LU constantly wears.

For what it concerns the tracking algorithm, a marker-based
solution (ArUco [17]) was adopted, as it was already employed
to perform the initial alignment between the real-world and the
holograms. The Mixed Reality ToolKit’s (MRTK) Spectator
View ArUco detection plug-in was modified to support both
the stationary and the moving detection strategies [18]: the
first marker was used to align the MR content with the world,
whereas the second marker was used to detect the workpiece.

For what it concerns the HPE module, it was implemented
after an evaluation of multiple libraries and solutions. Dif-
ferent methods were applied by numerous works to obtain
2D and 3D skeletons to be used in a certain range of
applications [19]. Some relevant examples are OpenPose [20],
BlazePose/MediaPipe Pose [21] and YOLOv7 [22], each one
characterized by pros and cons: YOLOv7 and OpenPose can
run multi-person HPE, but they mostly work well if a GPU
is available; in turn, MediaPipe runs faster on CPU-based
applications and is also able to estimate a 3D pose from a
2D image, but GPU inference is not always supported.

For its lower complexity and higher performance compared
to the other two mentioned options, MediaPipe was chosen.
Taking advantage of the PyZMQ (Python implementation of
ZMQ library) and of the MediaPipe Pyhton solution, a Python
client was designed in order to receive a stream from two or
more Camera clients, generate a 3D pose, and send it to the
XR platform through the Intermediary. The HPE client was
executed on the same machine acting as the Intermediary/LU
node, taking advantage of its computational power.

Each of the 32 landmarks provided by MediaPipe comes
with a visibility value (0 for not visible, 1 for visible). In order
to fuse the 3D poses coming from the two cameras, a rigid
transformation (computed on the basis of the four landmarks
related to the hips and the shoulders) was used to align the
two sets of 3D landmarks. Then, a weighted average (based
on the visibility value) for each of the three components (x, y,
z) was computed to obtain the resulting skeleton. It is worth
observing that each of the components had to be considered as
a local coordinate in relation to the body hip, since MediaPipe
does not provide information on the actual position of the
human body in the 3D world. However, it was possible to get
the information about the orientation and position of the LU
thanks to the 6-DOF tracking of the MR HMD. In this way, the
3D pose could be moved and rotated to obtain the alignment
with the LU’s head. The so-calculated 3D pose is then sent
through the Intermediary to the XR server running on the
RU node, which uses received data to display a representation
of the full-body pose in terms of landmarks and connections
between them (Fig. 1c and Fig. 1d).

IV. EXPERIMENTAL RESULTS

In this section, the results obtained by evaluating the new
platform configuration are reported. The experiment involved
a fictional remote training task, where one user played the
part of an expert (the RU, in VR) and the other played
the part of a local operator (the LU, in MR) inexperienced
in terms of human-robot collaboration. As mentioned when



introducing the use case, the riveting of the metal plate was
performed by the simulated CR, while the operator had to
change his or her position to minimize the risk of collisions.
The users were asked to repeat the task 10 times in order
to evaluate the platform under possibly different operating
conditions (∼10min per execution).

Statistics regarding bandwidth and latency between the net-
work nodes were gathered using custom probe logic included
in the developed software for each execution.

The results concerning the bandwidth occupation during one
execution of the task are reported in Fig. 3, whereas the overall
results regarding latency can be seen in Fig. 4.
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(a) Outbound node bandwidth for the UNET network layer.
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Fig. 3. Networking results regarding bandwidth allocation (plots for one
execution created using a moving average window of 60s).

For what it concerns the UNET layer, results showed
that the latency between the rendering of virtual content
on the MR HMD and the same representation in VR was
LMRHMD−RU = 16.94ms on average, with a minimum of
3.50ms and a maximum of 79.50ms; the average value was
lower than that measured in the previous study, whereas
the maximum was higher [1] than it, probably due to a

Fig. 4. Networking results regarding latency (all trials).

temporary congestion of the network. It is worth noticing
that LMRHMD−RU already includes the render loop latency
of the VR application running on the VR node (∼11.1ms),
which should be subtracted from the total value, bringing
to a LMRHMD−RU = 5.84ms. Regarding the bandwidth
occupation BMRHMD−RU = 165.87Kbps (min 15.81Kbps,
max 363.47Kbps), it surpassed the measured value of the
previous study, probably because the new scenario requires
a higher number of UNET messages to synchronize the
LU’s representation in terms of landmarks and the workpiece
(managed as Unity transforms), along with a larger usage
of the VOIP due to the assistance. Moving to analysing the
latency between the simulation of the CR and the MR HMD,
values were sensibly better than those previously measured,
despite the effort in trying to accurately simulate the real
CR controller (LCR−MRHMD

= 20.41ms, min 3.90ms, max
107.70ms). This outcome supports the hypothesis (formulated
in [1]) of a malfunction of the network layer of the real CR.

Considering the CAM and HPE clients (respectively running
on the CAM and LU nodes), the measured latencies were the
one between the two, (LCAM−HPE = 15.79ms, min 10.00ms,
max 60.00ms), and the one between the HPE and the VR client
(LHPE−V RHMD

= 23.24ms, min 2.90ms, max 72.40ms).



Hence, the total latency between the real movements of the
LU and the relative representation in the VR scene in form
of “stick figure” was LCAM−V R = 38.90ms (min 22.90ms,
max 92.40ms). Regarding bandwidth, the results were consis-
tent with the expectations (BCAM−HPE = 1.27Gbps, min
1.13Gbps, max 1.36Gbps), considering that the size of 1
second of a stream of two 1280×720 RGB cameras at 30fps
is 1.23Gb. Conversely, the stream of processed body poses at
30Hz was not particularly onerous (BHPE−V R = 0.18Kbps,
min 0.05Kbps, max 0.20Kbps). The same can be said for
the ZMQ-related traffic not related to the RGB streams
(BNORGB = 12.68Kbps, min 0.12Kbps, max 38.30Kbps).

V. DISCUSSION AND CONCLUSIONS

This paper performed an evaluation of a DT- and XR-
based telepresence platform for collaborative robotics built
upon the design presented in [1], when applied to a different
and more representative industrial scenario, i.e., remote assis-
tance/training. Evaluation focused on network requirements,
considering in particular deployability on future 6G networks.

Experimental results showed that, similarly to what found
in the previous investigation, the current 4G and 5G networks
cannot satisfy the minimum requirements to support the se-
lected scenario, in particular in terms of bandwidth, which
surpasses the peak values for real-world implementations of
these networks [23]. Regarding latency, current 5G networks
provide sufficient performance, but the same does not hold
for 4G ones [24]. These limitations will be possibly solved
with the advent of next-generation networks, theoretically
characterized by significantly better performance in terms of
latency and bandwidth (up to 1ms and 1Tbps [13]).

Future works will aim to extend the current analysis to con-
sider UX aspects of human-robot collaboration, by running,
e.g., a user study on usability factors. Different approaches
to represent the DT of the LU may be investigated too (e.g.,
a full-body avatar in place of the connected landmarks), and
possibly compared among each other. Finally, other relevant
use cases may be identified and included in the evaluation,
such as those involving the remote control of the CR.
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