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a b s t r a c t

The complexity of a system, such as the Smart Grid, comes from the interaction of different fields
of expertise and actors cooperating together. As a result, co-simulation frameworks are emerging to
meet the need for analysis from a broader perspective. The feature to better understand the Smart
Grid environment is the ability to simulate its different components simultaneously. Therefore, we
propose a multi-agent co-simulation framework that can serve as a test-bed for multiple Smart Grid
strategies. In particular, we focus on Demand Response programs that exploit the thermal behaviour
of residential buildings. The proposed framework is modular to test Plug&Play models. Moreover, it is
highly flexible and configurable to evaluate realistic scenarios. We tested the platform on a case study
of 1,000 buildings, performing an analysis of the effects of micro temperature deviations in buildings
on the primary grid substation balancing problem. The results show the flexibility of the platform in
testing different strategies. Moreover, power imbalances could be mitigated simply by acting on the
indoor temperature set-points with smaller deviations.

© 2023 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

Over the past decade, the distribution grid has seen an in-
rease in small-scale producers of renewable energy sources
RES), which affects the accuracy of power demand forecasts.
naccurate forecasting of distributed RES generation or small-
cale residential sector demand could result in scheduled demand
nd generation that differ from those measured, causing power
mbalances [1]. As a possible solution, flexibility resulting from
emand response (DR) programs can be used. DR includes the
odification of electricity consumption patterns by customers

n response to different electricity prices over time, incentive
ayments, or when system reliability is jeopardized [2].
Residential DR programs can take advantage of the thermal

lexibility of buildings. In fact, thermal loads account for the
argest share of building consumption, providing ample poten-
ial flexibility. However, various elements, including the physical
haracteristics of the building and the thermal comfort of the
ser, can reduce this potential. To study DR strategies and for any
ind of Smart Grid analysis, tools capable of coupling simulators
nd models covering different real-world aspects are needed.
Co-simulation tools play a key role in evaluating the effects of

given strategy in the broader perspective of the whole system.

∗ Corresponding author.
E-mail address: pietro.randomazzarino@polito.it (P. Rando Mazzarino).
ttps://doi.org/10.1016/j.segan.2023.101072
352-4677/© 2023 The Authors. Published by Elsevier Ltd. This is an open access art
The study of DR strategies with stand-alone simulations may
be lacking in understanding the consequences on more complex
systems. This is the case, for example, with studies on exploiting
building flexibility in the context of Smart Grids, among which
only a few consider city energy supply systems [3]. In particular,
technical modelling of the power grid is often overlooked, thus
neglecting the effects of proposed DR strategies on the feasibility
of resource reallocation and power exchanges. Thus, a horizontal
perspective on the multitude of subsystems that make up the
underlying environment on which particular strategies are tested
is needed. Indeed, the Smart Grid context could be viewed as a
Multi-Agent System (MAS) where, while testing the behaviour
of a specific physical agent, we need a good characterization of
the external environment to understand its response. Moreover,
the importance of co-simulation tools is directly related to their
role as ‘‘common ground’’ for testing. Several proposed DR studies
cannot be easily compared due to substantial differences in test
conditions. Therefore, the only way to assess consistent compari-
son and benchmarking relies on tools that can serve as a test-bed.
In addition, the flexibility of these tools is essential for simulating
different contexts and scenarios.

Another important aspect is the scalability of the frameworks;
by analyzing existing urban energy modelling systems (UEMS), it
is evident that this quality is closely related to the level of detail
of the models chosen. Aoun et al. [4] present a nice representation
of the relationship between building models and scalability. More
detailed models usually allow for the simulation of a smaller
icle under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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number of elements, while simplified models, such as resistance-
capacity (RC), allow for the simulation of a larger number of
entities. Therefore, an appropriate goal for a co-simulation envi-
ronment should be to allow and facilitate the evaluation of mixed
levels of detailed perspectives.

On these premises, we propose a multi-agent co-simulation
ramework to evaluate flexibility strategies in Smart Grids. The
ey design points of the framework are (i) Flexibility - i.e. agents
nd models do not conform to a fixed typology, but can be fully
onfigured; (ii) Plug&Play - i.e. the ability to easily attach and
etach simulators and models; (iii) Scalability - i.e. the ability to
imulate a large set of entities while maintaining a good level of
odelling detail; and (iv) Modularity - i.e. the ability to easily
xchange modules such as DR strategies. In particular, with this
aper, we present an extension of our previous work [5] in
hich we tested two DR strategies exploiting building thermal

lexibility while integrating a power grid model, a model for the
uilding thermal behaviour and the HVAC subsystems models
extended from City Energy Analyst (CEA) [6]). In this work, we
etter describe the platform itself and stress its modularity and
lexibility by integrating a new DR strategy based on a much
ore computational intensive approach - i.e. a Genetic Algorithm

GA). The novelty of this work is mainly represented by the
latform of which potential is demonstrated by the proposed
nalyses. The possibility of easily swapping DR strategies allows
he comparison between the DR strategies proposed in [5] and
he new one based on GA, showing the usefulness of this tool.

For the proposed simulations we modelled three main types
f agents: (i) the DSO (Distribution System Operator), in charge
f controlling the electrical grid; (ii) the Aggregator, responsible
or the DR management, thanks to the thermal flexibility volumes
athered from buildings; and (iii) the Building Agent, encapsu-
ating the thermal models, the HVAC models and the control
ystem.
The rest of the paper is organized as follows. Section 2 reviews

he solutions presented in literature providing an overview of
xisting tools. Section 3 presents the structure of the framework,
ntroducing the agents and their behaviours. Section 4 illustrates
he chosen scenarios, while Section 5 discusses our experimental
esults, comparing the adopted DR strategies. Finally, Section 7
raws the conclusions.

. Related works

In literature, as shown by Kathirgamanathan et al. [7], there
s a wide range of solutions for managing and quantifying the
nergy flexibility of buildings. It is stated that energy flexibility
ould be addressed through several different perspectives but,
n particular, this review focuses on control and management
trategies (e.g., rule-based solutions and Model Predictive Control
MPC)). Several solutions for control and management exist and
his breadth of methods requires a fair comparison with the
ame parameters of judgment. This is only the tip of the iceberg
hen analyzing the entire Smart Grid context in terms of co-
imulation, management and other solutions. Therefore, the main
hortcoming of the smart grid literature is the absence of an
verall perspective when simulating or analyzing specific strate-
ies. In particular, we report some papers related to the fields
ddressed by our work: thermal modelling of buildings, flexibility
stimation, and co-simulation frameworks. We want to show that
ach of these major papers lacks some aspects that could be easily
aken into account by exploiting our framework.

Authors of [8] and of [9] have presented how to exploit houses
hermal mass to generate flexibility and analysed the effects on
he indoor comfort of simple control strategies of the heating
ystem. They have shown the effects on the grid but only from
2

an economic point of view ignoring the physical constraints and
the possible drawbacks. Authors of [10] proposed an economic
MPC for assessing building flexibility potential, they included
storage and solar panels, and the building thermal model is a
black-box. This approach neglects the physical parameters of the
building and is very tailored upon the study case, thus making it
difficult to generalize and reuse in broader contexts. On the other
hand, Zhang et al. [11] tested two control strategies, i.e. MPC
and rule-based, relying upon a TRNSYS calibrated building model,
which, being very detailed, does not scales-up or ensure build-
ing heterogeneity. In [12], building heterogeneity is taken into
account and the flexibility potential is analysed over more than
one building. However, this work only quantifies the effect of set
points changes and no advanced control strategies are proposed.
Other interesting models are presented in [13,14] but they still
focus on management techniques and on a single specific building
without considering building heterogeneity and scalability.

Alongside specific building models and control strategies, the
co-simulation approach has gained attention due to its capa-
bility to couple and reuse several domain-specific models de-
veloped with various tools. According to this, a second set of
solutions have been analysed. In [15], the authors introduced a
co-simulation framework that uses PandaPower [16] and TRNSYS
to simulate the electric grid and the buildings. The model used
for buildings represents a single-family Spanish house typology.
Four scenarios with a 3 min time-step and an increasing pen-
etration rate of heat pumps to determine the impact on the
grid are analysed. Instead, Molitor et al. [17] present the Multi-
Energy System COSimulator for City District Energy Systems, i.e. a
framework that allows performing simulations of district scale
energy systems. In [17], Neplan is used to simulate the electrical
network, while a control algorithm sets the operation schedule
of heating systems at fixed time intervals. Even in this case, a
single family building model has been developed. On the basis of
this, four different heating systems have been addressed. To scale-
up and fasten simulations, parallelization of processes have been
used. The largest scenario includes 795 building energy systems.
However, both [15,17] tend to generalize a single building model
not allowing heterogeneous representation of the environment.

Wang et al. [18] designed an urban energy co-simulation
framework based on standard Functional Mock-up Interface and
CityGML semantic 3D city model. It analyses two different scenar-
ios simulating one and six buildings coupling Nottingham Multi
Agent Stochastic Simulation and EnergyPlus. This framework has
been cited because it well represents the modularity and flexibil-
ity on the scenario creation and building models presented in our
framework but it neglects the power grid integration.

In this work, we propose a Multi-Agent Framework for co-
simulation in urban environments that will serve as a test-bed
for DR strategies. It takes into consideration power grid and
building modelling. In particular, we offer the possibility to model
different types of buildings exploiting archetypes. In particular,
the thermal model, the HVAC typology and its component, the
occupancy patterns and the appliances can be chosen from a
static database or manually configured thanks to the parameter-
ized models. In addition, thanks to the framework performances
and the reduced order models is possible to easily scale up
the number of buildings and different sizes and typologies of
power grid can be modelled. The framework is characterized by
its scalability, modularity and high configurability. Therefore the
objective is to show the easiness of testing different DR strategies
over the same heterogeneous scenario. Thus, in this extension of
our previous work [5], we introduce a more complex flexibility
estimation method based on GA, which acts as a control strategy
for the individual building. Table 1 lists and compares previous
work to illustrate the differences and to highlight the novelties
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Table 1
Comparison among the proposed Framework and solutions presented in literature.
Authors Grid Building heterogeneity Number of buildings Agent-based Co-simulation Advanced control strategy

Finck et al. [10] ✗ ✗ 1 ✗ ✗ ANN-MPC
Zhang et al. [11] ✗ ✗ 1 ✗ ✓ Hybrid Generalized Pattern

Search Algorithm with Particle
Swarm Optimization

Yin et al. [12] ✗ ✓ large-scale group of
different customers

✗ ✗ ✗

Le Dréau et al. [8] economic ✗ 1 ✗ ✗ ✗

Masy et al. [9] economic ✗ 1 ✗ ✗ optimal predictive control
Wang et al. [18] ✗ ✓ 6 ✓ ✓ ✗

Tardif et al. [15] ✓ ✗ 50 ✗ ✓ ✗

Molitor et al. [17] ✓ ✗ 795 potentially ✓ potentially
Our previous work [5] ✓ ✓ 1000 ✓ ✓ ✗

Our Framework ✓ ✓ 1000 ✓ ✓ configurable
(e.g Genetic Algorithm)
proposed by our framework. Looking at columns of Table 1, we
have highlighted some of the features addressed or not by the
analysed studies. The majority of analysed papers do not take into
consideration the power grid and its modelling except for two
cases in which the grid is consider only from an economic point of
view [8,9]. Building heterogeneity and the number of simulated
buildings are important aspects for a proper analysis of district
energy performances, several studies focuses on small set of units
and with a reduced characterization of them. Finally, for what
concerns the involved ICT technologies, only one study, [18], cou-
pled agent-based and co-simulation techniques but did not test
any advanced control strategy. In conclusion, it can be said that
our framework enhances simulation capabilities by combining
the advantages of co-simulation and agent-based concepts. This
integration facilitated the incorporation of multiple physical and
operational aspects into a single simulation environment, that are
typically not interconnected in current literature solutions.

3. Methodology

This section presents the methodology followed to address
he design and implementation of our multi-agent framework.
he main purpose of this work is the design and implementation
f a Plug&Play multi-agent co-simulation environment that will
erve as a test-bed for different management strategies in urban
istribution-level power grids. The overall system architecture
n Fig. 1 consists of three main layers: (i) the Data-source layer,
o manage the input data-structures and the archetypes; (ii) the
o-simulation layer, the core of our framework; (iii) the Applica-

tion layer, to allow end-users interactions with the co-simulation
process. This last layer gives access to the databases allowing
customization, scenario selection through a GIS-based interface
and visualization of data and results. In the following sections, a
more in depth description of both Data-source and Co-simulation
layers is given.

3.1. Data-source layer

The Data-source layer performs data-management and pro-
cessing to obtain a comprehensive description of the urban sce-
nario under analysis. As shown in Fig. 1, grey blocks represent raw
inputs, in particular: (i) GIS Buildings Information (e.g. geometries,
ages of construction, height and typology of use); (ii) Weather
information for the chosen simulation period and the geographic
area (e.g. outdoor temperature, radiation, etc.); (iii) Topography
information about the elevation of the terrain; (iv) Grid topology
of the power grid. In case the user do not provide some of these
data, Helpers modules allows to retrieve some of these informa-
tion from external open-source databases (e.g. OpenStreetMap for

retrieving the case study zone information).

3

Once collected this raw information, a preliminary charac-
terization of the case study is already provided. Then a further
step is performed in order to enhance the data description: CEA’s
archetypes [6] (see Archetypes block in Fig. 1) are exploited in
order to correlate building inputs with more complex informa-
tion. Archetypes are ideal examples of building systems that are
used to assume the unknown characteristics of the building under
analysis from known information. Therefore, specific properties
of the envelope are associated with each building by the year of
construction, and RC models are parameterized for each specific
case. The HVAC system and related subsystems (distribution and
generation/transformation) are assigned to each building based
on the age of construction, but the user can easily assign the pre-
ferred technology from those in the static databases that compose
the archetypes data structure. This allows different solutions to
be tested and possible retrofits of older buildings to be consid-
ered. In addition, knowledge of the building’s type of use allows
occupancy patterns and programmed temperature set-points to
be associated.

Once completed the correlation of buildings and CEA’s arch-
etypes, the scenario is fully characterized and each information
is accessible and ready for customization. Furthermore, a solar
radiation calculation is performed in order to retrieve data about
the external gains on the buildings. The complete simulation
scenario is saved in a final database structure containing all the
information: Simulation Scenario - Final DB structure in Fig. 1.

3.2. Co-simulation layer

The core layer of the proposed framework is the Co-simulation
layer. It is composed by two main sub-layers, the Agent layer and
the Operational layer. To gain modularity, the Agent and Opera-
tional layers have been kept separate, maintaining the difference
between the simulator wrappers (the agents) and the physical or
operational models to be instantiated (the operational modules).
We intend the agents as wrappers because they have a fixed
structure that act as an interface to the simulated environment
for the models or simulators that they encapsulate. In fact, as
shown in Fig. 1, the operational capabilities of each agent are
implemented in the Operational layer in the form of Plug&Play
modules, while the communication capabilities are implemented
in the Agent layer. This architecture resembles the idea behind
co-simulation frameworks, in which there are several simulators
instantiating different model instances. In fact, we designed a co-
simulation environment by exploiting the concepts of the MAS
world, the agents become the simulators that wrap the models
and communicate with each other. The main difference is that in
our case the structure is fully distributed, without the need for
a centralized orchestrator, and through proper implementation
the agents can wrap any type of software actor. Building a co-

simulation environment using the MAS architecture allows for
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Fig. 1. Schema of the proposed framework.
easy deployment and parallelization, as well as paving the way for
more complex data exchange workflows, enabling the integration
of time- and event-based simulators without the cumbersome
design of an orchestrator.

Section 3.2.1 explains the types of agents, the communication
infrastructure, and their role in the co-simulation environment,
while Section 3.2.2 briefly explains the built-in models.

3.2.1. Agent layer
The agent layer is the fixed backbone of the platform and

consists of agents with a standardized input/output interface that
can communicate with each other and be generated at will. By
exploiting the aiomas [19] python library, based on the asyn-
chronous programming library asyncio [20], the communication
infrastructure has been implemented as a distributed architecture
(see TCP communication layer - RPC servers block in Fig. 1). Agents
‘‘live’’ in different containers that run as separate processes. This
allows the framework to be parallelized and run on different
computers and/or servers. To ensure that messages are exchanged
between them, communication links are implemented on the
TCP/IP protocol stack thanks to the Remote Procedure Calls (RPC)
features built into the containers. Each container has its own RPC
server and a specific TCP address in order to act as a gateway
for its member agents. Time synchronization is through external
clocks that regularly update the container clocks, which auto-
matically set the agents’ schedules. The agents, however, are
operational model wrappers (which can also be external simula-
tors); their independence allows high configurability both on the
choice of modules to be integrated and on the interactions to be
taken between them. In our implementation, as shown in Fig. 1,
we identified three main agents and their specific roles:

(i) DSO Agent starts the workflow (see Section 3.3) and it is in
charge of balancing and voltage acceptability of the power grid. It
interacts with Aggregators by asking them the flexibility reserve.
Its main responsibility is to manage the power unbalances at
the primary substation while maintaining stable the portion of
grid within its competence. To accomplish these tasks, it models
the grid and performs an optimal calculation for the resources
4

dispatch by means of its block modules in the operational layer
(see Section 3.2.2).

(ii) Aggregator Agents are the service providers allowing the
implementation of DR strategies of aggregate management of
resources. They interact with both Building Agents and the DSO
Agent, acting as intermediaries. Aggregators forecast the load
demand for the buildings they coordinate and communicate it
to the DSO. Later, when the DSO needs flexibility to balance the
network, it is asked to estimate the reserve amount and report it.
This is done by virtually aggregating a number of buildings. The
number of aggregators, as well as the number or which buildings
they coordinate, is fully configurable, allowing the platform to
test different levels of aggregation and the possible effects on the
chosen strategy.

(iii) Buildings Agents represent the actual buildings. They are grid
connected, meaning that their actual power demand is directly
sensed by the grid. Due to the proposed configuration this is
translated into a direct communication between them and the
DSO (which in this framework takes both the role of the utility
and the power grid). Beside the modelling of the building phys-
ical behaviour they also instantiate a module for estimating and
controlling real-time flexibility (see Section 3.2.2).

3.2.2. Operational layer
In the previous sections, it was mentioned that agents serve as

a wrapper for physical and operational models. In fact, each agent
instantiates specific models to simulate some specific features.
This section discusses the main modules tested, but one of the
main innovations of this work is its modularity. Thus, each of
the models in the operational layer can be easily interchanged
with others, and even in the same simulation, each agent can
instantiate a different model.

Starting from the models used by the DSO Agent we have the
Grid Model block and the PF/OPF block as in Fig. 1. They both
exploits the pandapower [16] python library. The former allows
the representation of the power grid and all its components
(e.g., lines, buses, transformers, loads, generators, storage), while
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the latter allows the calculation of Power Flow (PF) or Optimal
Power Flow (OPF). In particular, the network model can read a
specific case file, allowing dynamic changes to it. For example,
loads and generators variables can be updated also at runtime
and the infrastructure can be modified, making the power grid
fully configurable. Dynamic updating of loads, generators and
storage is used at each simulation time-step to update building
loads with an associated minimum/maximum limit to express
flexibility. Instead, focusing on the PF/OPF block, the power flow
is calculated to estimate the losses in the system and thus to
obtain a real value of the power drawn at the primary substation.
This is necessary because the DSO decides to balance or not to
balance the grid only on the basis of the power detected at the
primary substation, so if the difference between the programmed
and actual power is greater than a configurable threshold the
DSO activates the balancing strategy. The balancing strategy takes
advantage of the flexibility offered by aggregators in terms of
more or less load power per building. In order to optimally redis-
tribute resources, an optimal power flow is calculated taking into
account the flexible loads communicated by the aggregators. It is
worth noting that in the following formulation the exploitation of
flexibility with respect to grid withdrawn is prioritized thanks to
the realistic assumption of much lower prices. The used OPF for-
mulation and solving method are taken from pandapower [16].
his model take into consideration: (i) AC load flow equations;
ii) branch constraints (maximum line loading); (iii) bus constr-
int (maximum and minimum voltages and angles requirements);
iv) transformer constraints (maximum loading); (v) operational
onstraints, for each load, generator and storage a maximum and
inimum for active and reactive power can be specified (this

s used to express the flexibility rather than operational limits);
vi) costs, the cost function to be minimized is expressed as
piece-wise linear function for all the element in the grid.

or a more in depth discussion on the formulation and related
echnicalities we refer to [16,21–23]

The aggregator modules we have implemented in this work
re rather simple. The first is the 24 h forecast block, which
eturns the day-ahead energy consumption to the DSO. Since the
ctual forecast is outside the scope of this work, this module is
imply represented by noise added to the actual consumption
rofile estimated from the aggregation of building loads. Each
ggregator estimates this value for its portion of the buildings.
he main idea of this module is to distribute the prediction task
o groups of buildings in order to reduce the prediction error
hat can result from aggregating too many different buildings.
his has not been addressed in this work, but the modularity of
he framework allows easy integration of real and sophisticated
orecasting tools without affecting the rest of the framework.
he other block instantiated by the aggregator is the Flexibility
ggregation, again the model simply acts as an aggregator of
nformation from buildings, but it could easily be replaced by a
esource redistribution or balancing module for the aggregator
ubgroup. In fact, in this work we want to evaluate the effect
f individual buildings flexibility (chosen by the building man-
gement system) on the whole system. Some strategies from the
ggregator’s point of view could be added in the future (e.g. peer
o peer markets in case of energy communities).

Finally, the models instantiated by the Building Agent rep-
esent one of the focal points of this work, in addition to the
ramework itself. These are the blocks Thermal demand sim and
lexibility calculation, as in Fig. 1. The former simulates the phys-
cal behaviour of the building. It includes several subsystems and
alculations. The model we present is an improvement of the
EA [6] dynamic demand forecasting tool, which has been modi-
ied to perform demand calculations at each time-step separately,

or the desired time period, and with the desired time resolution.

5

Fig. 2. The used RC model [6]. Where Ta,in is the indoor air temperature, Ts is the
ean between indoor air temperature and mean radiant temperature, Tm is the

equivalent thermal mass temperature, Ta,out is the external temperature, TTAB,sup
is the supply temperature from slab embedded HVAC system (when existing)
and Ta,sup is the supply temperature from ventilation. Then, φia , φst , φm represent
internal gains and solar heat sources, φm is the heat flux from the thermal mass
of the building, φven the ventilation heat flux, φT the heat flux from external
environment and finally φsen is the sensible heat to be calculated. Furthermore,
we have the thermal mass capacity and the resistances representing all the heat
transfer delays.

In fact, the original tool was able to estimate building loads with
a one-shot calculation by exploiting time series data, with our
modifications it can be included in a step-wise simulation and
control actions on the simulated systems are possible thanks to
the implementation of inverse methods for each calculation step.
First, the thermal behaviour is simulated by means of an RC
model conforming to ISO-13790, each building is treated as a sin-
gle thermal zone. This model is depicted in Fig. 2 and is composed
of 6 resistances and 1 capacitance as in the European and Swiss
standard SIA 2044, it is used to calculate the sensible heat taking
into consideration the storage effect of the thermal mass and the
indoor air, while modelling the temperature exchange among oc-
cupancy, outdoor air and solar radiation. The calculated sensible
heat needed by the thermal zone to reach specified temperature
set-point is then used to model the heat fluxes of the subsystem
involved: emission, distribution and generation/transfer systems.
For these subsystems several technologies are present in the CEA
static databases and all of them are modelled in order to calculate
losses and auxiliary power incurred. The chosen technologies for
our case study are presented in Section 4.

3.3. Co-simulation workflow

The analysis conducted in this paper, using the proposed plat-
form, mainly focuses on the study of a DR strategy by exploiting
the energy flexibility of buildings. In this work, flexibility is gen-
erated by the thermal behaviour and heating loads of residential
buildings. The DSO exploits this flexibility to optimally reallo-
cate resources to meet imbalances between scheduled power
profiles in the day-ahead and measured power demand. Fig. 3
shows the interactions that occur during the simulation pro-
cess. The workflow can be divided into day-ahead and intra-day
operations.

The Day-ahead operations are the following. (i) The DSO Agent
collects the day-ahead power schedule from the Aggregators Agent.
(ii) The DSO performs power flow calculations computing the
value of the active power at the primary substation for the next
24-h.

Instead, the interactions taking places at each time-step during
real-time operations are the following. (i) The Building Agents cal-
culate their load from heating system and the DSO Agent retrieves
them. (ii) The DSO Agent, exploiting this information, performs
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Fig. 3. Interactions taking place during a simulation time-step.
Fig. 4. Case study of a Turin district of grid connected residential buildings.
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ower flow calculations and compares the obtained active power
alue at primary substation with the scheduled one. The DSO
gent compares the deviation between these two values with a
efined threshold. If this deviation falls within the power thresh-
ld, the DSO Agent is able to cover all the unbalance by itself,
eaning that it no longer exploits flexibility from users. Instead, if

he power threshold is exceeded, a message asking for flexibility
s sent to the Aggregator Agents. (iii) Aggregator Agents forward
his message to each Building Agent in their premises, which
erform the calculation of the flexibility reserve, estimating how
uch flexibility they are willing to offer for that time-step. This

nformation is sent back to the Aggregator Agents and then to
he DSO Agent. (iv) The DSO Agent computes the optimal power
low with the new information, changing the resource allocation
o obtain the desired adjustment. (v) The iteration is over when
 s

6

esults of the OPF calculation are spread back to the Aggregator
gents, disaggregate the information and tell each Building Agents
ow much to modulate their HVAC systems.

. Experimental set-up

Our tests and analyses have been carried out defining an urban
cenario composed of 1000 buildings in a city district of Turin
Italy) as shown in Fig. 4(b). The majority of buildings are multi-
esidential (apartment buildings) with some exceptions of mixed
sages (e.g. 80% residential, 20% commercial), this is used to take
nto consideration different occupancy schedules. Each building
as modelled as a single thermal zone, and the envelope differs
ccording to the specific age of construction, retrieved in the
cenario creation phase. In addition, the buildings are equipped
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Table 2
Case study hierarchy configuration.
AggregatorID # of Buildings # of Buses AggregatorID # of Buildings # of Buses

AGG_0 71 5 AGG_6 103 5
AGG_1 91 5 AGG_7 89 5
AGG_2 109 5 AGG_8 91 5
AGG_3 100 5 AGG_9 96 5
AGG_4 99 5 AGG_10 55 3
AGG_5 96 5
with a heating system consisting of a ground/water heat pump,
a distribution system, and radiators as emission terminals. The
heat pumps are ideally modelled without regard to operational
constraints, so the control is done as modulation of the electrical
power used for conversion. The distribution system is sized with
respect to the size of the building, so that a reasonable amount of
leakage is considered. Radiators are sized with respect to the size
of the thermal zone. These are the technologies considered, how-
ever, the flexibility of the framework allows for testing various
other solutions (e.g., different generations and different emis-
sions). Also, in this simulation we used the same technologies for
each building (appropriately sized for the specific buildings), but
heterogeneous building technologies could be considered. The pe-
riod chosen for the simulation is January in a typical weather year
in the North of Italy, thus considering only the heating season. We
have used a Medium Voltage power grid consisting of a primary
substation with three bus-bars operating at a nominal voltage
of 22 kV, which on their turn supply 51 substations equipped
with Medium Voltage/Low Voltage (22 kV/400 V) transformers
as shown in Fig. 4(a). The buildings are evenly distributed, to be
supplied, on the 51 substations.

The hierarchy configuration of the agents consists of an in-
ividual DSO and 11 aggregators clustering several buildings as
hown in Table 2.
On top of this simulated environment, several control strate-

ies and analysis could be carried out. In order to test the flex-
bility and modularity of our platform, we decided to test three
ifferent solutions. The possibility of switching from one strategy
o another allows to easily compare and evaluate the different
ested solutions, as described in Section 5. In the proposed set-
p, the flexibility is decided by the buildings and exploited either
y Aggregators or by the DSO. The energy flexibility reserve is
enerated by the possibility of a deviation from the buildings’
ndoor temperature set points, resulting in a different energy
onsumption for the prescribed time-step than the scheduled
ne.
On this basic concept, the flexibility quantification strategy

onsists of how building agents decide on possible deviations
rom their internal set-points. Three strategies have been tested,
he first two being simple rule-based models (i.e., fixed and ran-
om deviation scenarios in the following) [5]. In contrast, the new
trategy proposed in this paper exploits a genetic algorithm to
ake intelligent decisions. The selection of these three strategies
as not only based on their energy implications but also on
ur desire to demonstrate the flexibility and modularity of the
ramework when dealing with varying levels of model complex-
ty. For this reason, we compared simple modules that employed
ule-based strategies with a more intricate approach drawn from
he wide range of established solutions for Model Predictive
ontrol (MPC) optimization, namely the genetic algorithm (GA).
hrough this comparison, we aimed to showcase the framework’s
apability of accommodating both simple and complex models
hile remaining flexible and adaptable to various optimization
echniques. The common parameter for the three scenarios is
he temperature tolerance, which is used as a constraint for
he internal temperature. The values chosen for the tolerance

re in accordance with the ASHRAE [24] standard on indoor

7

temperature fluctuations to avoid user discomfort. Two different
time-step resolutions, namely 1 h and 15 min, were evaluated to
emphasize the limitations of the RC formulation. It is worth to
be noted that time resolution is completely configurable, but of
course it must be compliant with the physical significance of the
involved models. The framework was tested on a single server
machine, spawning agents across its cores, ensuring both par-
allelization and concurrency. The proposed scenarios are better
explained in the following sections.

4.1. Fixed deviation scenario

The fixed deviation scenario is the more idealized, in which
all the buildings always participate in the DR program. In par-
ticular, every time it is requested by the aggregators, buildings
will always offer the maximum possible flexibility while staying
within the given range of temperature tolerance. The reserve is
expressed as positive and negative deviation from the needed
power values to achieve scheduled temperature set-points in
each time-step. Then, the DSO will exploit the communicated
reserve completely or not depending on the performed optimiza-
tion calculations. In this work, the temperature tolerance was
assigned the same for each building, but the platform allows
different values to be tested for each individual building, more
details on this strategy are given in [5].

4.2. Random deviation scenario

The random deviation scenario is the most unpredictable one,
in which buildings adhere to the DR program completely ran-
domly. Specifically, whenever requested by aggregators, buildings
randomly choose the amount of flexibility reserve they are willing
to offer. The choice is made by randomly choosing an amount of
deviation from a normal distribution bounded by ‘‘no deviation’’
and a maximum value that coincides with the power associated
with the temperature tolerance. Also, in this case, the reserve is
a positive and negative deviation to the scheduled power values,
thus the building response is heterogeneous contemplating the
different possible involvement of the buildings, more details on
this strategy are given in [5].

4.3. Genetic deviation scenario

As a main novelty with respect to [5], we introduced the ge-
netic deviation scenario described below. This scenario has been
chosen to prove that the presented framework could support
more intelligent management strategies at the building level.
In contrast with the previous, it works on a wider time hori-
zon (e.g. 3 h) and performs optimization in order to assess the
maximum building flexibility for a specific time period. Build-
ing Agents must solve, regularly, a scheduling problem for a
configured time horizon. The objective function in Eq. (1) max-
imizes the value of flexibility over the whole time horizon and
it is soft-constrained by the indoor comfort of users thanks to a
penalty factor. The flexibility is expressed as a deviation between

power consumption (Pt ) and the pre-scheduled power profile
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(P0,t ), which is the needed load for achieving the indoor temper-
ature set-points (Tset ) in buildings. Instead, the penalty factor is
alculated by multiplying the absolute value of power deviation
|P0,t − Pt |) times a configurable constant (c), when the temper-
ture constraints (Ttol) are violated. Thus, the penalty increases
ith the magnitude of occurred violation and if constraints are
espected it is equal to zero. In a nutshell, the problem consists of
inding the best indoor temperature trend over the time horizon
hat allows the building to offer the maximum flexibility to the
rid without affecting the users comfort too much. The values
f power and temperature are strictly related to the models of
he HVAC and the thermal behaviour of the building. Therefore
he sub-optimal solution of the problem is composed of the
ndoor temperature (Tres) schedule and the corresponding power
rofile. The latter is communicated to the Aggregator in form of
oundaries of the flexibility reserve (e.g. min values of the power
eduction). It is worth noting that the previous strategies only
ocused on the specific time-slots without having knowledge of
he behaviour on a longer period, therefore the thermal inertia is
ontemplated only as a passive effect and not used as an active
lexibility contribution.

ax
t+hor∑
t=1

(P0,t − Pt )− penalty (1)

penalty =

⎧⎨⎩
0 if Tres ≥ Tset − Ttol
0 if Tres ≤ Tset + Ttol
c(|P0,t − Pt |) elsewhere

Algorithm 1 Pseudo-code for the Genetic algorithm with used
hyper-parameters values
1: procedure Genetic Algorithm(Tset , nhor , f (P), Nit , Spop,init , α,

β , γ , Xtype )
2: ▷ Tset is a vector of temperature set-points with dimension

(1× nhor )
3: ▷ nhor is the horizon: number of evaluated time-steps =

3hours
4: ▷ f (P) is the objective function to optimise = Equation (1)
5: ▷ Nit is the maximum number of iterations = 100
6: ▷ Spop,init is the initial size of population = 30
7: ▷ α is the mutation probability = 0.2
8: ▷ β is the parents portion = 0.3
9: ▷ γ is crossover probability = 0.5

10: ▷ Xtype is crossover typology = uniform
11: ▷ Initialization
12: Spop,init ▷ Random choice of initial population, set of Tset

vectors
13: n = 0 ▷ iteration number
4: ▷ Execution
5: while convergence not reached or n < Nit do

16: Evaluation of fitness ▷ run the demand module for
each Tset,i

17: Selection of best performing
18: Crossover ▷ Xtype, γ
19: Mutation ▷ α

20: Composition of new population ▷ β

21: n← n+ 1 ▷ Update of iteration number
22: end while
23: return Tset,opt and Pmin/max,t,opt ▷ Optimized solution is

returned
24: end procedure

The pseudo-code in Algorithm 1 explains the procedural steps
f the GA algorithm used. To estimate the building flexibility
8

reserve through the optimal scheduling of indoor temperature
set-points, we used a heuristic method that allows us to encap-
sulate the entire building HVAC model. Therefore, the search is
performed from a pool of solutions of indoor temperature set-
points programmed for a given horizon, then, for each iteration
of the genetic algorithm, the entire thermal demand simulation
model is computed to evaluate for each possible set-point solu-
tion the respective power value. In this way, the suitability of the
solutions can be evaluated on the objective function (Eq. (1)), that
depends on the power values, even though the decision variables
are the temperature set-points. The pseudo-code of the Algorithm
1 also shows the hyper-parameters used by the GA.

5. Experimental results

In this section, we present the experimental results of all
the performed simulations. The balancing dynamic is shown in
Fig. 5 which reports results of the Fixed deviation scenario using
two different time resolutions. Both Figs. 5(a) and 5(b) depict a
snapshot of 24 h of the power profiles at the primary substa-
tion. The difference between 15 min time resolution and 1 h is
tangible and consists of the finer trends obtainable using smaller
time-steps. The presented profiles are: (i) the day-ahead sched-
uled trend (light-blue line), (ii) the predefined power threshold
(light-grey area), (iii) the real-time values collected during every
time-step (red dashed line) and (iv) the adjusted curve (green
dashed line) - i.e. the new power profile taking into account
flexibility contribution.

The scheduled trend represents the forecast for the next 24 h
of what will be the withdrawn power at primary substation.
Instead, at each time-step the measured value of power demand,
i.e. real-time trend, is retrieved. If the power is outside the thresh-
old range (which in our case is±5%) the DSO activates a balancing
trategy. The result of applying the DR strategy is represented
y the adjusted trend, which is the attempt to bring back the
ower withdrawn into the range of tolerance and to overlap as
uch as possible the new power profile with the Day-ahead
cheduled trend. Figs. 5(a) and 5(b) highlight the effect of the
ifferent time-resolutions corresponding to different regulation
requencies. Thus, we can see that more frequent control actions
e.g. scenario with a 15 min resolution) result in more scattered
ehaviours and a finer description of the trends.
Table 3 presents the results for each of the performed sim-

lation. For both time resolutions, 1 h and 15 min time-steps,
espectively, we have performed three simulations per scenario
arried out using three different ranges of temperature tolerance,
.e. ±0.5 ◦C, ±1.0 ◦C, ±2.0 ◦C, to analyse the impact of the
indoor comfort constraint on the flexibility reserve. The metrics
proposed to compare results are: (i) % of success, i.e. the total
number of times in which the adjustment was successful to bring
back the power withdrawn into the threshold range; (ii) % covered
by flex, which represents, in average, how much power unbalance
has been fulfilled exploiting power from the flexibility reserve
during the simulation period; (iii) Root Mean Square Error (RMSE)
in MW of the adjusted trend converging on the scheduled trend
(e.g. green and blue lines in Fig. 5, respectively); (iv) T devia-
tion, representing the mean deviation in ◦C from temperature
set-points registered during the whole simulation by all buildings.

By observing column % of success in Table 3, we can notice
that for both genetic and Random deviation scenarios this value
increases when the temperature tolerance range increases. This
effect is completely foreseeable since an increase of the temper-
ature tolerance deviation results in an increase of the offered
flexibility (i.e. the higher the temperature deviation is the higher
the possible power reduction will be). An interesting observation
comes out for the Fixed deviation scenario in which the direct
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Fig. 5. Snapshot of the Fixed deviation scenario with tolerance of 0.5 ◦C. (For interpretation of the references to colour in this figure legend, the reader is referred
o the web version of this article.)
Table 3
Results of all the simulations.
Time-step Scenario Tolerance [◦C] % of success % covered by flex RMSE [MW] T deviation [◦C]

1 h

±0.5 68.95 88.67 0.273 0.42
Fixed deviation ±1 96.64 99.78 0.050 0.46

±2 88.02 99.82 0.273 0.14

±0.5 25.54 94.51 0.457 0.25
Random deviation ±1 64.78 88.04 0.275 0.42

±2 91.67 99.68 0.102 0.47

±0.5 31.25 89.91 0.503 0.20
Genetic deviation ±1 72.32 90.70 0.424 0.34

±2 88.52 99.55 0.179 0.42

15 min

±0.5 69.90 90.16 0.201 0.39
Fixed deviation ±1 89.38 99.95 0.079 0.36

±2 85.23 98.40 0.260 0.10

±0.5 26.69 97.56 0.374 0.23
Random deviation ±1 69.72 90.17 0.206 0.40

±2 87.82 99.94 0.127 0.35

±0.5 25.00 94.27 0.447 0.20
Genetic deviation ±1 53.64 88.27 0.316 0.33

±2 86.97 99.11 0.198 0.46
i
d

correlation between tolerance range and power flexibility no
longer seems to be true. In fact, the % of success for the Fixed
eviation case from ±0.5 to ±1 ◦C increases and in contrast
 t

9

t decreases when using ±2 ◦C of tolerance. This phenomenon
oes not invalidate the assumption of proportionality between
emperature tolerance ranges and the amount of flexibility. Thus,
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Fig. 6. Snapshot of the power profiles at primary substation of the three
scenarios with a temperature tolerance of ±1 ◦C and 15 min of time-resolution.
(For interpretation of the references to colour in this figure legend, the reader
is referred to the web version of this article.)

in this case, having a larger potential flexibility allows some
buildings to highly deviate their indoor temperature from the set-
points. This, at certain time-steps, causes the over-exploiting of
the buildings flexibility reserve. When this happens for a certain
period and for all the buildings in the scenario, the shared over-
exploitation will make buildings running out of reserve for the
next time-steps, in order to avoid constraints violations. Besides
the performances of success, we can see that the values of %
covered by flex are all above the 88%. This means that even if
not always, it is possible to lead back the power profile into the
threshold range.

In general, the majority of the unbalances have been covered
thanks to the DR approach and the reallocation of resources. From
the very small values of RMSE, it is possible to understand that
during the simulated month (January of a typical year in the
North of Italy) the adjusted trend has mostly been coinciding with
the scheduled one.

Fig. 6 shows a comparison of power balancing at primary
substation for the three scenarios in the very same conditions:
±1 ◦C of temperature tolerance and 15 min time-resolution.
 a

10
Qualitative considerations on the differences among scenarios
could be drawn by looking at these graphs. First of all, we can ob-
serve that a tolerance of±1 ◦C in the Fixed scenario (see Fig. 6(a))
s in general enough to succeed and completely balance the grid.
rom the graph, we can actually notice that the adjusted trend
i.e. green dashed line) coincides with the forecast trend (i.e. light
lue line) almost for the whole day. This does not happen for both
andom deviation scenario (see Fig. 6(b)) and Genetic deviation
cenario (see Fig. 6(c)), because they are much more ‘‘individual-
stic’’. Individualistic means that, in these scenarios buildings do
ot always offer the maximum of flexibility associated with the
emperature deviation as, on the contrary, it happens in the Fixed
eviation scenario. In the Random deviation scenario buildings
articipate randomly and with random reserves.
In the Genetic deviation scenario when and how to partic-

pate is chosen by each building individually, this occurs even
f the optimization objective is to offer flexibility to the grid.
or this reason, both Figs. 6(b) and 6(c) highlight that, even if
he balancing strategies behave correctly by leading back the
ower profile, the ±1 ◦C temperature tolerance does not unlock
nough flexibility when systems behave without coordination
mong final users.
Finally, the Genetic deviation scenario is the more conser-

ative in terms of indoor comfort and as a consequence when
ompared with the others from the grid balancing side of the
roblem perform differently having a different set of priorities.
his comparison shows the effectiveness of the platform in en-
bling the swapping of different strategies even with different
bjectives.
Only for the Fixed deviation scenario with ±2 ◦C of tem-

erature tolerance, the values of T deviation in Table 3 seem to
isprove the correlation among temperature tolerance and actual
eviation from set-points. Indeed, in this case, we have smaller
alues of deviation even if the temperature tolerance is larger.
his demonstrates a peculiarity of the Fixed deviation scenario
ith larger temperature tolerances than ±1 ◦C. Generally, taking
single building both the genetic and the Random deviation

trategies will be more conservative in terms of indoor comfort
ith respect to the Fixed deviation scenario during the whole
imulation period. But, looking at the whole system, if all actors
ave large flexibility reserves (e.g. Fixed deviation scenario), the
SO will be able to completely balance the grid by performing
fairer resource redistribution among the buildings. Thus, in the
ase in which there is already enough flexibility for the balance,
he Fixed deviation strategy allows fulfilling the common goal by
acrificing less. In general, making an exception for the above
entioned Fixed deviation scenario, the T deviation values in-
rease with the increase of the temperature tolerance. This comes
irectly with the fact that the temperature tolerance act as a
oundary on how much flexibility the building is willing to offer.
Comparing Fig. 7 with Fig. 6, it is possible to notice how much

alancing results get better when temperature tolerance is raised
y one degree. In particular, even the Genetic deviation scenario
uccessfully brings back the power profile into the threshold (see
ig. 7(c)). On the other side both Fixed deviation and Random
eviation scenarios fulfil an almost perfect regulation with a
olerance of ±2 ◦C (see Figs. 7(a) and 7(b)).

Fig. 8 shows the effects of the three scenarios on the indoor
emperature profile of an individual building. The chosen condi-
ions are ±1 ◦C tolerance and 15 min time-resolution. As a first
onsideration, we can observe the smoother variation of temper-
ture for the Fixed deviation scenarios (see Fig. 8(a)) with respect
o the more scattered behaviours obtained in both Random and
enetic deviation scenarios (see Figs. 8(b) and 8(c)).
In the Fixed deviation scenario this happens because buildings
re always trying to offer maximum flexibility. In particular,
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Fig. 7. Snapshot of the power profiles at primary substation of the three
scenarios with temperature tolerance of 2 ◦C and 15 min of time resolution.

ooking between 5:00 am and 9:00 pm in Fig. 8(a), we can notice
hat the indoor temperature is slowly declining to the tolerance
imit. This happens because, as previously mentioned, in the Fixed
eviation scenario the DSO does not need to always exploit the
hole deviation offered by a single building but can draw smaller
mount of flexibility from all the buildings. Instead, Fig. 9 shows
he behaviour of the Fixed deviation scenario with ±0.5 ◦C of
olerance in which the indoor temperature always reached the
olerance. Hence, meaning the complete exploitation of offered
lexibility by the building.

Fig. 8(c) highlights that before any relevant flexibility ex-
loitation the building rises its indoor temperature to give the
aximum flexibility right after. This is the result of the temporal
ptimization that is performed in the Genetic deviation scenario.
n addition in the Genetic deviation scenario, the temperature
olerance is used as a soft constraint by looking at the small
iolations that occurred in Fig. 8(c). The scattered behaviour of
oth Random and Genetic deviation scenarios could seem unac-
eptable fluctuations of the indoor temperature, but they actually
o not affect the indoor comfort level being in a very short range
f degrees.
11
Fig. 8. Indoor temperature of a single building for the three scenarios with 1 ◦C
olerance and 15 min of time resolution.

. Preliminary assessment on CPU timings

All the strategies presented in the previous Section 5 have
een tested in a server environment equipped with an Intel Xeon
rocessor with a frequency of 2.4 GHz, 32 cores and 128 Gb of
AM. To provide a preliminary assessment of the flexibility of our
ramework of distributing computational resources, we repeated
ur tests first by exploiting all the 32 cores and the reducing the
umber of used cores to 5. This gives us a preliminary analysis
n the CPU timings, as shown in Table 4. Moreover, to evaluate
he scalability of our solution in dealing with a variable number
f buildings we run the tests on the three scenarios with 55
nd 1000 buildings respectively. A first consideration should be
ade about the results associated with the scenarios integrating

he genetic algorithm, the low time performance of the Genetic
eviation scenarios, shown in Table 4, depends on two factors:
i) the genetic algorithm module has not been optimized; (ii) the
istribution of entities executing the genetic algorithm along the
ores has been done by agent type, which means that multiple
ggregators performing the most computationally intensive tasks
re operated on the same core, creating bottlenecks. Both of these
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Fig. 9. Indoor temperature of a building in Fixed deviation scenario with 0.5 ◦C tolerance and 15 min of time resolution.
Table 4
Timings of simulations compared with a previous case with only 55 buildings.

Scenarios Avg time-step duration
[s] 32 cores

Avg time-step duration
[s] 5 core

Avg overall duration [s]
32 cores

Avg overall duration [s]
5 core

55 buildings
Fixed deviation 1.86 2.10 44.64 50.40
Random deviation 1.94 2.13 46.56 51.12
Genetic deviation 40.62 142.00 974.88 3042.00

1000 buildings
Fixed deviation 23.26 25.37 558.24 609.11
Random deviation 22.20 24.74 532.8 593.76
Genetic deviation 1067.21 4787.34 25613.20 114869.32
problems can be easily solved, the former with an optimized
module, which was out of the scope of this work, and the latter
by simply isolating the most expensive tasks on dedicated cores
or servers. In addition, looking at the performance of the other
two scenarios, namely Fixed deviation and Random deviation, we
an see that the timing performance is well over 1 min per time-
tep, ensuring real-time behaviour for most of the operational and
hysical phenomena involved in urban energy systems. Studying
he computational complexity of a distributed framework can be
ery challenging, and we aim to perform it in much more detail
n future works. However, a first look at the capability of the
ramework is well represented by the two simplest scenarios.
n fact, the temporal performance and computational complexity
f these types of tools are strictly dependent on the integrated
odules and the distribution of computational resources. There-

ore, by looking at the simplest scenarios, in which the integrated
odules do not create bottlenecks, we can get an idea of the scal-
bility performance of the framework. Taking the Fixed deviation
cenario with 55 buildings as an example, the average execution
ime is 1.86 s, while increasing the number of entities to 1000,
here the average time is 23.26 s, showing a nonlinear increase.
ooking at the effect of scaling the simulations on the server
ores, it is possible to understand that the benefits introduced by
he parallelization increase with the complexity of the involved
odules. Indeed, when scaling from 5 to 32 cores the scenario

hat gain the most is the Genetic deviation, the others, being
imple, do not need that much computational nodes and thus
oes not gain that much when increasing the number of cores.

. Conclusion

The main gap addressed in this work is the lack in the litera-
ure of simulation frameworks that bring together the ability to
est flexibility strategies on a realistic and highly configurable en-

ironment, giving the possibility to analyze the system response

12
from different perspectives. We designed a MAS co-simulation
framework in which the thermal model of buildings, physical
model of the power grid, HVAC models, agent-based commu-
nication infrastructure, and demand response strategies were
integrated. All of this, ensuring the features that allow for maxi-
mum flexibility of the tool in terms of use: modularity, Plug&Play,
and scalability. The design and implementation followed the con-
cept that the smart grid can be viewed as a multi-agent system,
thus enabling complete infrastructure distribution and decom-
position of the overall problem. The idea is to leverage MAS
as a co-simulation platform, which is tailored to the specific
field and requires a little more effort in implementation, but
allows an entire system to be represented without the need for
a coordinator, as is the case in the real world. The proposed
platform has been able to simulate a thousand of buildings in a
city district with different time-resolutions. We have integrated
the main actors of the electric power exchange at the distribution
level, by creating a parametrized scenario based on real data
and building or technological archetypes. The way the platform
creates urban scenarios is highly configurable allowing the user
to choose the desired level of detail. The multi-agent arrangement
and the modularity of the platform embrace the possibility of
extensions in multiple directions. Thus, external modules may be
added, new agents may be integrated and different scenarios and
strategies may be tested.

The second problem addressed is the studying of different
power flexibility strategies and the possibility to compare them.
Therefore, a primary need is to have an effective test-bed for test-
ing the solution in the same environment. As an initial step, we
focused our attention on electrically activated thermal loads. Thus
we tested the platform for simulating three different strategies
acting on heating loads of building premises. The strategies range
from the simplest ones to more complex solutions and have been
compared. It has been possible to analyse macro behaviours at the
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grid level (e.g. the balancing effects at primary substation) as well
as internal micro behaviours at the building level (e.g tempera-
ture profiles). Results from the presented case study demonstrate
that, even in absence of additional flexibility sources (e.g. stor-
age), good balancing results could be obtained by simply applying
minor indoor temperature deviations in the buildings. In conclu-
sion, we presented a test-bed that can be used for co-simulation
or agent-based simulations to evaluate different flexibility strate-
gies on a common, configurable physical environment. Beyond
the scenarios tested, which nonetheless demonstrate the feasibil-
ity of simple flexibility strategies, the main objective was to show
the framework’s potential to scale up to 1,000 buildings while
maintaining a granular physical description of the technologies
involved, such as heat pumps, building envelopes, home distri-
bution and emission systems, and the power grid with attached
components.
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