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Figure 1: Example of flight with one of the interface designs studied in this work (namely, Zip Line) over different flight phases

and visibility conditions.

ABSTRACT

This work compares four possible designs of Augmented Reality
(AR) interfaces for passengers of an Autonomous Aerial Vehicle
(AAV) envisioned as an air taxi in the Urban Air Mobility (UAM)
context. The four designs were evaluated and compared through
a video-based study considering two potentially influential factors:
flight phases (namely takeoff, cruise, and landing) and visibility
conditions (i.e. clear daylight, night, and foggy). Dimensions in-
cluded in the analysis were perceived safety, anxiety, situational
awareness, cognitive workload, trust, predictability, and preference.
The results showed that preferred interface by the passengers may
vary depending on the considered combination of the two factors.

Keywords: advanced air mobility; autonomous transportation
systems; augmented reality

Index Terms: Computing methodologies—Modeling and
simulation—Simulation types and techniques—Interactive simula-
tion; Computing methodologies—Computer graphics—Graphics
systems and interfaces—Mixed / augmented reality; Human-
centered computing—Human computer interaction (HCI)—HCI
design and evaluation methods—User studies

1 INTRODUCTION

The technological advancements in the fields of automation and
aircraft manufacturing have been accelerating dramatically in recent
years, pushing industries and academies to discover and redefine
the concept of transportation. The field of Autonomous Aerial Ve-
hicles (AAVs), in particular, is playing and will play a key role in
this ongoing revolution. The aforementioned context is leading to
the realization of Urban Air Mobility (UAM), aiming at the use of
self-operating air vehicles in various fields, including emergency
management, life-saving operations, weather monitoring, and pas-
senger transportation [2]. The many opportunities and potentials
that the UAM will be able to bring into people’s everyday lives are
already pushing the market itself to take an interest in it and find
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great investment [26], as testified by various companies like, e.g.,
Volocopter, which are committed to releasing Vertical Take-Off and
Landing (VTOL) vehicles — VTOLSs — by 2030 [16]. Through a
well-regulated use of these air vehicles, it will be possible to aim
for the concept of sustainable mobility, leading to a drop in global
city traffic congestion and a reduction in air pollution [23]. To this
end, to reduce emissions from these aircraft is to target the use of
electrical VTOLs [14].

Building on the general concept of Autonomous Systems (ASs),
studies related to UAM are still few, whereas studies related to
Autonomous Vehicles (AVs) have been multiplying over the years;
particular attention has been paid, among others, to their interfaces,
with the aim of improving public trust and acceptance [21]. The
attitude of distrust towards ASs arises from several factors: first and
foremost from poor, and in some cases absent, education in the field
of ASs themselves, especially considering the field of self-operating
vehicles, and from a misguided and misleading redistribution of
information related to the latest innovations and advances in the
field, often aimed at increasing the anxiety already inherent in the
population [5]. It is plausible that many individuals may feel some
anxiety about relying completely on an automated guidance system
without the presence of a human driver or pilot at the helm. The
absence of a physical leading person brings up doubts about safety,
control, and the ability to handle unforeseen situations, generally
decreasing passengers’ trust [12]. Particularly in this field, it has
been studied and shown that a lack of confidence in AAVs driving
abilities causes a lack of confidence in UAM in general [1].

A further element to be considered to reduce people’s anxiety
and, consequently, increase confidence is to provide simulated ex-
periences that can attract curiosity, society’s interest, and conduct
behavioral studies. Studies in the literature present various works,
more or less interactive, aimed at familiarizing people with AAVs
and, more generally, with UAM: it turns out to be of considerable
importance how to design simulations of unmanned air vehicles to
maximize public acceptance [30].

From this body of literature some guidelines and general trends
for ASs have emerged, such as using Head Up Display (HUD) or
Augmented Reality (AR) interfaces to visualize contextual informa-
tion to the passenger. Indeed, it is well known how AR interfaces in
AVs help to increase road safety and improve the passenger experi-
ence in general, managing to increase trust and acceptance, resulting
in an expanding field of research [27].

Nevertheless, although the results obtained so far seem promising,
it is not possible to take “as is” for good what has been done in these



fields and apply it directly to AAVs because:

* The third dimension of motion, introduced by flight, presents
a non-negligible factor for ordinary people, since they are not
used to dealing with changes in height [4].

* Ordinary people are unfamiliar with transportation scenarios
involving self-operating vehicles (especially air vehicles), and
this causes them to perceive a higher risk [9].

Moreover, in the context of UAM, there is a paucity of studies
that investigated AR interfaces. A few studies can be found with
pilots in mind (e.g., to improve situational awareness in low visibility
conditions), but the application to passengers is under-explored yet.

An early study that investigated the effect of trust of Human-
Machine Interfaces (HMIs) for the passengers of AAV is represented
by the pioneering work of Colley et al. [4]. The promising results
produced by the study were obtained using a flight simulation in the
cruising phase with a clear sky during daylight. Nevertheless, no
variations were considered in flight conditions during the simulation:
they have not investigated whether the trust augmented by HMIs
would vary during more stressful flight conditions for passengers
such as different phases of flight, e.g., vertical takeoffs or landings, or
during low or reduced visibility conditions; hence, it is not possible
to claim with certainty that the results obtained would remain the
same under other conditions.

Subsequently, Meinhardt et al. [19] presented another work, again
related to increasing passengers’ acceptance through the use of a
properly designed HMI; in this case, different visibility conditions
(clear daylight, at night with only city lights, and foggy) are lever-
aged to stress passengers (and HMI) under worst-case circumstances
that may be encountered during flight. Unfortunately, the work just
presented the simulation system and the scenario enabling potential
user studies, without performing an actual experimental evaluation.
Moreover, the authors expected to analyze one HMI design across
the different visibility conditions, without considering the flight
phases factor.

In this paper, we attempt to overcome the aforementioned limita-
tions by comparing, via an online video-based study, four different
HMISs along three different phases of the flight (takeoff, cruise, and
landing) and with different visibility conditions (clear daylight, at
night with only city lights, and foggy).

2 RELATED WORK

This paper builds on previous work related to the fields of AV in-
terface design, AR interfaces used by aircraft pilots, and interfaces
aimed exclusively at passengers in AAVs.

2.1 Interfaces for Increasing Trust in Autonomous Trans-
portation Systems

Raats et al. [25] mentioned that the concept of trust has been iden-
tified as extremely relevant to the successful design of smart tech-
nologies such as AV, primarily questioning what the key points were
in the HCI methodology on which the research itself is based. In
this context, Morra et al. [21] proposed a methodology to validate
the effectiveness of overlaid interfaces: the methodology consists
of comparing two interfaces, based on AR-HUD, by varying the
amount of information shown to the user. Through a Virtual Reality
(VR) based driving simulation, Morra et al. were able to observe that
the interface that shows only the most relevant information increases
the sense of confidence and decreases cognitive load.

Remaining in the context of AVs, Sawitzky et al [35] studied how
the use of AR User Interfaces (Uls) in a driving simulation via VR
could change the levels of trust in passengers: namely, it was found
that the interface that provided information about the status of the
system via driving path visualization significantly increased trust in
AVs.

In support of these arguments, Ruijten et al. [28] argued through
their study that it is possible to increase the sense of trust by trying
to raise the level of anthropomorphism of the interfaces used.

2.2 AR Interfaces for Pilots

Even before developing targeted AR interfaces, the idea of augment-
ing pilots’ vision with additional information about, e.g., altitude,
directly in the helmet was explored: this intention led to the re-
alization of helmet-mounted displays, or head-mounted displays
(HMDs). Over the years, these displays have developed more and
more taking into account several construction characteristics, the
most important of which have been weight and overall Field Of
View (FOV). However, the focus of the early HMDs was limited to
the projection of real-world symbols and images, without deriving
additional information [18].

After increasing the visual information directly on the helmets,
Ernst et al. [8] thought of further increasing the information avail-
able to the pilots through a system that could allow the complete
replacement of the external view with a virtual screen: the images
made available to the pilots were created through a combination of
external sensors. Through this technology, the overall weight could
be drastically reduced and the pilots’ view, which was no longer
limited by the helmet, could be increased.

The latter design uses an approach in which information is con-
veyed through the use of virtual cockpits: an alternative method
involves the use of see-through cockpits onto which the additional in-
formation is projected, aiming to reduce pilots’ heavy workload [11].
A step forward in this direction, proposed by Tran et al. [33], is to
use AR glasses, specifically the Microsoft HoloLens 2 [20] HMD,
to add artificial visual guidance to the crew, with the aim to enhance
situation awareness and confidence in taking time-critical decisions
without the support of a second crew member.

A further study aimed to decrease pilots’ workload through the
use of proper interfaces was performed by Katins et al. [13]: in their
study, they designed a mock-up of Mixed Reality (MR) interfaces,
using Microsoft HoloLens 2 [20], inside a full-sized flight simulator.
The study additionally showed how the MR interfaces positively af-
fected participants’ situational awareness and overall landing routine
efficiency.

2.3 Interface for Passengers of AAVs

The body of literature targeting UAM passengers is quite limited
yet. An early study that sought to combine the research of HMI in
the field of AVs to UAM, also focusing on the interaction between
the passenger and the vehicle itself, is that of Otte et al. [22]: ac-
cording to their results, the design of HMI should be as simple and
minimalistic as possible, permitting both a technology-affiliated and
an aversive passenger to be able to better understand the target to
be reached. In addition, HMIs should always include general flight
data such as altitude and speed to increase trust.

Edwards et al. [7], classified the major passengers’ concerns
and hypotheses for potential mitigations into six general categories:
perceived safety, noise and vibration, availability and access, well-
being, concern for the environment, and vehicle motion. Building
on these hypotheses, Colley et al. [4] proposed seven interfaces
to find the best-performing visualization in communicating path
information to passengers by simulating the cockpit of an AAV:
through a video-based online within-subject questionnaire, they
relied on various specific measures, such as trust in automation,
cognitive workload, perceived safety, situational awareness and a
ranking for preference. After finding the best representation, they
sought to understand the extent to which it helped passengers in
increasing trust and confidence. As previously remarked, the results
produced by their study were conducted only during the cruising
phase, with a clear sky during daylight. The study did not analyze the
potential impact on the interface preference of the flight phases, such



as vertical takeoffs or landings, or of different visibility conditions,
such as during low or reduced visibility.

Meinhardt et al. [19] proposed to use the best-performing in-
terface derived from the study by Colley et al. [4] to analyze the
variation of acceptance in passengers when visibility conditions
change (clear daylight, at night with only city lights, and foggy) to
stress passengers. However, as anticipated, the work was limited
to only presenting the simulation system and scenario during vari-
ous visibility conditions, without performing an actual experimental
evaluation, and without considering the flight phases factor.

3 MATERIALS AND METHODS

This section describes the realized flight simulation. It leverages the
three-dimensional reconstruction of the cockpit of an AAV, which
has been implemented using the Blender modeling and animation
suite [10]. Specifically, Blender was used to render the forty-five
videos of the simulated flight to study the impact of four variants
(plus one baseline) of potential AR interface mock-ups. The videos
depict all available combinations of experiences during the flight
simulation, allowing the analysis of the interface behaviors during
the three flight phases over the 3D reconstruction of the city of
Bologna under three different visibility conditions.

3.1 Interfaces

Regarding the mock-up AR interfaces, it was decided to represent
them as AR-HUDs, simulating their projection directly onto the
glass windows that compose the cockpit of the AAV.

For this study, a neutral turquoise color was chosen for all the
proposed interfaces, following the style already widely used for
AVs-related studies [37] and adopted in [4] as well. The interfaces,
together with the rationale for their choice, were as follows:

* Arrow (A): This interface (Fig. 2a) is inspired by the concept
of “Gaze” [31] through the design and implementation of a
three-dimensional arrow placed in front of the vehicle and has
already been examined in the study by Colley et al [4]. Based
on orientation and altitude change, the arrow changes accord-
ingly by adjusting its orientation with 2 Degrees Of Freedom
(DOF), indicating the next direction the AAV will take. The
rationale for choosing to include this interface is primarily
practicality in providing the direction information to the pas-
senger, respecting the concept of simplicity and minimalism
of the previously mentioned study [22].

Compass (C): Building on the classical concept of a compass,
this interface (Fig. 2b) involves the projection around the vehi-
cle of a three-dimensional, spherical compass within which is
a cross-shaped symbol that indicates the next direction (as for
the Arrow interface). This interface is not present in the study
by Colley et al. [4], but it was decided to introduce it ex novo
because the compass is a conventional tool used in cockpits
for pilots to help understand the three-dimensional motion of
the vehicle and is expected to provide a reference frame for
the passenger also in low visibility conditions.

Zip Line (ZL): Based on the Chevron Zip Line [36] and found
as the most promising in [4], this interface involves an orderly
succession of two-dimensional arrows at the distance of three
m, depicting the entire trajectory the vehicle will traverse, re-
sembling the pattern of a roller coaster rail (Fig. 2c). According
to previous results, it is expected that this representation will
result in the least cognitive load for users and was also rated
the best for trust in automation.

Tunnel (T): The tunnel interface (Fig. 2d) involves the use of
a reticulated tunnel that encapsulates the occupied airspace
throughout the flight. Similarly to the previous interface, the

rationale for including the tunnel is that it was found to be the
second most popular interface in the study by Colley et al [4],
and it allows the visualization of the direction combined with
the size of the vehicle throughout the flight. Regarding the
implementation details of the tunnel, it was decided to change
the design from the original version, adopting a design more
frequently found in the literature (for pilots) through the use
of circular sections, departing from the previous rectangular
choice, 11.5 m in size (slightly larger than the size of the
Volocity’s rotor diameter [34]) and located at every 10 m to
ensure proper visual fluidity. With such implementation, it is
like an intermediate interface between the Compass and the
Zip Line.

To respect the concept regarding the presence of general flight
data from the previously mentioned study [22], it was decided to
keep the AAV’s altitude and speed information just on the on-board
display panel and do not show them on the AR-HUDs, for all variants
of the interfaces.

To establish a weighted judgment against other interfaces, it was
decided to use a modality with no interfaces (NI) as depicted in
Fig. 2e.

3.2 Simulated Scenario and Flight Phases

To recreate the city of Bologna, it was chosen to rely on a plugin
called Blosm for Blender [24]. Through the tool, leaning on APIs
provided by Google, it is possible to choose a specific section of a
map inside Google Maps and import it into a Blender scene.

Concerning the AAYV, it was decided to use the Volocopter Voloc-
ity [34] as reference aircraft, as done also in [4]. Its flight features
were used to define the path, and the 3D model of the interior was
slightly adapted to suit the aim of the study (removing flight control
sticks and instrumentation).

Regarding the flight experience, it was decided to consider the
three flight phases separately, focusing on (and highlighting) the
substantial differences. The takeoff phase (Fig. 1d) involves an
altitude change of about 550 m, starting from a designated take-off
vertiport at FICO Eataly World Center [6]. The average take-off
speed was set at 45 km/h, thus establishing the total ascent time of
about 40 seconds. For the cruise phase (Fig. 1a-c), a route (Fig. 3) of
about five minutes was planned at an average speed of 90 km/h. The
cruise path involves directional changes adopted from [4], including
both an ascending/descending altitude change of about 100 m, and
both a left and right directional change over Bologna. Regarding the
landing phase (Fig. le), it was decided to symmetrically replicate the
behavior chosen for the take-off phase: it starts from an altitude of
about 550 m, descends at an average speed of 45 km/h, and reaches
a second vertiport in Piazza Maggiore, Bologna. With the aim to
stress the interfaces in the takeoff and landing an upright vertical
motion was devised since considered the worst-case trajectory for
these phases.

3.3 Flight Visibility Conditions

A key element of the study was the fruition of the overall experi-
ence at different levels of visibility. For this reason, three different
scenarios were designed that were capable of providing different
experiences characterized by important variations in visibility con-
ditions. The three different flight conditions implemented were as
follows:

e Clear Daylight condition: Distinguished by clear skies in
daylight (Fig. 1a).

* Night condition: Distinguished by the darkness of night (no
moonlight) with lights from the urban area as only reference
(Fig. 1b).
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Figure 2: Interfaces included in the study (framed during cruise phase).

Figure 3: Devised path of the AAV over the city of Bologna, adapted
from [4].

» Foggy condition: Distinguished by poor visibility in daylight
by simulating a fog with 15m of range of sight (Fig. 1¢). The
fog thickness was kept constant at all simulated altitudes to not
introduce bias.

4 EXPERIMENT

This section presents the exploratory study conducted to compare
the interface described under the different phases and conditions.

4.1 Experiment Design

The study was arranged by following a 3 x 3 x 5 (flight phases, con-
ditions, and interfaces respectively) within-subject factorial design.
The study was arranged with an online questionnaire that embedded
the videos of the simulated experience, which was distributed to
participants involved by a network of contacts.

41.1 Sample

A Before-Experience Questionnaire (BEQ) was administered before
starting the experiment, which included items about demographics,
experience flying on commercial flight and helicopter (piloted by
someone else), previous knowledge and expertise with technolo-
gies related to AR, individual proclivity to sense of presence when
watching a video/movie/TV series, and individual propensity to trust
autonomous transportation systems vehicles. According to data
collected, the sample was made of 17 individuals aged between 22
and 34 (¥ = 26.35 y.o., s.d. = 3.20 y.0.); 47% were females, 53%
males. Out of them, 59% were moderately to very familiar with
the use of AR interfaces, AR devices, or AR applications/games,
and 41% were little to no familiar with it. Moreover, 82% of the
sample reported a high proclivity to get immersed when watching a
video/film/TV series. Only 12% have been on a helicopter at least
once while 76% have been on a commercial flight (plane) during
the last year. Regarding the propensity to trust AS, 53% think we
should be careful with unfamiliar AS, only 29% think they could
trust a system than they mistrust it, and 47% think AS generally
works well. Finally, 47% would be willing to ride an air taxi if they
had the opportunity.

4.1.2 Measures

Subjective feedback was collected through a questionnaire, which
was administered after exposure to the flight phase and condition
(AFCQ) that was structured as follows.

Situational Awareness. Was collected using the SART ques-
tionnaire [32] (one item, related to understanding flight simulation).
According to the literature it is expected that higher levels of situ-
ational awareness lead to reduced anxiety in passengers and lower
cognitive load.

Cognitive Workload. Was assessed using the single item scale
from Paas [17]. According to previous studies lower cognitive
workload levels are associated with higher trust in AS [29].

Perceived Safety. Was measured with two items from [3,4]
for perceived safety and anxiety subscales respectively.

Trust. Was investigated using the trust subscale of the trust in
automation questionnaire (one item) [15].

Predictability. Was investigated using the predictability sub-
scale of trust in automation questionnaire (one item) [15].

4.1.3 Protocol

The protocol of the experiment was structured as follows: for each
flight phase, and for each visibility condition, the five videos (for
the four interfaces plus the one with no interface) associated with
the given phase and condition were shown (video duration was on
average 30s); hereafter, the participant was administered with the
corresponding AFCQ and had to indicate the ranking for the explicit
preference of the interfaces (considering phase and condition). After
the three conditions (i.e., once for each phase) the participants were
requested to rank the interfaces for the given phase. At the end of
all phases, a rank for overall preference was collected as well.

On average, a session lasted about 45 min. The order of the
flight phases, visibility conditions, and videos were presented in
randomized order to prevent exposure bias.

The questionnaire (including videos) used for the experimental
protocol (but displaying a fixed order of phase and conditions) can
be accessed at https://forms.gle/gKK5Mky lwptqMUZdA

4.2 Results

The statistical significance of the data collected was analyzed, with
the RealStatistics tool (v7.3), using the three-way repeated-measures
ANOVA test for the AFCQ data, with two-factor or one-factor re-
peated measure ANOVA as follow-up (with Bonferroni correction)
when appropriate. The statistical significance of the results about the
preference rank sampled after flight phase was analyzed using the
two-way repeated-measures ANOVA test, with one factor repeated
measure ANOVA as follow-up (with Bonferroni correction), and
lastly, the one-way repeated-measures ANOVA test was used to
calculate the statistical significance regarding the overall preference
(with Bonferroni correction). Adopted Bonferroni corrected alpha
were Ocorr < 0.0167 (for the flight phase and visibility condition
factors) and 0O, < 0.0050 (for interface factor). The normality
assumption was verified with the D’ Agostino-Pearson test.
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Situational Awareness - Understanding Regarding situa-
tional awareness, particularly concerning flight situation understand-
ing, statistical significance was found for interfaces (p-value < .001)
whereas no significant differences were found neither for flight
phases or for conditions. A significant interaction effect was found
for visibility conditions on interfaces (p-value = .003) whereas no
significant differences were found for the other interaction effects.

Regarding takeoff (Fig. 4a), ZL was significantly greater com-
pared to NI for all visibility conditions, T was greater than NI during
night and foggy while A was greater compared to NI during night.
Finally, ZL and T were greater than C during night. Regarding cruise
(Fig. 4b), T and ZL were higher compared to NI for all visibility con-
ditions, and A was higher than NI during clear daylight. Ultimately,
T and ZL were greater compared to C during clear daylight and
night. Finally, for landing (Fig. 4c) T and ZL were greater than NI
for all visibility conditions, A was greater than Ni for clear daylight
and night, and C was greater than NI only at night. Lastly, ZL and T
were greater than C for clear daylight and night.

Regarding the effects of visibility conditions on interfaces, in
terms of understanding the situation, considering takeoff, it was
observed a significant drop from night to foggy for ZL. During the
cruise, A generally decreased from clear daylight to night and fog,
and T and ZL decreased from clear daylight to fog. There were no
significant effects during the landing.

Cognitive Workload Concerning cognitive workload, statis-
tical significance was found for the interfaces (p-value < .001)
whereas no significant differences were found neither for flight
phases or for conditions. No significant interaction effects were
found.

Regarding takeoff (Fig. 5a), C was significantly greater than ZL
during night. Regarding cruise (Fig. 5b), C was greater than ZL for
all visibility conditions while C was greater than T for clear daylight
and night. Finally, for landing (Fig. 5¢) C was greater than T and ZL
during night.

Perceived Safety - Safety Concerning safety, statistical sig-
nificance was found for the interfaces (p-value < .001) whereas no
significant differences were found neither for flight phases or for
conditions. A significant interaction effect was found for visibility
conditions on interfaces (p-value = .045) whereas no significant
differences were found for the other interactions. In the different
flight phases, the interface that increased passengers’ sense of safety
the most was T, followed steadily by ZL. The general trend of safety,
as visibility decreased, dropped for all interfaces and flight phases.

Regarding takeoft (Fig. 6a), T and ZL were significantly greater
compared to NI for all visibility conditions and A was greater com-
pared to NI during night. Concerning cruising (Fig. 6b), A, T, and
ZL were superior to NI during all visibility conditions, C was greater
than NI during foggy and T and ZL were superior to C and A during
clear daylight and night. Finally, for landing (Fig. 6¢), T and ZL
were superior compared to NI for all visibility conditions, A was
superior compared to NI for clear daylight and night, T was superior
compared to C during clear daylight and night and ZL was superior
to C at night.

Regarding the effects of visibility conditions on interfaces, during
takeoff, NI decreased significantly from clear daylight to night and
foggy. During the cruise, NI decreased from clear daylight to foggy,
T decreased from clear daylight and night to foggy and ZL decreased
from clear daylight to foggy. Finally, during landing, C and A
decreased from clear daylight to foggy.

Perceived Safety - Anxiety Concerning anxiety, statistical
significance was found for the flight phases (p-value = .035) and for
interfaces (p-value < .001) whereas no significant difference was
found for visibility conditions. No significant interaction effects
were found.

Regarding the effects of flight phases on interfaces, concerning
clear daylight (Fig. 7a), NI was significantly greater compared to A,
T, and ZL for cruise and landing, C was greater than T for cruise and
landing while C was greater than ZL for cruise only. Concerning
night (Fig. 7b), NI was greater than T and ZL for all flight phases,
NI was greater than A for cruise and landing, C was greater than
T for cruise and landing while C was greater than ZL for cruise.
Finally, for foggy (Fig. 7c), NI was greater than T and ZL for all
flight phases, NI was greater than A for cruise and landing, NI was
greater than C for cruise, C was greater than T and ZL for cruise and
A was greater than ZL for cruise.

Regarding clear daylight (Fig. 7a), NI increased from takeoff
to cruise and landing, T decreased from takeoff to cruise, and ZL.
increased from cruise to landing. Regarding night (Fig. 7b), NI
increased from takeoff to cruise. Finally, regarding foggy (Fig. 7¢),
ZL decreased from takeoff to cruise but increased from cruise to
landing.

Trust Concerning trust, statistical significance was found for
the interfaces (p-value < .001) and for the visibility conditions (p-
value = .046) whereas no significant differences were found for
flight phases. No significant interaction effects were found.

Regarding takeoff (Fig. 8a), T and ZL were greater compared to
NI for all visibility conditions and A was greater than NI at night.
Concerning cruise (Fig. 8b), A, T, and ZL were greater than NI for
all visibility conditions, C was greater than NI during foggy and T
and ZL were greater than A and C during clear daylight and night.
Finally, on landing (Fig. 8c) A, T, and ZL were greater than NI for
all visibility conditions, T was greater than C during clear daylight
and night and ZL was greater than C during night.

Regarding the effects of visibility conditions on interfaces, during
takeoff, NI decreased from clear daylight to night and foggy. During
cruise, NI and ZL decreased from clear daylight to foggy and T
decreased from clear daylight and night to foggy. Finally, during
landing, A and C decreased from clear daylight to night.

Predictability Concerning predictability, statistical significance
was found for visibility conditions (p-value = .035) and for inter-
faces (p-value < .001) whereas no significant difference was found
for flight phases. A significant interaction effect was found for
flight phases on interfaces (p-value = .045) whereas no significant
differences were found for the other interactions.

Regarding the effects of flight phases on interfaces, concerning
clear daylight (Fig. 9a), all interfaces were greater than NI for all
flight phases, T and ZL were greater than C for cruise and landing
and T and ZL were greater than A for cruise. Concerning night
(Fig. 9b), A, T and ZL were greater than NI for all flight phases, C
was greater than NI for takeoff and cruise, T was greater than C for
all flight phases, ZL was greater than C for takeoff and cruise and T
and ZL were greater than A for cruise. Finally, for foggy (Fig. 9¢),
T and ZL were greater than NI for all flight phases, A was greater
than NI for takeoff and cruise and C was greater than NI for takeoff.

Regarding clear daylight (Fig. 9a), NI and C decreased from
takeoff to cruise, and T and ZL increased from takeoff to cruise and
decreased from cruise to landing. Regarding night (Fig. 9b), NI and
C decreased from takeoff to cruise and ZL decreased from cruise to
landing. There were no significant effects regarding foggy.

Preference (AFCQ) Regarding preference associated with a
specific phase and a specific visibility condition, statistical signifi-
cance (Table 1) was found for interfaces (p-value < .001) whereas
no significant differences were found neither for flight phases nor for
conditions. A significant interaction effect was found for visibility
conditions on interfaces (p-value < .001), whereas no significant
differences were found for the other interactions.

Regarding takeoff (Table 2), T was greater compared to NI con-
cerning all visibility conditions, ZL was greater compared to NI
for clear daylight and night, and T was greater than C during night.
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Figure 6: Perceived Safety.

Regarding cruise (Table 2), T and ZL were greater compared to NI
for all visibility conditions, A and C were greater compared to NI
during night and T and ZL were greater compared to A and C during
clear daylight and night. Finally, at landing (Table 2), T and ZL were
greater compared to NI for all visibility conditions, A was greater
than NI for clear daylight and night, C was greater compared to NI
during night and T was greater than C during night.

Regarding the effects of visibility conditions on interfaces, during
takeoff, C increased significantly from clear daylight and night to
foggy. During cruise, NI decreased from clear daylight to night and
C increased from clear daylight to night and foggy. Finally, during
landing, T improved from clear daylight to night.

Ranking (After flight phases (FP) and overall) Regarding
preference for different flight phases, statistical significance (Ta-
ble 1) was found for interfaces (p-value < .001) but no significant

differences were found for flight phases and for the interaction effect
of flight phases on interfaces.

Regarding all flight phases (Table 3), A, T, and ZL were higher
than NI and C and T and ZL were higher than A.

Regarding overall (Table 3), all interfaces were higher than NI, T
and ZL were higher than C and T was higher than A.

4.3 Discussion

Situational Awareness - Understanding Regarding situa-
tional awareness, particularly understanding of the flight situation,
the results were influenced by the interfaces and the interaction ef-
fect for visibility conditions on the interfaces. Understanding was
highest for T and ZL and lowest for NI. Understanding scores were
lower in the vertical flight phases (i.e., takeoff and landing) than in
cruise, and for A, T, and ZL, the scores were lowered by reducing
visibility (i.e., higher during clear daylight and lower during foggy).



1,00

]

—
4,00 400
—_—

L NI [ A T L 100 NI T L
®TAKEOFF 265 241 224 212 = TAKEOFF 371 312 2,65 2,00 235 u TAKEOFF 4,18 318 329 2,35 2,94
(a) Clear Daylight (b) Night (c) Foggy
Figure 7: Anxiety.
——
5,00 5,00 —_——— 500
450 4,50 4,50 [r——
4,00 ] 4,00 PR — 4,00
350 — } 3,50 [ 3.50 —
3,00 3,00 I 3,00
—
250 2,50 250
2,00 2,00 2,00
1,50 1,50 1,50 i
oo T 2L 100 NI c A T 2L 100 NI c A
= CLEARD. 2, 76 3, 47 3, 53 3,88 388 wCLEARD. 2,18 2,94 341 459 435 mCLEARD. 2,00 2,94 347 424
®NIGHT 224 3,06 3,29 3,88 3,88 ®NIGHT 182 265 3,18 4,53 4,18 =NIGHT 1,59 2,59 3,12 4,12 376
FOGGY 1,82 2,88 2,88 394 3,59 FOGGY 147 2,88 3,00 37 3N FOGGY 1,82 2,82 3,00 3,76 37
(a) Takeoff (b) Cruise (c) Landing
Figure 8: Trust.
5,00 r——— S— = 5,00 —— '—"_‘ 5,00
450 } 4,50 _— 450 ———
4,00 4,00 —_ [ }: 4,00
3,50 3,50 1 3,50
3,00 } 3,00 3,00
2,50 2,50 - 2,50
2,00 2,00 2,00
150 1,50 i l 1,50
1.00 NI T L 10 NI Cc A T zL 1.00 NI Cc A T zL
® TAKEOFF 2,18 347 3,76 4,06 4,24 = TAKEOFF 2,12 3,24 3,76 4,18 4,18 = TAKEOFF 1,82 3,06 3,18 3,82 37
= CRUISE 147 253 3,29 4,82 4,76 = CRUISE 141 253 3,29 4,59 4,53 = CRUISE 1,82 2,82 318 388 4,08
LANDING 2,00 3,00 3,65 4,35 4,29 LANDING 1,65 M 347 4,12 3,94 LANDING 1,94 265 3,29 37 3,82
(a) Clear Daylight (b) Night (c) Foggy
Figure 9: Predictability.
Preference p-value Cognitive Workload Regarding cognitive workload, the results
Type FP vC 1 FPxVC | FPxI | VCxI | FPxVCxI A . . .
AFCQ 275 | 498 | <001 299 29 | <.001 297 were influenced b_y the interfaces. For all th_e _dlfferent flight phases,
After FP | 070 | // | <.001 7l 195 7l 7l the interface that increased passenger cognitive workload the most
Overall I | <.001 I Il I Il was C. For NI, A, T, and ZL, cognitive workload scores rose when
visibility became lower (i.e., lower during clear daylight and higher

Table 1: ANOVA p-values and interactions of Flight Phases (FP),
Visibility Conditions (VC), and Interfaces (I) for the three preference

ranks.

during foggy).

Perceived Safety Regarding safety, the results were influenced
by the interfaces and by the interaction effect for visibility conditions
on the interfaces. For all the different flight phases, the interface
that increased passengers’ sense of safety the most was T, followed
steadily by ZL. Safety scores for NI, A, T, and ZL, were lowered



Flight Visibility Rank p-value
Phase Condition NI C A T ZL NI-C NI-A NI-T NI-ZL C-A C-T C-ZL A-T A-ZL T-ZL
Clear Daylight 5 4 3 1 1 493 118 004 001 252 .017 .006 .330 215 497
Takeoff Night 5 4 3 1 2 385 .085 <.001 .001 418 001 .030 .022 225 .385
Foggy 5 2 2 1 2 .065 171 <.001 011 493 105 475 .036 .370 .303
Clear Daylight 5 4 3 1 2 461 .016 <.001 <.001 .107 <.001 <.001 <.001 <.001 499
Cruise Night 5 4 3 1 2 005 <.001 <.001 <.001 273 <.001 <.001 <.001 <.001 497
Foggy 5 3 3 1 1 .018 .062 001 .003 493 355 197 197 .081 493
Clear Daylight 5 4 3 1 1 .056 <.001 <.001 <.001 234 .009 .009 272 272 .500
Landing Night 5 4 3 1 1 005 <.001 <.001 <.001 271 <.001 .029 .020 371 229
Foggy 5 4 3 1 1 .016 .008 <.001 <.001 499 123 419 188 468 419
Table 2: Ranking of preference associated with a specific phase and a specific visibility condition (AFCQ).
Preference Rank p-value
Type NI C A T ZL NI-C NI-A NI-T NI-ZL C-A C-T C-ZL A-T A-ZL T-ZL
After FP 5 4 3 1 2 .017 <.001 <.001 <.001 <.001 <.001 <.001 <.001 <.001 .050
Overall 5 | 4] 3] 1| 2 | <001 | <001 | <.001 | <.001 | 389 | <.001 | <.001 | <.001 | .007 | 212

Table 3: Ranking of preference for after FP (reported as grouped since no sig. difference was found for FP factor) and for overall.

by reducing visibility (i.e., higher during clear daylight and lower
during foggy).

Regarding anxiety, the results were influenced by the flight phases
and by the interfaces. For all the different flight phases, NI increased
passengers’ sense of anxiety the most, followed steadily by C. Anx-
iety scores for NI were higher by reducing visibility (i.e., higher
during clear daylight and lower during foggy) and were higher in
the vertical flight phases (i.e., takeoff and landing).

Trust Regarding trust, the results were influenced by the visi-
bility conditions and by the interfaces. For all the different flight
phases, the interface that increased the trust the most in passengers
was T, followed consistently by ZL. Trust scores for A, T, and ZL,
were lowered by reducing visibility (i.e., higher during clear daylight
and lower during foggy).

Predictability Regarding predictability, the results were influ-
enced by the visibility conditions, by the interfaces, and by the
interaction effect for flight phases on the interfaces. For all the differ-
ent flight phases, the interface that increased the path’s predictability
the most was T, followed steadily by ZL. Predictability scores for
T and ZL decreased in the vertical flight phases (i.e., takeoff and
landing) compared to cruise.

Preference (AFCQ) Regarding preference associated with a
specific phase and a specific visibility condition, the results were
influenced by the interfaces and by the interaction effect for visi-
bility conditions on the interfaces. As flight phases and visibility
conditions varied, the trends remained similar: T and ZL were found
to be the most appreciated interfaces while NI was found to be the
least valued.

Ranking (After flight phases (FP) and overall) As flight
phases varied, T was found to be the most appreciated interface,
followed by ZL, A, C, and NI. Similar trends were confirmed when
expressing the overall preference, albeit in this regard T and ZL were
found as comparable as well as w.r.t C vs. A.

5 CONCLUSIONS

In this paper, we aimed to investigate through the creation of a not
interactive flight simulation the impact of using AR interfaces for
passengers of AAVs as flight phases and visibility conditions change.
To this aim, four different AR interfaces were compared in an online
video-based study with 17 participants. A general trend that has
been observed is that there has been an impact of the flight phases
and visibility conditions which affected the feeling of safety and

trust in passengers. Specifically, during vertical flight phases (i.e.,
takeoff and landing) was observed a decrease in understanding and
increased anxiety whereas diminished visibility conditions deterio-
rated understanding, safety, and predictability while at the same time
increasing cognitive workload and anxiety. The Tunnel and the Zip
Line interfaces were rated as the best overall and were found in the
majority of the cases as able to increase understanding of the flight
situation, trust, and perception of safety in contrast to the experience
with no interface. It should be noted that it was not always possible
to identify one particular interface as significantly better than the
others as flight phases or visibility conditions changed. This situa-
tion may lead to the study of mixed or adaptive interfaces, capable
of changing or being replaced based on current flight and visibility
conditions.

In general, the devised study allowed further investigation of the
domain considered by Colley et al. [4], through additional analyses
for flight phases (vertical takeoff and vertical landing) and visibility
conditions (night and foggy). Moreover, the study allowed further
investigation of the scenario addressed by Meinhardt et al. [19],
through experimental analysis of visibility conditions changes, and
more broadly, to expand the body of literature on the topic of UAM
and AAVs.

The online video-based study carried out is limited in terms of
external and ecological validity. In the future, a more realistic
simulation through an interactive immersive VR experience will be
implemented, which would allow us to evaluate the most promising
HMIs mock-ups with higher validity. Moreover, another envisaged
future work pertains to the analysis of different AR visualizations
of air traffic and its impact on the user experience aspects of the
passengers.
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