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Abstract: In the near future, international space agencies have planned to achieve significant mile-
stones in investigating the utilization of Global Navigation Satellite Systems (GNSS) within and
beyond the current space service volume up to their application to lunar missions. These initiatives
aim to demonstrate the feasibility of GNSS navigation at lunar altitudes. Based on the outcomes
of such demonstrations, dozens of lunar missions will likely be equipped with a GNSS receiver
to support autonomous navigation in the lunar proximity. Relying on non-invasive, consolidated
differential techniques, GNSS will enable baseline estimation, thus supporting a number of potential
applications to lunar orbiters such as collaborative navigation, formation flight, orbital manoeuvers,
remote sensing, augmentation systems and beyond. Unfortunately, the large dynamics and the geom-
etry of such differential GNSS scenarios set them apart from current terrestrial and low-earth orbit
use cases. These characteristics result in an increased sensitivity to measurements time misalignment
among orbiters. Hence, this paper offers a review of baseline estimation methods and characterizes
the divergences and limitations w.r.t. to terrestrial applications. The study showcases the estimation
of the baseline length between a lunar CubeSat mission, VMMO, and the communication relay Lunar
Pathfinder mission. Notably, real GNSS measurements generated by an Engineering Model of the
NaviMoon receiver in the European Space Agency (ESA/ESTEC) Radio Navigation Laboratory are
utilized. A radio-frequency constellation simulator is used to generate the GNSS signals in these
hardware-in-the-loop tests. The performed analyses showed the invalidity of common terrestrial
differential GNSS ranging techniques for space scenarios due to the introduction of significant biases.
Improved ranging algorithms were proposed and their potential to cancel ranging errors common to
both receivers involved was confirmed.

Keywords: differential GNSS; baseline estimation; inter-spacecraft range; lunar orbiters; GNSS
in space

1. Introduction

Given the momentum taken by the space sector for lunar exploration both by private
and governmental actors, scientific and commercial initiatives are expected to expand in
the 2020s, led by the European Space Agency (ESA)’s Moonlight initiative and National
Aeronautics and Space Administration (NASA)’s Artemis program [1]. In this framework,
the development of guidance, navigation, and control solutions being independent of track-
ing and controlling ground segments is strongly desired for lunar exploration. In particular,
the south pole region of the Moon is attracting attention from the perspective of human
activity bases and exploration [2–5]. In this context, the ESA and NASA together with the
Italian Space Agency (ASI) plan to fly in-orbit demonstration missions around the Moon.
These missions are the Surrey Satellite Technology Ltd (SSTL) Lunar Pathfinder which is
planned to be flying the NaviMoon receiver in 2025, [6], and the Firefly Blue Ghost Mission
1 flying a multi-constellation Global Navigation Satellite System (GNSS) receiver payload
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in 2024 in the framework of the Lunar GNSS Receiver Experiment (LuGRE) [7]. Both will
track Galileo E1, E5a, and GPS L1 C/A, L5 signals and will return pseudorange, carrier
phase and Doppler measurements. The success of these two missions will then contribute
to the extension of the Space Service Volume (SSV) to the cis-lunar space. SSV is defined
as the volume in space currently spanning from 3000 km to 36,000 km above the Earth’s
surface, in which the availability and performance of GNSS signals are characterized [8].

In addition to being equipped with a navigation system and to being on or around the
Moon at the same time [9], these missions will often be interacting as well, [10], potentially
relaying communications for one another or act as distributed systems, given their effec-
tiveness and cost efficiency when compared to monolithic missions [11]. The interactions
between these various space objects around the Moon justify the need for developing inter-
spacecraft ranging techniques applicable to the lunar vicinity. The family of Differential
GNSS (DGNSS) ranging techniques have been used a lot in the past decades both on Earth
and in space to improve the position of a specific user, given their non-invasiveness as they
rely solely on a communication link among the interacting GNSS users.

1.1. DGNSS on Earth

In the field of terrestrial applications, differential GNSS techniques are used a lot
through the creation of corrections for compensating atmospheric delays, satellite orbits and
clock errors for both the GNSS pseudoranges in the field of DGNSS, [12–14], and of carrier
phase in the field of Real Time Kinematic (RTK) for higher accuracy applications [14,15].
In both techniques, the corrections are inferred by using a fixed reference station with a
well-known location and are transmitted to the user via radio, cellular networks, or the
internet. When the baseline length between the user and the reference station becomes long,
as is mostly the case for space scenarios, the literature for terrestrial applications based
on differential GNSS measurements focus on the spatial decorrelation of the atmospheric
delays with the increasing baseline [16–19]. Another type of collaborative positioning,
known as DGNSS-Cooperative Positioning (CP), has been proven successful for terrestrial
applications as well, such as in collaborative vehicle networks and mobile users [20,21].
This technique does not rely on a fixed reference station but, instead, works between
two moving GNSS receivers [22,23]. The basic idea behind DGNSS-CP is to measure the
relative distance between GNSS receivers by exchanging information about their respective
pseudoranges to a common set of tracked GNSS satellites. More specifically, a user with
poor GNSS visibility can share raw GNSS measurements through a communication link
with another user to estimate their baseline vector. Subsequently, this relative distance can
be used in the Position Velocity Time (PVT) solution estimation and improve the Dilution
of Precision (DOP) of the positioning problem. Even when it is noisy and correlated to the
other GNSS range measurements, this additional ranging information was proven to be
beneficial in low visibility and high DOP scenarios [22].

1.2. DGNSS in Space

When it comes to ranging in space, the use of GNSS measurements has provided the
primary method for determining the relative position of cooperating Earth orbiters in the last
decades for applications such as formation flights, rendezvous and docking [24–27]. However,
in such context, differential GNSS scenarios are more challenging given the larger dynamics
of the end users and the larger distances involved in the process, leading to decorrelation
of the atmospheric delays and satellite orbital errors between users [28–32]. Despite this
obstacle, in 1997, ETS-7 was the first mission to use GNSS signals for relative navigation in
space with meter-level accuracy [33]. In 2002, the Low-Earth Orbit (LEO) formation flight
Gravity Recovery And Climate Experiment (GRACE) mission involving baselines up to
250 km achieved Precise Baseline Determination relying on GNSS measurements fused with
Radio Frequency (RF) ranging. By processing carrier phase and pseudorange measurements
after resolution of the double differences integer ambiguity, they achieved millimeter accuracy
in post-processing using the Least Square Ambiguity Decorrelation Adjustment (LAMBDA)
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method [34]. In 2014, the CanX-4/5 performed DGNSS-based baseline determination on
cubesat avionics for the first time, reaching submeter-level accuracy [35]. However, integer
ambiguity resolution has never been performed on board until now [36–38]. Limited onboard
computational resources, imperfect knowledge of the spacecraft attitudes, and multipath
may prevent the integer ambiguity resolution reducing the accuracy achievable in real-
time. Estimation biases have been documented for legacy baseline estimation techniques
in [39] where authors assessed a code-based differential ranging technique in LEO between
cubesats with submeter-level accuracy. In [40], a kinematic technique based on differential
pseudorange and carrier phase measurements is suggested for real-time precise baseline
determination without Integer Ambiguity Resolution and applied in LEO.

1.3. DGNSS for the Moon

Transitioning to a lunar GNSS scenario, being the focus scenario of the present contri-
bution, ionospheric delays become less of a concern as most of the GNSS signals received
at lunar altitudes did not propagate through the ionosphere [41,42]. However, the relative
dynamics between users orbiting the Moon become more complex as the typical stable
lunar orbits are not circular as is the case for the terrestrial ones, given the presence of
lunar mass concentrations [43]. Furthermore, the GNSS signals power levels received by
a receiver in lunar orbit are weak causing the measurements to be noisier [41]. Hence,
the measurements are affected by a large amount of uncorrelated errors and applying
differential techniques could be less beneficial [42]. Also, in noisier environments and high
dynamics systems, cycle slips are more frequent making the integer ambiguity resolution
of the carrier phase measurements more challenging [44].

As a contingency scenario, the present contribution aims to assess the feasibility
of GNSS-based differential ranging techniques between two lunar orbiters using only
pseudorange observables. The importance and originality of this study lies in that it
explores, for the first time, the applicability of DGNSS ranging to users in lunar orbits.
Most significantly, the experimental analysis was performed on a real spaceborne receiver,
namely the very first ESA GNSS receiver that will fly all the way to the Moon in the
context of the ESA’s Lunar Pathfinder mission. This research aims to contribute to a deeper
understanding of the potential and limitations of DGNSS in space.

More specifically, this work shows that modeling assumptions used for linearization
of the relationship between the inter-user vector and the pseudorange single and double
differences taken for granted in terrestrial and LEO applications are violated in the case of
lunar GNSS differential scenarios. Subsequently, it analyzes the possibility of updating the
parallelism assumption while keeping the considered algorithm linear for low-complexity
purposes and compares the common techniques with the updated ones. It shows that
updating the modeling assumption significantly improved the performances with respect
to the terrestrial standard algorithm by reducing the bias introduced by the increasing
baseline. However, the performances seem to be bounded by the sum of the individual
covariances on the measurements of each user involved in the process, as per the Absolute
Positions Differencing (APD) presented in [23,45].
In practice, the results are obtained both theoretically through Monte Carlo simulations, by
Matlab post-processing of data obtained from Systems Tool Kit (STK), and experimentally,
in the Radio Navigation Laboratory of ESA, making use of GNSS observables generated by
a GNSS receiver specifically designed for a Moon mission, through a Hardware-in-the-Loop
(HWiL) set-up. The Moon receiver is called the NaviMoon and will be hosted by the Lunar
Pathfinder space mission [46].

The paper is structured as follows: Section 2 describes the fundamentals of the GNSS-
based baseline estimation, describes the limitations of this assumption for a space scenario
and proposes potential updates in the algorithm. Section 3 describes the space scenario
considered for the present analysis, the architecture of the theoretical Monte Carlo sim-
ulations as well as the functional blocks of the test bench designed to test the presented
techniques on the NaviMoon receiver. Finally, Section 4 presents the results achieved with
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this environment and Section 5 discusses the potential performances of inter-spacecraft
GNSS ranging in space, showing that the various techniques presented seem to be lower
bounded by taking the difference of the individual Single Point Position (SPP).

2. Background
2.1. Code-Based GNSS Inter-User Ranging Techniques

By considering a pair of moving users (i.e., spacecraft) i and j, at a given time instant
k, relative ranging technologies allow to estimate their inter-user range (a.k.a. baseline length)

dij,k = ||dij,k|| = ||xj,k − xi,k|| (1)

where the operator || · || is the Euclidean norm and xi,k, xj,k are the actual locations of the
users in a given Cartesian reference frame. While radio-frequency ranging solutions directly
provide an estimate of Equation (1) by means of signal Time of Flight (ToF) or Round-trip
Time (RTT), DGNSS techniques first estimate a displacement vector, a.k.a. baseline vector

dij,k =
[

∆xij,k ∆yij,k ∆zij,k
]
. (2)

Through DGNSS techniques, the inter-user range estimation can be obtained by applying
the Euclidean norm to an estimate of Equation (2), namely d̂ij,k.

The DGNSS estimation of the inter-user range can be achieved through a few dif-
ferential methods [23], based on the combination of pseudorange measurements from
independent, networked GNSS receivers, following the exchange of these data from one
user, defined as the aiding user, to another, the aided user, as depicted in Figure 1a. Different
algorithms can be selected according to their capability of canceling the systematic biases
at stake (i.e., receiver and satellite clock biases and satellites orbit biases) [47], at the cost of
an increased output variance [48]. Despite the fact that ionospheric and tropospheric errors
can be reasonably neglected at lunar distances, other common sources of error may affect
the spaceborne receivers and could be effectively compensated through these techniques.

(a) Parallelism assumption valid. (b) Parallelism assumption invalid.

Figure 1. Pictorial view of differential GNSS ranging both for terrestrial applications and space scenarios.
The symbol * denotes the user id where it can be either i or j.

Given the high dynamics inherent in a differential GNSS scenario involving lunar
orbiters, the effect of the time offset between the GNSS observables of the two receivers is
amplified, meaning that the baseline will have changed significantly over this time offset.
Therefore, in all the techniques presented here below, the pseudoranges of the aiding user
are considered to be shared to the aided user such that they can subsequently be subject to a
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time-compensation to be extrapolated to the aided user measurements timestamps, before
estimating the aiding user SPP position.

Therefore, the present section defines the pseudorange measurements, the time-
compensation technique, the SPP estimation technique and all the GNSS ranging techniques
that the present contribution applied to infer the Inter-Spacecraft Range (ISR) in a lunar
scenario of DGNSS.

In the following, the inter-user range will be referred to as ISR or baseline length and
the inter-user vector as ISV or baseline vector.

2.1.1. Pseudorange Measurements

In GNSS systems, the receivers recover their position by trilateration of the measured
distances to multiple visible satellites [14,49]. These distances are derived from an estimated
time of transmission and are called pseudorange measurements. As explained in [50], the
pseudorange measurements between GNSS receiver i to satellite s at epoch k are affected
by various sources of errors and can be decomposed into:

ρs
i,k = rs

i,k + bi,k − c · δts
k + datm,k + ϵs

i,k (3)

where rs
i,k is the range between receiver i and satellite s, bi,k = c · δtr

i,k is the range offset
caused by the receiver’s local clock bias δtr

i,k to the system time, δts
k is the modeled part of

the satellite clock offset with the system time, which includes the correction calculated using
the values broadcast in the navigation messages (for SPP) as well as a small relativistic
correction caused by the orbital eccentricity and datm,k are the atmospheric delays, standing
both for tropospheric and ionospheric delays. Finally, ϵs

i,k represents the unmodeled errors
including receiver noise, multipath signals, orbital errors and other effects [50].

2.1.2. Extrapolation of Aiding User’s Observables to the Aided User’s Timestamps

It has to be noticed that both users have an independent clock such that the GNSS
measurements from the aiding user are not synchronous with the GNSS measurements
from the aided user. The offset between their respective measurements timestamp is
∆tij,k = tj,k − ti,k, where t∗,k is the receiver timestamp associated with a given set of
pseudorange measurements after the correction of the corresponding receiver clock bias
δtr

∗,k for user ∗ (which denotes the user ID, i or j). One way to retrieve such a clock bias
estimate δt̂r

∗,k, and the one considered in the present analysis, is to estimate it via the Least
Squares (LS) SPP, as will be explained in Section 2.1.3.

To compensate for this timestamp offset ∆tij,k, the measurements of the aiding user
have to be extrapolated at the timestamp of the aided user ti,k. This is achieved by using,
for example, the range-rate information that can be inferred by the Doppler measurements.
This aspect is of particular importance in the case of a space scenario involving orbiters.
Indeed, given the high user velocity, the users might have traveled a long distance over
the timestamp offset ∆tij,k duration, and hence the ISR value would be affected by a
significant error if no such time-alignment was performed. The technique to extrapolate the
measurements of the aiding user to the aided user measurement timestamps, as introduced
in [51], is based on the Doppler frequency shift of the aiding user j with the satellite s, ϕs

j (tj,k)

so that
ρ̂s

j (ti,k) = ρs
j (tj,k − ∆tij,k)

= ρs
j (tj,k)− ∆tij,k · λ fc · ϕs

j (tj,k),
(4)

where λ fc is the wavelength associated with the carrier frequency of the GNSS signals,
0.2549 m for L5/E5a, being the focus frequency band of the present contribution, given its
inherent advantages for spaceborne GNSS users, as discussed in [42]. L5/E5a has indeed
some clear advantages given its wider transmission antenna pattern beamwidth and its
lower carrier frequency when compared to E1/L1 resulting in better signal availability and
lower free space path loss. Also, in the case of Global Positioning System (GPS), the L5
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signal is preferred over the L1 signal given its narrower bandwidth leading to a decrease in
receiver noise and an increase in ranging accuracy.

2.1.3. Single Point Position (SPP) Estimation

To proceed to the various DGNSS ranging techniques, an approximation of the in-
volved users’ position x̂∗,k and local clock offset δt̂r

∗,k = b̂∗,k/c is needed. A GNSS receiver
can solve both for its own position and for the aiding user’s position by using the external
pseudorange measurements after extrapolation to its own local timestamps. Through this
approach, the exchange of the estimated position is not necessary since it can be computed
locally at the aided receiver. The SPP estimate of each user is obtained thanks to an iterative
LS estimator, where at each iteration l, the user assumed position x̂∗,k is updated based
on the linearization of the pseudorange equation with a Taylor expansion truncated at the
first order:

x̂∗,k = x̂l−1
∗,k + ∆x̂l

∗,k (5)

where x̂l−1
∗,k is the position estimated at the previous iteration for user ∗ (i or j, interchange-

ably) and ∆x̂l
∗,k is the increment in position for the current iteration l and is obtained

together with the user clock bias increment ∆b̂l
∗,k with:[

∆x̂l
∗,k

∆b̂l
∗,k

]
=

(
Hl⊤Hl

)−1
Hl⊤∆ρl

∗,k, (6)

where Hl is the N × 4 direction cosine matrix at iteration l estimated from the most recent
estimation of the user * position. It is made of the unit steering vectors to the satellite s at
epoch k, hs

∗,k [14]:

Hl =


h1
∗,k 1

h2
∗,k 1
...

...
hN
∗,k 1

 (7)

∆ρl
∗,k is the pseudorange increment vector N × 1 which has been corrected for the last

estimate of the user clock bias. N represents the number of GNSS satellites involved in
the computation and must be at least equal to 4 for an unbiased estimation of the 3D user
position and its clock bias.

2.1.4. Absolute Position Difference (APD)

The first technique presented in this paper is called Absolute Positions Differencing.
This technique was considered with the same nomenclature in [23], under the name of
Differential Positioning (DPOS) from single-point processing (DPOS) in [52] and also in [45].
It is based on taking the Euclidean norm of the difference of the SPP estimations of each
user individually:

d̂ij,k = ||d̂ij,k|| = ||x̂j,k − x̂i,k||. (8)

This technique will be named APD in the results presented in Section 4. A technique
similar to APD was described in the literature in [23,45] and was called Pseudorange Ranging.
This technique works by performing a joint estimation of both users’ state vectors within
the same equation by superimposing the normal equations of the two. This technique was
tested but not reported in the present contribution as it did not show added value with
respect to APD.

2.1.5. Single Differences Ranging

Also based on the exchange of the set of pseudorange measurements from the
aiding to the aided user, this technique exploits a set of differential quantities known
as Single Differences (SD). It was introduced in [53,54]. A generic SD can be defined
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between two GNSS receivers, i and j tracking a common satellite s as the difference
between synchronous pseudorange measurements:

Ss
ij,k = ρs

j,k − ρs
i,k

= ∆rs
ij,k + ∆bij,k + ∆ϵij,k,

(9)

where ∆rs
ij,k is the difference between the ranges from the i-th and j-th users to satellite s,

∆bij,k is the difference between the clock biases of the two users and ∆ϵij,k is a noise term
that aggregates all the non-correlated errors. In fact, provided that all the measurements
are synchronous, SDs allow canceling satellite clock errors as well as the part of the
satellite orbital errors common to both users and the other correlated bias terms affecting
pseudorange measurements. Besides the cancellation of correlated error terms, the variance
in the uncorrelated errors, such as thermal noise, is increased. These noise contributions are
hence aggregated in ∆ϵij,k. Assuming a minimum of four visible GNSS satellites common
to both users, the computation of the baseline vector based on SD is performed through:

S1
ij,k

S2
ij,k
...

SS
ij,k

 ≃ −


h1
∗,k 1

h2
∗,k 1
...

...
hS
∗,k 1


[

dij,k
∆bij,k

]
(10)

where ∗ represents the point chosen as the origin for the unit steering vector, which could
be the SPP estimate of the aided user, aiding user, or a higher quality estimation from one of
the user’s positions. By means of this approach, the exchange of the estimated position is
not necessary since it can be computed autonomously at the aided receiver. The current
contribution presents, therefore, a comparison of the different cases to understand the
impact of the linearization point accuracy on the final ISR estimation. The Section 4 shows
an assessment of the baseline estimation quality as a function of this chosen point. This
technique will be named SD Haiding and SD Haided when the aiding user and the aided user,
respectively, are used as origins of the steering vectors in the results presented in Section 4.

2.1.6. Double Differences Ranging

This technique was introduced in [53–55]. When the same pair of satellites r and s are
visible to both receivers, a Double Differences (DD) measurement can be obtained as the
difference of two SDs:

Dsr
ij,k = Ss

ij,k − Sr
ij,k = ∆Rsr

ij,k + Σij,k, (11)

where Ss
ij is an SD computed according to Equation (9), Sr

ij,k is an SD taken with respect to a
satellite chosen as reference for the DD algorithm, while Σij is a random variable collecting
residual error contributions that cannot be canceled due to the non-correlation between the
measurements such as multipath, second-order noise components of the receiver front-ends
and residual, unmodeled noise contributions [14]. However, DDs allow the cancellation of:

• the differential clock bias ∆bij,k between the cooperating users when uncorrected
pseudoranges are used,

• or the differential residual error on the clock bias estimation when pseudoranges
corrected from the estimated receiver clock bias are used ∆bij,k.

The term ∆Rsr can be expressed highlighting the dependency from the baseline vec-
tor as:

∆Rsr,k =
[
hr
∗,k − hs

∗,k

]T
dij,k. (12)

This technique will be named DD Haiding and DD Haided when the aiding user and the
aided user, respectively, are used as origins of the steering vectors in the results presented in
Section 4.
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2.2. Characteristics of a Space DGNSS Scenario
2.2.1. Measurements Errors

When transitioning to a lunar GNSS scenario, the pseudorange model described
in Equation (3) can be simplified. This section explains the main differences between a
terrestrial and a lunar GNSS scenario as well as the potential obstacles for DGNSS ranging
in space with respect to the GNSS measurements considered in this study.

Atmospheric delays

The typical atmospheric delays considered in GNSS navigation, being the tropospheric
and ionospheric delays, and represented by datm,k in Equation (3) become less of a concern
as most of the GNSS signals received at lunar altitudes did not propagate through these
layers. This is due to the GNSS constellations’ altitude being significantly higher than the
upper limit of the Earth’s ionosphere combined with the fact that the lunar GNSS users
are located even higher than the GNSS constellations themselves. As a consequence, a
GNSS user located in space and above the GNSS constellations typically receives GNSS
signals transmitted by satellites on the other side of the Earth relative to the user’s location
as well as from the side. However, it will not be able to track signals from the closest
transmitting satellites, as GNSS antenna patterns are pointing toward the center of the
Earth. This becomes obvious when looking at Figure 2, where the ionosphere and its upper
limit are depicted in orange. This has already been thoroughly analyzed and discussed
in [42], which analyzes the off-boresight angles histogram of the Galileo and GPS signals
which are actually tracked by a GNSS receiver simulated in the lunar Gateway orbit. It
shows that over a one-week simulated period of a GNSS receiver in lunar orbit, more
than 80% of the signals tracked by this lunar receiver originate from the side lobes of the
transmitting satellites’ antenna. Concerning the main lobe, over the 8.3° of angle aperture
not covered by the Earth’s body, only 2° are covered by the ionosphere, as depicted in
Figure 2. A mask can hence be applied to discard the few satellites of which the signals
actually crossed the ionosphere by setting a conservative upper ionosphere’s limit such as
1000 km as considered in [56]. They will, therefore, be omitted in the following analyses.

Signal In Space Error (SISE)

For a GNSS receiver in lunar orbit, the C/N0 of the signals tracked are low and highly
variable [41]. This implies a reduced capacity of the receiver to demodulate the navigation
message as demonstrated in [42], which shows a significant reduction in the visibility of
a GNSS receiver in lunar orbit when the navigation message can not be demodulated
versus when it can be. More specifically, the analyses performed in [42] showed that the
GPS L1 signal ephemerides can be demodulated for only 5 to 40% of the time over the
one-week simulated period of a GNSS receiver in lunar orbit. Hence, given the potential
capacity overload of the ground network of deep space antennas, the receiver must be
capable of using ephemerides demodulated in the past, i.e., with an older age of data. As a
consequence, this might increase the GNSS satellite orbit residual errors significantly with
respect to terrestrial applications. These are characterized by SISE that is defined as the
difference of the satellite position and time as broadcast by the navigation message and the
true satellite position and time, projected on the user-satellite direction [57]. In Equation (3),
they are hidden in the unmodeled errors term ϵs

i,k. They remain under 1 m for ground
applications as stated in [49]. In [57], the characterization of the SISE 95% was performed
for GPS over 4 years in the nominal range of the navigation message age of data (<3 h).
However, outside of this nominal range, as explained in [58], the globally averaged SISE
orbit degrades gracefully over time and is specified to remain below a 95th-percentile value
of 388 m throughout a two-week period. Therefore, as a worst-case scenario, satellite orbital
errors with a norm of 400 m of which the direction is randomly generated and follows a
normal distribution are considered in this contribution. The objective of considering this
worst-case scenario is to assess the potential of DGNSS techniques to cancel the effect of
GNSS orbital errors despite the large ISR values, resulting in the decorrelation of the Signal
In Space Ranging Error between the two users.
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(Galileo E1)

Earth’s edge
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Figure 2. Schematic of the GNSS transmitted signals in deep space. The main lobe beamwidth value
was taken from the interoperable GNSS SSV book [8].

Inter-user measurements alignment

In Section 2.1.2, the observables alignment technique was presented assuming that the
receiver timestamps after clock bias correction, ti,k and tj,k, are perfectly known. However,
in real GNSS scenarios, t̂∗,k is estimated based on the prior estimation of the receiver clock
bias b̂∗,k. The quality of these estimates hence depends on the satellite visibility and the
GDOP [14,49,50,59]. And as already shown in [42], in lunar GNSS scenarios, the visibility
of the satellites is low and the DOP values are high. As a consequence, in a lunar DGNSS
scenario, the inter-user measurements time-offset estimates ∆t̂ij,k might be affected by
significant residual errors. Given the high user velocities characteristic of lunar orbiters, a
small error in timestamp offset estimation can result in a large error in ISR estimation as the
pseudoranges of the aiding user would be interpolated at a slightly erroneous point in time,
using Equation (4). Additionally, as space GNSS users are characterized by larger Doppler
shifts when compared to terrestrial users, a small estimation residual error left on ∆t̂ij,k
would result in a larger time-compensation error when compared to a terrestrial scenario.

2.2.2. Parallelism Assumption Used for Terrestrial Applications

In a lunar DGNSS scenario, the ISR can become significantly large with respect to the
ranges separating the users from the GNSS satellites in contrast to a terrestrial DGNSS
scenario. This difference can impact the performance of DGNSS ranging in space. The
present section presents these differences, exposes the inherent issues and proposes poten-
tial solutions.

Definition of the bias introduced by the parallelism assumption

On top of the measurements modeling differences explained in the previous section,
the performances of DGNSS in space are also subject to variations with respect to the
performances presented for terrestrial applications. This is due to the assumption taken to
establish the relationship presented in Equation (13). Indeed, as stated in [23,39,40,44,60],
the system of equations presented in Equation (10) comes from the assumption that the
difference in true ranges ∆rs

ij,k can be approximated by the inner product between the
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baseline vector dij,k and the unit steering vector hs
i,k or hs

j,k between either user i or j and
the satellite s.

∆rs
ij,k ≈ −

[
hs
∗,k

]T
dij,k (13)

This operation is depicted in Figure 1a, in which the projection of the baseline vector
dij,k on the direction hs

∗,k is exactly equal to the difference in true ranges ∆rs
ij,k. This

assumption holds while the true ranges rs
i,k and rs

j,k from satellite s to users i and j are much
larger than the distance dij,k between i and j, where in such a case their respective unit
steering vector hs

i,k and hs
j,k are nearly parallel to each other, as depicted in Figure 1a.

However, the typical distances of a DGNSS scenario for spaceborne users are easily
two orders of magnitudes larger than for terrestrial applications. Hence, this parallelism
assumption is likely to introduce a bias in the ISR estimation process, as initially presented
in [61] for long baseline Doppler positioning based on Signal of Opportunity (SoP) from
LEO. As depicted in Figure 1b, when the distance between the users and the navigation
satellites is not large enough with respect to the baseline length for the unit steering vectors
originating from both users to be considered parallel, a bias term ε(∆rs

ij,k) is introduced:

∆rs
ij,k = −

[
hs
∗,k

]T
dij,k + ε∗(∆rs

ij,k), (14)

where, if the unit steering vectors from the aided user hs
i,k are used in the SD LS H design

matrix, the bias term can be written as

εi(∆rs
ij,k) = rs

i,k − rs
j,k

[
hs

j,k

]T[
hs

i,k

]
+ ∆rs

ij,k

= rs
j,k − rs

j,k

[
hs

j,k

]T[
hs

i,k

]
= rs

j,k(1 −
[
hs

j,k

]T[
hs

i,k

]
).

(15)

If this correction term Equation (15) is inserted directly in Equation (14) after the replace-
ment of:

• unknown ranges rs
j,k by the corrected pseudoranges ρ̂s

corr,j,k from the SPP estimate and,

• the range differences ∆rs
ij,k by the SD measurements Ss

ij,k,

a new equation can be obtained:

Ss
ij,k − ρ̂s

corr,j,k(1 −
[
hs

j,k

]T[
hs

i,k

]
) = −

[
hs
∗,k

]T
dij,k + ∆bij,k, (16)

and replaced in Equation (10). This technique will be named SD Haided,corrected in the
results presented in Section 4.

Redefinition of the unit steering vectors for the space scenario

Another proposed solution, that takes into account the invalidity of the parallelism as-
sumption for space scenarios, while keeping the algorithm linear for its low-complexity ad-
vantage, is to redefine the unit vectors considered in the design matrix H from
Equation (10). Instead of using either hs

i,k or hs
j,k, a combination of both based on their

normalized sum can be used:

hs
i+j,k =

hs
i,k + hs

j,k

||hs
i,k + hs

j,k||
. (17)

Consequently, the difference in true ranges changes with respect to Equation (13) and
it becomes:

∆rs
ij,k ≈ −

[
hs

i+j,k

]T
dij,k. (18)
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This technique will be named SD Hsum, or DD Hsum, if the unit vectors Equation (17) are
replaced in Equation (12), in the results presented in Section 4.

Finally, another solution presented in the literature in the context of differential
Doppler positioning in [61], consists in finding the unit steering vector hs

ideal,k, which
at each epoch k will satisfy exactly Equation (13), such that:

∆rs
ij,k = −

[
hs

ideal,k

]T
dij,k. (19)

The angle αk between hs
ideal,k and dij,k is given by:

cos(αk) = −
∆rs

ij,k

dij,k
, (20)

where hs
ideal,k satisfying this condition form a conical surface. A solution consists of defining

the vector hs
⊥,k normal to both dij,k and hs

i,k:

hs
⊥,k =

hs
i,k × dij,k

||hs
i,k × dij,k||

, (21)

and then to apply Rodrigues’ rotation formula to obtain hs
ideal,k in the plan that contains

both dij,k and hs
i,k by rotating the baseline unit vector hs

ij,k around hs
⊥,k by the angle αk

according to the right-hand rule:

hs
ideal,k = hs

ij,k cos(αk) + (hs
⊥,k × hs

ij,k) sin(αk)+

hs
⊥,k(h

s
⊥,k · hs

ij,k)(1 − cos(αk))

= hs
ij,k cos(αk) + (hs

⊥,k × hs
ij,k) sin(αk).

(22)

Consequently, these newly defined unit vector hs
ideal,k for the differential LS problem can

replace hS
i,k in the H design matrix of Equations (10) and (12). These two techniques will be

named SD Hideal, or DD Hideal in the results presented in Section 4.
All the above-described models will be compared to identify the best solution for DGNSS
ranging in space.

Satellite orbital errors cancelling potential in space

As mentioned above, the closer the parallelism assumption is to reality, the better the
performances of the ISR estimator in terms of bias. This statement is true not only for the
bias introduced by Equation (13) but also for the residual GNSS satellites orbital errors.
Indeed, the capacity of the differential GNSS algorithms to cancel orbital errors depends on
the angle between the steering vectors from the two users to a given GNSS satellite. Given
the large orders of magnitude for a lunar differential GNSS scenario using Earth GNSS
signals, it is of interest to understand how well the application of DGNSS for lunar orbiters
can remove orbital errors. To this end, the angles θs

ij,k as depicted in Figure 1b will be
displayed over time as well as the residual on the orbital errors ∆es

LOS,ij,k after application
of single differencing on the pseudorange observables. Its value is computed according to:

∆es
LOS,ij,k = ||es

k||(cos βs
i,k − cos(θs

ij,k + βs
i,k)), (23)

where βs
i,k is the angle between the GNSS satellite position error vector es

k and the unit
steering vector from the aided user hs

i,k.



Remote Sens. 2024, 16, 2755 12 of 27

3. Methodology
3.1. The Lunar Orbiter Scenarios
3.1.1. Presentation

In order to analyze the applicability of the concept in space, a scenario including
two lunar missions foreseen in the next years has been taken as a meaningful example.
The estimation of the baseline length is performed between a lunar CubeSat, Volatile and
Mineralogy Mapping Orbiter (VMMO), and the communication relay Lunar Pathfinder
(LPF). Both mission trajectories have been obtained based on an initial state found in the
literature and propagated with the High-Precision Orbit Propagator (HPOP) of STK [62].
The force model applied to propagate the initial state considers the Moon as a central body
using a maximum degree and a maximum order of geopotential coefficients of 48 to be
included for gravity computations. The gravity file ’GL0660B.grv’ from the GRAIL mission
was used [63]. The Earth and the Sun were considered as point masses and the STK default
SRP model was applied. A representative orbit for the VMMO mission consists in the Low
Lunar Frozen Orbit (LLFO) of which the keplerian parameters are reported in [64].

The second lunar mission considered in this paper, the LPF, is planned to fly to the
Moon in an Elliptical Lunar Frozen Orbit (ELFO) [6,65]. The goal of this mission is to serve
as a relay between lunar assets via the S-band and Earth in the X-Band [66]. The orbit of
LPF favors a long-duration coverage of the lunar southern hemisphere attractive for early
lunar missions, and its orbital keplerian parameters are given in [65]. It covers the far side
of the Moon and benefits from long access times to Earth to relay back customers’ data,
which will also benefit its GNSS visibility.

The overall scenario is depicted in Figure 3. This scenario is a potential real scenario
as these two missions will both have a GNSS receiver aboard and a communication link to
communicate with neighboring space missions. This scenario is simulated on 09-Nov-2025
00:00:00.000 Coordinated Universal Time (UTC) when the presence in space of both user
missions can be assumed. The VMMO and Pathfinder were chosen as potential users for
three reasons. The first is related to the certitude that they will both fly soon into space,
with a planned date in 2025 [6,67]. The second is that Lunar Pathfinder will be one of
the two very first missions ever to fly a Galileo-GPS receiver onboard all the way to the
Moon, and will return GNSS Doppler, Pseudoranges, and Carrier Phase measurements
as well as signal samples back to the ground. Finally, the CubeSat was an ideal candidate
for presenting this concept given its low-cost constraint that justifies a potential need for
low-complexity ranging techniques.

Pathfinder

VMMO
Moon

GNSS 
satellites

Earth

ISV

~ 384400 km

~ 200 km

~ 7000 km

Figure 3. Schematic of the GNSS scenario for VMMO and Pathfinder.

3.1.2. Comparison with a Terrestrial Scenario

To compare the parallelism assumption validity in a terrestrial scenario with respect
to the space scenario of Figure 3, the ratio between the inter-users distance dij,k, as shown
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in Figure 4, and a typical user-to-satellite range rs
∗,k is considered. The closer this ratio is to

zero, the closer the assumption is to be valid. Table 1 presents typical values of this ratio
in a terrestrial case with respect to the lunar scenario, considering the distances typical
to the VMMO-Pathfinder cooperation and the GPS constellation. The numbers shown in
Table 1 show that in a DGNSS case applied to a typical lunar scenario, the ratio becomes
significantly higher when compared to terrestrial applications. In the long-baseline DGNSS
terrestrial applications presented in the literature, the dominant error factor becomes the
ionospheric and tropospheric delays between the cooperating users such that the effect
of the bias introduced by the assumption in Equation (13) in the algorithm itself is not
analyzed [68–70].

Figure 4. ISR and relative velocity between VMMO and Pathfinder over a 4 h test window.

Table 1. Comparison of the parallelism assumption validity between terrestrial and lunar scenarios.

Typical Values Terrestrial Scenario [16,68] Lunar Scenario

Inter-user range (km) [0; 300] [2500; 11,000]

User-to-satellite distance (km) 20,200 380,000

Validity ratio (‰) [0; 15] [6; 29]

On top of the introduction of a bias due to the large ISR values, Figure 4 also confirms
that such a differential scenario in space is also characterized by large relative velocities
between the involved users, as anticipated in Section 2.2.1. This causes the ISR variation rate
to be large. Consequently, a residual error on the aiding user’s observables extrapolation
process might be more impactful on the final ISR estimation quality, when compared to
terrestrial scenarios. The significant user dynamics also cause high pseudorange rates
and hence high Doppler shift values. Figure 5 shows the Doppler shifts of the GNSS
signals received by Pathfinder, with values up to 17 kHz when compared to around 2 kHz
for typical terrestrial ground users. As a consequence, a residual error on the estimated
time offset between a pair of measurements used for differential algorithms is likely to be
amplified by the large Doppler shifts characteristic of lunar GNSS users.

Figure 6 shows the GDOP and the visibility of the number of common GNSS signals
acquired by both receivers, meaning the signals of which the C/N0 are higher than the
receiver sensitivity. Figure 7 shows the C/N0 of the signals tracked by a simulated receiver
in lunar orbit (VMMO) as simulated by STK. The formula used to calculate these values is
to be found in [42]. And finally, Figure 8 represents the angle θs

ij, as depicted in Figure 1b
between the two Line-of-Sight (LoS) vectors between each user and the GNSS satellite, for
each visible GNSS satellite s over time, in parallel with the ISR truth. As expected, it shows
that there is a high correlation between the ISR truth and the invalidity of the parallelism
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assumption. As opposed to a ground terrestrial application, however, it can happen for
such a 3D scenario that the baseline is relatively long, i.e., >4000 km after 01:00 a.m., while
the angles stay relatively small, <0.1 deg, as it is the case when the two end users are
aligned with the Earth position.

Figure 5. Doppler shifts between Pathfinder and the GNSS satellites over a 4 h test window.

Figure 6. DOP and Visibility of common GNSS satellites.

Figure 7. C/N0 tracks of the VMMO mission.
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Figure 8. Inter steering vectors angles.

3.2. Simulation Scenario: Monte Carlo

To assess the performances of GNSS ranging for a lunar scenario, two types of environ-
ments have been set up enabling both theoretical as well as experimental analyses. The first
setup resorts to a Monte Carlo analysis implemented in Matlab on measurements extracted
from STK while the second is based on the measurements made by a real spaceborne
receiver that simulates the reception of GNSS signals in lunar orbit. Both environments use
exactly the same scenario at the same epoch and for the same duration, on the 9 Novem-
ber 2025 00:00:00.000 UTC for a duration of four hours for comparison purposes. While the
experimental environment is based on the actual NaviMoon spaceborne receiver in a HWiL
architecture, the theoretical simulation is modeling a receiver based on the NaviMoon
parameters [71]. Namely, the considered receiver sensitivity is 15 dB-Hz. The theoretical
simulations allows to individually assess specific factors involved in the ISR estimation
process of a space scenario, by isolating the source of errors one by one.

The scenario described in Section 3.1 was created using STK. The ephemerides used
for the Galileo and GPS constellations were obtained from SpacePNT and contained
21 and 32 satellites, respectively. The antenna patterns for GPS were obtained online
from the U.S. Navigation Center [72] while the Galileo patterns were obtained internally
at ESA. L5/E5a is the focus frequency band of the present contribution, given its inherent
advantages for spaceborne GNSS users, as discussed in [42]. The user’s trajectories were
obtained in STK by giving it an initial state vector and propagating it with its high-fidelity
orbit propagator to generate the reference trajectories of the VMMO and of the LPF. Once
the ranges, spacecraft positions and C/N0 levels are extracted from STK, these data are
then post-processed in Matlab to characterize the quality of the ISR estimator.

The C/N0 levels are converted to pseudorange standard deviations based on the Betz
theory, providing an estimation of the code tracking accuracy as a function of the RF front-
end parameters and the C/N0 [73]. The pseudorange noise is then generated for each Monte
Carlo simulation. The receiver’s local clock biases are set with values observed during the
NaviMoon experiments in the laboratory. The clock bias and position of each orbiter are
then estimated individually. The time series of each user is then corrected based on the
estimated clock bias. The measurements of the aiding user are then time-compensated to
match the respective closest timestamps of the aided user, according to Equation (4). Finally,
the ISR are estimated based on the set of visible GNSS satellites common to both users.

3.3. Experimental Environment: NaviMoon Spaceborne Receiver

For the HWiL case, the three segments of a GNSS positioning scenario followed by a
post-processing phase are emulated, as represented on the block diagram of Figure 9.
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Figure 9. Test bench block diagram.

3.3.1. User Segment

The user segment made up of the NaviMoon receiver is then set up to run an aided
GNSS scenario fed with an RF cable from the Spirent Radio Frequency Constellation
Simulator (RFCS) generated signals. The NaviMoon is now a Technology Readiness Level
(TRL) 8 technology developed by SpacePnt as its Protoflight Model has been delivered
at SSTL for integration into the Lunar Pathfinder [74]. An engineering model version of
the receiver is in the Radio Navigation Laboratory of ESA and it was used to perform the
present tests. The NaviMoon receiver is a high-sensitivity spaceborne receiver with an
acquisition engine sensitivity as low as 18 dB-Hz and a tracking threshold of 15 dB-Hz
on L1/E1 and 12 dB-Hz on L5/E5a [75]. Aided data can be provided to the receiver to
search only geometrically visible satellites, predict Doppler and prioritize satellites with a
high C/N0. To simulate a GNSS receiver in lunar orbit both for VMMO and Pathfinder, the
following data has to be retrieved and provided to the NaviMoon as inputs:

• The initial position state of the user trajectory in Earth Centered Earth Fixed (ECEF)
coordinates acting as the coarse PVT solution,

• the initial estimated clock drift of the NaviMoon clock after prior calibration on a
terrestrial GNSS scenario,

• the Receiver Independent Exchange Format (RINEX) Navigation file including the
GNSS constellations parameters after extraction from the RFCS.

The receiver antenna pattern is an omnidirectional pattern with a 0 dB antenna gain.
The necessary power gain to complete the link budget to meet descent visibility is set on
the system side. It is assumed that this would not cause a significant difference in the
performances with respect to the real scenario given the fact that the intended high-gain
14 dBi Harp antenna will be steerable and have a relatively flat antenna gain over the
beamwith covering the Earth GNSS satellites directions as seen by the lunar orbiter [76].

3.3.2. Space Segment and Control Segment

The same GNSS antenna patterns, ephemerides and user ground truths as for the
Monte Carlo simulations were used and injected in a GNSS RFCS to create representative
signals for a user in lunar orbit. The space segment of the simulated scenario is run by
the ESA Radio Navigation Laboratory’s RFCS. No tropospheric nor ionospheric errors
were applied since the percentage of Earth GNSS signals acquired at the Moon that passes
through the Earth’s atmosphere is actually negligible. The GNSS transmit power levels
were calibrated to match the C/N0 levels obtained via STK, see Figure 7. The control
segment communicates with the NaviMoon receiver using Telemetry and Telecommand
(TM/TC) to provide the receiver with the necessary aiding and to retrieve and store the
GNSS observable measurements. Finally, the post-processing block runs a positioning
algorithm based on the receiver raw measurements logs and tests the various glsGNSS
ranging techniques.
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3.4. ISR’s Key Performance Indicator

To characterize the quality of the ISR estimator as a function of the technique used in
such a non-stationary process, the empirical Cumulative Distribution Function (eCDF) of
the following error metrics taken at each epoch is considered. First, as a bias introduced
by the violation of the parallelism assumption in the case of lunar orbiters is expected, the
eCDF of the mean error at each time epoch, and hence at each baseline length, is considered:

µϵk

(
d̂ij

)
=

∑NMC
n=1

(
d̂ij,k,n − dij,k

)
NMC

, (24)

where NMC is the number of Monte Carlo simulations performed. Equation (24) can be
seen as the eCDF of the bias for each stationary process of the ISR estimation at a fixed
baseline. Subsequently, the standard deviation is considered in the same way in order
to understand how the variances of the pseudoranges set of each user combine with one
another depending on the technique:

σϵk

(
d̂ij

)
=

√√√√∑NMC
n=1

(
d̂ij,k,n − µϵk

)2

NMC
. (25)

Finally, to consider a metric that summarizes the behavior of the presented linear ISR
estimator, the Root Mean Square Error (RMSE) is considered.

RMSEϵk

(
d̂ij

)
=

√√√√∑NMC
n=1

(
d̂ij,k,n − dij,k

)2

NMC
. (26)

4. Results
4.1. ISR Estimation

As one of the main goals of this contribution is to individually assess the feasibility of
GNSS-based ISR estimation in a lunar scenario despite the large-scale geometry involved,
presented in Figure 4, the first set of graphs in Figure 10 represents a case where both users
have perfectly synchronized measurements and are not impacted by significant systematic
errors. In particular, Figure 10a shows the bias over Monte Carlo simulations performed at
each epoch. As anticipated in Section 2.2.2, it shows a clear correlation between the ISR
values estimated following the terrestrial parallelism assumption, that is SD Haiding, DD
Haiding, SD Haided, DD Haided, and the actual angles between steering vectors. Indeed, as
anticipated by analyzing Figure 8, the global minimum happens between 01:00 am and
01:30 am and the global maximum between 02:30 am and 03:00 am, reaching values of
1000 km. These results also indicate that in a lunar DGNSS ranging scenario based on the
terrestrial DGNSS ranging algorithms, the minimum achievable error is around km-level. This
confirms that the usual DGNSS SD and DD algorithms are not applicable as such in a space
scenario. Moreover, the graph shows that no matter the linearization point chosen for creating
the design matrix of the terrestrial SD algorithm, the bias magnitude remains constant, as
proven by the overlapping of the curves SD Haided and SD Haiding as well as the overlap
of the curves DD Haided and DD Haiding, respectively, based on Equations (10) and (12) but
where one is using the SPP estimate of the aided user as linearization point and the other
is using the aiding user’s SPP estimate. The comparison between the SD and DD groups
also manifests an increase in the introduced bias when applying the differencing operations
twice, as indicated by the higher errors for DD techniques. However, it can be seen how
much updating the design matrix for the ISR estimation problem, as per Equation (17) can
reduce the bias initally introduced by the violation of the parallelism assumption in such
geometrical configuration. As a matter of fact, the bias is reduced up to three orders of
magnitude as can be observed by the transition from the DD Haiding/aided results to DD Hsum
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results around 00:20 . As also shown by this figure, the estimators SD Hideal, DD Hideal, APD
and SD Haided,corrected are actually unbiased, as expected, according to Section 2.

(a) ISR bias over time.

(b) ISR std over time.

(c) ISR RMSE over time.

Figure 10. ISR estimation over time.
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The second subfigure of Figure 10 presents the standard deviation of the ISR estimators,
as defined by the KPI presented in Equation (25). It can be observed that the presented
techniques are split into two groups based on their estimates’ variance. Roughly speaking,
the DD techniques present a higher variance when compared to the SD techniques, with the
exception of DD Hideal which has a variance similar to the SD ranging techniques. The fact
that DD techniques overall present a higher variance is expected as applying the SD twice is
supposed to decrease the correlated errors but increase the uncorrelated ones, represented
by the term Σij in Equation (11).

Finally, Figure 10c, which combines both mean and standard deviation in one metric,
shows that the estimators SD Hideal, DD Hideal, APD and SD Haided,corrected are the best
estimators in absolute in this configuration.

4.1.1. Characterization of the ISV Estimates

The statistics of the ISR were presented above since the final result of interest of the pre-
sented techniques consists in the range information. However, as explained in Section 2 and
expressed in Equation (1), this range estimation is actually achieved by taking the Euclidean
norm of the estimated ISV from the presented algorithms in Section 2. Hence, looking at
the statistics of the range, although representative of what happens in a real scenario, they
may not highlight the statistical behavior of the presented differential estimators. Therefore,
for a better understanding and interpretation of the statistics, Figure 11 shows the statistics
of the three components of the ISV estimates independently, based on the terrestrial SD
Haided technique as well as the SD Hideal one, in the reference frame Moon-Mean Earth as
defined in STK [77]. Figure 11a shows this time even better the clear dependency of the
bias introduced by the parallelism assumption and the theta angles depicted in Figure 8. A
second observation to be drawn from this alternate error representation is the relationship
between the standard deviation of the estimation process and DOP depicted in Figure 6, as
per the plateau present a bit later than 0:30 a.m. and the peak present right after 03:00 a.m.,
due to a combined large DOP and a low visibility. A last thing to be pointed out on graphic
Figure 11a is the lower variance in the x-direction, actually corresponding to the direction
closest to the Moon-Earth direction, given the spatial distribution of the GNSS satellites as
seen by a user at lunar altitudes. When moving to the SD Hideal technique, although the
standard deviation remains similar to the terrestrial algorithm estimates, it is noteworthy
that the bias of the estimates is reduced to 0 (some noise remains visible due to the practical
impossibility of running an infinite number of Monte Carlo simulations).

Figure 11. Cont.
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Figure 11. ISV estimation over time.

4.1.2. Impact of Large Orbital Errors

The results presented so far were simulated without satellite orbital errors in order
to isolate the impact of the large-scale lunar DGNSS scenario on the performances of the
ranging algorithm itself. However, it is important to analyze in such an environment if
differential techniques keep their potential to cancel errors correlated among the involved
users and, in particular, large satellite orbital errors in case the lunar GNSS receiver must
use GNSS ephemerides from the past, as explained in Section 2.2.1. As mentioned in
Section 2.2.2, the closer the parallelism assumption is to reality, the better will be the
capacity of the ISR estimator to cancel orbital errors. Therefore, Figure 12 shows what
would be the residual orbital error on each GNSS SD measurement in the presence of
representative satellite orbital errors of 400 m norm as described in Section 2.2.1. This
canceling potential is expressed analytically in Equation (23). The residuals individually
depend on the original direction of the GNSS satellites orbital errors which was modeled
as random in the present simulations. Hence, they vary significantly over the constellation.
However, the overall behavior does present a non-negligible correlation with the respective
angles depicted in Figure 8. In such a scenario, Figure 12 shows that the residuals of the
orbital errors on the SD pseudorange measurements would be upper bounded by a value
of 11 m. Despite the very large baseline characteristic of space GNSS ranging scenarios,
single differencing the pseudorange measurements hence still has a significant potential to
remove systematic errors common to both users.

Figure 13 analyzes through RMSE the impact of large orbital errors on the inter-user
ranging performances over time. In comparison with Figure 10c, no apparent effect is
present for the terrestrial techniques, most probably due to the domination by the large
bias already present. However, what stands out from this new result is the degradation
of the APD technique after 02:00 a.m., or when the theta angles become larger overall.
APD is overtaken by the differential algorithms, demonstrating the advantage of applying
differential techniques at the measurement level to calculate the range information, instead
of retrieving it at position-level like it is achieved in APD.
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Figure 12. Orbital error residuals on SD measurements.

Figure 13. ISR RMSE over time with worst-case SISE.

4.1.3. Impact of Extrapolating the Aiding User’s Observables to the Aided User’s
Timestamp in the Presence of Receiver Clock Biases

Finally, Figure 14 compares the results of the ISR estimation with and without differ-
ential clock bias between both users, using a comparison based on the simulated and the
experimental results. It shows that such a differential clock bias dramatically impacts the
differential techniques. As explained in Section 2.2.1, the large Doppler shifts characteristic
of a lunar GNSS scenario makes the ranging algorithms much more sensitive to an error in
time correction. Indeed, each receiver needs to estimate its own local clock bias in order to
find its own timestamp in the system time frame, and successively, to be able to combine
its local measurements with the aiding user. Since a time estimation error will be present
for both users, the time offset between their respective set of GNSS measurements that is
estimated to extrapolate the aiding measurements at the aided user’s timestamps will be
affected by errors as well. The large Doppler shifts might magnify these time estimation
errors. Therefore, the ranging performances are degraded.
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(a) eCDF of the RMSE from Monte Carlo simulations (without differential clock bias)

(b) eCDF of the RMSE with NaviMoon differential clock bias.

Figure 14. ISR estimation from simulations vs from NaviMoon.

5. Conclusions

This contribution investigated a case of code-based differential GNSS for two lunar
orbiters as it has never been conducted before. In particular, it assessed the potential of
ISR estimation both through theoretical simulations and HWiL tests using the soon-to-
be-flying NaviMoon Galileo-GPS receiver. Doing so, it has shown that commonly used
terrestrial algorithms for kinematic code-based differential GNSS ranging techniques are not
applicable for a scenario of GNSS receivers in lunar orbits, despite their individual ability
to navigate using GNSS signals from terrestrial constellations. Indeed, when using the
standard code-based DGNSS algorithm, a significant bias is introduced, whose magnitude
increases with the angular separation between the two users with respect to the GNSS
constellation. This geometrical bias is introduced by the parallelism assumption between
steering vectors from the two users involved to each visible GNSS satellite, which has been
taken for granted in ground applications. This contribution hence analyzed the potential
to improve the DGNSS ranging algorithm in space with respect to the violation of the
parallelism assumption while keeping the algorithm low complexity and linear for lunar
scenarios. It showed that potential updates of the steering vectors in the design matrix
of the SD and DD LS estimation solutions can significantly reduce or even cancel this
bias. In particular, a technique called “ideal” in the present contribution and found in
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the literature in the context of Doppler-based LEO positioning based on SoP, has proven
to show added value. It is based on defining a specific steering vector at each epoch for
which the projection of the baseline on this given direction exactly equals the difference
in geometrical ranges to the GNSS satellite. Hence, this technique reduces the bias that
the terrestrial assumption was introducing in this linear estimator to zero. The variance
of the presented estimators is consistent with the DOP calculated based on the GNSS
satellites commonly visible to both users at the same time. This paper further analyzed the
presented algorithms by assessing their potential to cancel errors correlated between the
involved users despite the large-scale geometry of such an environment. In the presence of
a worst-case scenario of 400 m of GNSS orbital errors, the presented differential algorithms
proved to overtake the APD technique in case of a large baseline. Another point this work
looked into is the sensitivity of the algorithms to the quality of the receiver’s clock bias
estimation. This is particularly important for a scenario of orbiters given the high relative
velocities and the large ISR variation rate over the timestamp offset between the set of
GNSS measurements of the two users. Given the large Doppler shifts characteristic of this
kind of GNSS scenarios, an error in the receiver’s clock bias estimation can significantly
decrease the ranging performances.
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APD Absolute Positions Differencing
ASI Italian Space Agency
CP Cooperative Positioning
DD Double Differences
DOP Dilution of Precision
DGNSS Differential GNSS
eCDF empirical Cumulative Distribution Function
ECEF Earth Centered Earth Fixed
ELFO Elliptical Lunar Frozen Orbit
ESA European Space Agency
GNSS Global Navigation Satellite System
GPS Global Positioning System
GRACE Gravity Recovery And Climate Experiment
HPOP High-Precision Orbit Propagator
HWiL Hardware-in-the-Loop
ISR Inter-Spacecraft Range
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LAMBDA Least Square Ambiguity Decorrelation Adjustment
LEO Low-Earth Orbit
LLFO Low Lunar Frozen Orbit
LoS Line-of-Sight
LPF Lunar Pathfinder
LS Least Squares
NASA National Aeronautics and Space Administration
PNT Positioning, Navigation and Timing
PVT Position Velocity Time
RF Radio Frequency
RFCS Radio Frequency Constellation Simulator
RINEX Receiver Independent Exchange Format
RMSE Root Mean Square Error
RTK Real Time Kinematic
RTT Round-trip Time
SD Single Differences
SISE Signal In Space Error
SoP Signal of Opportunity
SSV Space Service Volume
STK Systems Tool Kit
SPP Single Point Position
SSTL Surrey Satellite Technology Ltd
TM/TC Telemetry and Telecommand
ToF Time of Flight
TRL Technology Readiness Level
UTC Coordinated Universal Time
VMMO Volatile and Mineralogy Mapping Orbiter
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