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A B S T R A C T

Wave Energy is one of the renewable sources with greatest potential. Since power coming from waves
fluctuates, the grid integration of wave energy involves several power conditioning stages to comply with
grid quality requirements. However, to ensure full integration of wave energy in a smart grid scenario and
unlock advanced monitoring and control techniques (e.g. Demand/Response), it is crucial to forecast the output
power. This work proposes a methodology to forecast in short-term horizons (i.e. 15 min to 240 min) the
power delivered to the grid of the Inertial Sea Wave Energy Converter (ISWEC), a device that harnesses
wave power through the inertial effect of a gyroscope. Therefore, we designed, optimized and compared the
performance of five known machine learning techniques for time series point forecasting: Random Forest,
Support Vector Regression, Long Short-Term Memory Neural Network, Transformer Neural Network and 1
Dimensional Convolutional Neural Network. Additionally, we studied the efficacy of downsampling technique
aggregating original dataset sampled every 0.1 s in time steps of 1min, 3min, 5min and 15min to compare
the performance behaviour of the different machine learning models for these datasets. Furthermore, we
implemented Prediction Intervals (PIs) to calculate the inherent uncertainties associated with the previously
mentioned machine learning techniques. These PIs were built based on the Non-Parametric Kernel Density
Estimator technique. The point forecasting and the PIs results showed that models’ performance improved
as the downsampling increased. Moreover, the Random Forest model was the worst-performing in all cases.
Finally, none of the other models can be considered the best overall.
1. Introduction

Nowadays, Renewable Energy Sources (RES) are a very hot topic,
attracting more and more attention. Implementing environmentally
friendly energy alternatives to either replace or drastically reduce the
usage of fossil fuels has become an essential objective. According to
the International Energy Agency, the capacity of RES is expected to
increase by almost 75% between 2022 and 2027 (International Energy
Agency, 2023). In this context, wave energy will become a key player
in the renewables field as a result of its vast energy potential: wave
energy’s annual potential that can be fully harnessed is estimated to be
18 000 TWh per year, almost 70% of the global electricity consumption
in 2022 (Eni S.p.A, 2023; Enerdata, 2023). Moreover, wave power has
reater predictability and is significantly more reliable than wind and
olar power: it can generate electricity for as much as 90% of the time,

∗ Corresponding author.
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compared to 20% and 30% for wind and solar energy (Drew et al.,
2009).

The process of harnessing wave energy and converting it into electri-
cal power involves the utilization of Wave Energy Converters (WECs).
These devices first convert the wave’s motion into mechanical energy
in the Power Take-Off (PTO) and later into electrical energy. WECs are
categorized based on their installation location (i.e. offshore, near-shore
and onshore), operating principle (i.e. overtopping, floating structures,
pressure differential, and impact devices), and size (i.e. terminator,
attenuator and point absorber) (Bracco et al., 2016). Although all WECs
have the same purpose, the design approach varies among the solutions.
Point absorbers, relatively small to the wavelength, move within the
waves. On the contrary, attenuators have a dimension aligned with
the wavelength and use the wave to create relative motion between its
https://doi.org/10.1016/j.engappai.2024.109352
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Nomenclature

1D-CNN 1 Dimensional Convolutional Neural Net-
work

ANN Artificial Neural Network
CNN Convolutional Neural Network
CRPS Continuous Rank Probability Score
ISWEC Inertial Sea Wave Energy Converter
LSTM Long Short-Term Memory
LSTM E-D LSTM Encoder-Decoder
LSTM VEC LSTM Vector
LUBE Lower Upper Bound Estimate
MAD Mean Absolute Difference
MAE Mean Absolute Error
MALE Mean Absolute Log Error
MAPE Mean Absolute Percentage Error
MCS Model Confidence Set
ML Machine Learning
MLP Multi-Layer Perceptron
MSE Mean Squared Error
NPKDE Non-Parameteric Kernel Density Estimation
PF Point Forecasting
PCA Principal Component Analysis
PI Prediction Interval
PICP Prediction Interval Coverage Probability
PINAW Prediction Interval Normalized Average

Width
PTO Power Take-Off
R Pearson’s Correlation Coefficient
R2 Coefficient of determination
RES Renewable Energy Sources
RF Random Forest
RMSD Root Mean Squared Deviation
RMSE Root Mean Squared Error
RNN Recurrent Neural Network
SVR Support Vector Regression
TNN Transformer Neural Network
VAF Variance Accounted For
WEC Wave Energy Converter

parts. A terminator aims to maximize power extraction by effectively
terminating wave motion. Another category of WEC is the inertial one,
where the PTO reactions are generated by inertial factors. A particu-
lar WEC of this category is the Inertial Sea Wave Energy Converter
(ISWEC). The ISWEC is an offshore floating-point absorber that uses
a buoy and the reactive inertial effects of a gyroscope to harness wave
energy (Bracco et al., 2016).

In recent years, the increasing utilization of RES led to the advance
towards more advanced power grids known as Smart Grids (Siano,
2014). A traditional power grid implements a unidirectional power flow
from the power generator to the consumers. On the contrary, the Smart
Grid introduces a distributed approach where consumers can provide
valuable feedback on how electricity is consumed, enabling the grid to
optimize its performance and enhance its overall reliability. Nonethe-
less, a significant challenge arises for almost every RES due to their
non-dispatchable and intermittent characteristics. The output power of
a Wave Energy Converter varies due to the stochastic nature of waves,
causing a misalignment between power generation and load (Reikard,
2013).

Recent research indicates that smart system operational techniques,
such as Demand-Response (Siano, 2014), State Estimation (Ahmad
2 
et al., 2018) and Real-time forecasting (Sugihara et al., 2017), can
itigate fluctuating power issues. Demand-Response encompasses al-

erations in the end-users electricity consumption habits in response to
he variations of RES power production and grid requirements, together
ith financial considerations such as shifts in electricity pricing. On

he other hand, State Estimation is the procedure of assessing the grid
ondition by comparing the system measurements and predicted ones
t a specific time t. This procedure facilitates the identification of
otential system anomalies and measurement inaccuracies.

To implement the forenamed procedures, it is fundamental to fore-
ast the output power delivered from WECs. Depending on the forecast-
ng horizon, Wave Power forecasts can be categorized into nowcasting
from a few seconds to 1 min), very-short-term (from 1 min to 15 min),
hort-term (from 15 min to 4 h), mid-term (from 4 h to 1 day) and
ong-term forecasts (from days to even years). State estimation is one
f the applications of nowcasting. On the other hand, very short-term
orecasts can be employed for WEC control. Short-term forecasts can
e used for efficient dispatching of the power grid and for ensuring
ower quality supply. On the contrary, Mid-long-term forecasts can be
xploited for feasibility studies of the WEC’s farm design and location
ogether with forecasts of the annual power generation (Soman et al.,
010).

Since the 1960s, predictions in the wave energy field have been
erformed employing physical models. Nonetheless, the computational
ost of these models has significantly increased over time in an attempt
o minimize errors (Nalamati, 2021b). In recent years, the Machine
earning (ML) field introduced significant progress in advanced and
fficient learning algorithms (Janiesch et al., 2021). Therefore, many
esearchers consider these algorithms a robust and efficient method-
logy to predict a wide range of phenomena, such as fault estima-
ion (Wang et al., 2023), solar radiation (Voyant et al., 2017), and wave
ower (Shadmani et al., 2023). Artificial Neural Networks (ANN) are
ne of the ML algorithms that has shown remarkable advancements
n learning capabilities, leading to deep neural network architectures,
nown as Deep Learning (DL) (LeCun et al., 2015). The development
f these deep complex architectures has led to a great interest in
esource efficiency within the research community. Song et al. (2023)
roposed a bipartite synchronization method in reaction–diffusion neu-
al networks, which employed a dural event-triggered control algorithm
or resource optimization. Moreover, Wan et al. (2023) introduced
n adaptive self-triggered mechanism for discrete-time Markov jump
ystems to minimize resource consumption.

In the wave energy field, ML and DL algorithms have been employed
o perform predictions in the area, showing significant advantages in
erms of execution time and cost (Mousavi et al., 2021). These comprise
he application of Random Forest (RF), Support Vector Regression
SVR), Artificial Neural Network (ANN), Recurrent Neural Network
RNN) and Convolutional Neural Network (CNN). The Long Short-Term
emory (LSTM) algorithm, derived from RNN, has shown a remarkable

bility to handle a range of sequential learning-related issues (Srivas-
ava and Lessmann, 2018). The LSTM algorithm has been employed by
everal authors in the literature (Ni et al., 2019; Mousavi et al., 2021;
i, 2021; Neshat et al., 2022) for predicting the power generated by
ECs. Furthermore, in Mousavi et al. (2021) and Ni (2021), the origi-

al dataset was aggregated, i.e. downsampled (Hatalis et al., 2014), in
ime intervals (e.g. 15 min). Downsampling is frequently employed to
ake data smoother, reducing the peaks of signals and fluctuations that
ata may have. Nonetheless, the existing models proposed in literature
nly address the forecasting challenge of the instantaneous output
ower of the WEC PTO, ignoring the grid integration of the device. The
rid integration of a WEC, an essential phase in the wave-to-grid power
eneration process, involves many challenges (e.g. power conditioning)
nd has to be considered. Fig. 1 presents a comparison between the

power curves of the instantaneous output power of the WEC PTO and
the power delivered to the grid of the same WEC. The power has been

normalized from 0 to 1 using Min-Max normalization, where 0 and the
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Fig. 1. Comparison instantaneous electric power and power delivered to the grid.
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maximum value found in the dataset were used as the Min and Max
values, respectively. We adopted this approach because the machine
specifications (e.g. minimum, nominal and maximum power delivered
to the grid) were not available. For a real-time implementation, where
the complete dataset will not be available, the minimum and maximum
values can be determined based on the device specifications. As can be
seen, the power delivered to the grid is significantly more stable than
the instantaneous one. Furthermore, this stability will allow obtaining
better predictions as well as forecasting with longer time horizons.
Nevertheless, real-world data accounting for this phase is rare or does
not exist.

Moreover, the abovementioned machine learning algorithms per-
form point forecasting of the instantaneous output power. This means
the algorithm’s output single values for each point of interest in the
forecasting horizon. For predicting the output power of WECs, it is
fundamental to perform an accurate analysis of the uncertainties as-
sociated with the forecasting. Prediction Intervals (PIs) are a way
for computing uncertainty. PIs have been employed in the energy
forecasting area, particularly for solar (Chu and Coimbra, 2017; Gu
et al., 2021a; Liu et al., 2018) and wind power (Banik et al., 2020;
Gu et al., 2021b; Niu et al., 2022; Quan et al., 2013; Shi et al., 2017;
Xie et al., 2023). Nonetheless, to the best of our knowledge, there
is no reference to the implementation of Prediction Intervals for the
forecasting of WEC’s power delivered to the grid. There are several
ways to calculate the Prediction Intervals for determining the power
forecasting uncertainty, including parametric and non-parametric tech-
niques. Non-Parameteric Kernel Density Estimation (NPKDE) is one of
the non-parametric techniques that has emerged and gained significant
attention. It has been widely used in the literature for determining
Prediction Intervals for solar and wind power forecasting (Gu et al.,
2021a; Liu et al., 2018; Gu et al., 2021b; Niu et al., 2022; Xie et al.,
023). The main advantage of the NPKDE, in contrast to previous
pproaches, is that it can predict the Prediction Intervals based on the
orecasting errors and does not require any prior assumption about the
ata distribution.

Wave power fluctuating issues caused by waves’ intermittent and
tochastic nature are still key challenges that need to be addressed.
ddressing these challenges is essential for enabling the full integra-

ion of wave energy in a smart grid scenario (Reikard, 2013). These
luctuations can be mitigated by implementing advanced smart grid
perational techniques, like State Estimation and Demand-Response.
owever, the successful implementation of these smart grid techniques

elies on accurate wave power forecasting. In this context, ML algo-
ithms and uncertainty analysis methods represent a robust approach
or obtaining precise forecasts of the power delivered from WECs and
etermining their associated uncertainties.

In this work, we propose a novel methodology to forecast in short-
erm horizons (i.e. 15 min to 240 min) the power delivered to the grid
3 
f the ISWEC device by exploiting ML algorithms and uncertainty anal-
sis methods. The main goal is to obtain accurate predictions and be
ble to determine their associated uncertainties, making our forecasts
uitable for smart grid advanced monitoring and control techniques,
uch as State Estimation and Demand-Response. In detail, we design,
ptimize and compare the performance of five Machine Learning tech-
iques for point forecasting (i.e. LSTM, RF, SVR, 1D-CNN and TNN),
hich have shown promising results for wave power and time series

orecasting. We exploit a realistic dataset consisting of 1.5 years of
he electric power delivered to the grid of the ISWEC device, collected
ith the ‘‘realistic’’ ISWEC Wave-to-Grid model (Fontana Crespo et al.,
023). Additionally, to study the effectiveness of the downsampling
echnique, we aggregate the original dataset sampled every 0.1 s in
ime windows of 1 min, 3 min, 5 min and 15 min and compare the pre-
iction performance of the different ML point forecasting algorithms.
inally, we build Prediction Intervals using the Non-Parametric Kernel
ensity Estimator technique to evaluate and quantify the uncertainties
ssociated with the different point forecasting algorithms.

The rest of the article is organized as follows. Section 2 reviews the
iterature solutions for Wave Energy Forecasting as well as the liter-
ture found for uncertainty analysis for energy forecasting. Section 3
resents the proposed methodology for power-to-grid forecasting of
he ISWEC device and introduces the proposed technique for comput-
ng the associated point uncertainties predictions. Section 4 discusses
he experimental results for point forecasting and their associated
ncertainties. Finally, Section 5 discusses the concluding remarks.

. Related work

To efficiently integrate wave energy into the grid, the output power
elivered from WECs must be forecasted. As indicated previously, the
omputational cost of physical models has increased notably when
rying to minimize forecasting errors. On the other hand, time-series
orecasting predicts WEC output power using past values and other
xogenous variables, such as significant wave height. In this context,
achine Learning and Deep Learning algorithms have become one of

he most popular approaches for performing these predictions due to
heir significant advantages in terms of time and cost (Mousavi et al.,
021). Consequently, these algorithms have been extensively used in
he literature, as presented in Table 1 and Table 2.

Numerous works (Ni et al., 2019; Nalamati, 2021b; Ni, 2021; De-
erneh and Kim, 2018b; Pereira et al., 2018; Burramukku, 2020; Nala-
ati, 2021a) forecasted the output power utilizing parameters derived

rom the Wave Energy Converter as input features. Nalamati (2021b),
Burramukku (2020) and Nalamati (2021a) predicted the output power
of an array of WECs from 4 distinct wave farms. The inputs em-
ployed were the device’s power output and position (latitude and lon-
gitude). Nalamati (2021b) and Burramukku (2020) compared the pre-
diction of the output power of each farm independently using several
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Table 1
Literature on wave power forecasting.

Author and year Fore. Hor. Fore. Resol. Variables Methodology Output Uncertainty
analysis

Metrics Results

Hatalis et al.
(2014)

3, 6, 12,
24 h

10 min Weather-related
exogenous variables

Conversion of input
using power matrix.
NAR NN for forecast

Output
power

No MAPE,
MAD, R

Better results with
smooth data. R results
of up to 0.99

Ibarra-Berastegi
et al. (2015)

0–24 h 1 h Weather-related
exogenous variables
and wave energy
flux

Compared WAM with
persistence, analogues,
RF, Analogues+RF

Wave
energy flux

No MAPE RF showed the best
results.

Deberneh and
Kim (2018b)

15 min
and 3
days

1 s to 6 s,
1 min to
10 min

Input parameters
from WEC

PCA+ML (RF, SVM,
ANN). Compared with
PCA+Classifier+ML

Output
power

No MAE,
MSE, R2

PCA+Classifier+ML
models presented better
performance

Pereira et al.
(2018)

– 10 min Input parameters
from WEC

NNARX to predict the
wave induced
excitation torque

Wave
induced
excitation
torque

No MSE, VAF VAF results shown that
the prediction using the
NNARX were accurate

Ni et al. (2019) – – Input parameters
from WEC

PCA+LSTM (seq2seq) Output
power and
WEC
parameters

No R2, MAE,
RMSE

PCA-LSTM outperform
other traditional ML
algorithms such as RT,
ET, GPR, SVM

Burramukku
(2020)

– – Input parameters
from WEC

Sequence to one NN
multi layer perceptron

Farm power
output

No MAE,
RMSE

Compared the farm
power output in
different locations

Ni (2021) 0–72 h 15 min Input parameters
from WEC

PCA+LSTM (seq2one) Ouput
Power

No MAPE,
MAE,
RMSE

PCA-LSTM outperform
other ML algorithms
such as LSTM, SVM,
and Neural networks

Nalamati
(2021b)

– – Input parameters
from WEC

Vanilla neural network
(seq2one)

Farm power
output

No MSE,
MAE,
MAPE,
RMSE

NN with one hidden
layer showed better
results

Nalamati
(2021a)

– – Input parameters
from WEC

Compared different
LSTM models, including
Vanilla LSTM, Bi-LSTM,
Stacked LSTM, and
CNN-LSTM

Farm power
output

No MSE,
MAE,
MAPE, R2

Bi-LSTM model showed
better performance
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configurations of a simple Multi-Layer perceptron model. Instead, Nala-
mati (2021a) studied the performance of different LSTM models, in-
cluding Vanilla LSTM, Bi-Directional LSTM (Bi-LSTM), Stacked LSTM,
and CNN-LSTM, with the Bi-LSTM model showing the best results.

Many authors try to lower the complexity of the forecasting task
by employing Principal Component Analysis (PCA) to investigate pos-
sible correlations among the input data. Ni et al. (2019) implemented
CA to reduce the input dataset to features representing 90% of the
riginal information. These features were later applied to an LSTM
equence-to-sequence neural network. The performance of this PCA-
STM model was then compared with traditional ML algorithms, in-
luding Regression Tree (RT), Ensembled Trees (ET), Gaussian Process
egression (GPR) and Support Vector Machine (SVM). According to

he results, the proposed PCA-LSTM model showed the best accuracy.
ikewise, Ni (2021) employed a similar PCA-LSTM model but adopted
sequence-to-one architecture. Various models were studied, including

aw LSTM, SVM and Neural Networks, with the proposed PCA-LSTM
odel demonstrating the highest accuracy. On the other hand, De-

erneh and Kim (2018b) used as input a dataset comprising the angular
elocities and accelerations along the three axes of the WEC together
ith its magnitudes. Afterwards, the data was downsampled into dif-

erent window sizes. Later, PCA was applied to reduce the dimension of
he input dataset. For the predictions, two methods were investigated:
ne implementing solely the predictor and another which combined
he predictor with a classifier (Deberneh and Kim, 2018a). In addition,
everal predictors were tested: Random Forest (RF), SVM, and Artificial
eural Networks. The findings indicated that models incorporating a
lassifier combined with a regressor demonstrated better behaviour
han the other models, with the model accuracy varying based on the
dopted window size.
4 
Pereira et al. (2018) employed a Neural Network Autoregressive
ith Exogenous Input (NNARX) to forecast the wave-induced torque of

he Inertial Sea Wave Energy Converter. The inputs for this prediction
odel included the angular speed of the PTO and the hull, and the PTO

orque.
Other authors, motivated by the possible correlation between

eather variables (e.g. wind speed and wave height) and wave power,
sed weather-related data as exogenous inputs for their models to
orecast the output power. Mousavi et al. (2021) employed an LSTM
eural network to predict the output power of WEC, including wave
eight and wind speed as exogenous inputs. Similarly, Casas and
ekube (2023) used the wave height as exogenous input and compared
he forecasting performance of different models: Random Walk (RW),
unctional Coefficients Linear Model (FCLM), Functional Coefficients
utoregressive-Exogenous model (FCARX), Time-Varying Linear model

TVLM), Time-Varying Autoregressive-Exogenous model (TVARX),
andom Forest (RF), Bayesian Regularization Neural Network (BRNN),
ulti-Layer Perceptron (MLP), linear Support Vector Machine (SVM),

nd radial SVM. The results showed that the FCLM offered the best
esults. Likewise, Ni and Peng (2023) used the wave height and wave
eriod as exogenous inputs and the WEC output power as endogenous
nput. These time-series signals were transformed into frequency do-
ain signals by employing Empirical Wavelet Transform (EWT) and

ater converted into two dimensional signals. Then, the converted
ignals were input to a Convolutional Neural Network (CNN) model.
he obtained predictions using the described EWT-CNN model were
ompared against a Wave Power Matrix model (WPM) together with
WT-SVM, EWT-LSTM and EWT-NN. The results showed that the
roposed EWT-CNN achieved the best results among the compared
odels for different wave conditions. Hatalis et al. (2014) used the
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Table 2
Literature on wave power forecasting part 2.

Author and year Fore. Hor. Fore. Resol. Variables Methodology Output Uncertainty
analysis

Metrics Results

Mousavi et al.
(2021)

– 28.5 min Weather-related
exogenous variables
and Output power

Compared forecast of
output power using
numerical solutions and
LSTM (seq2one)

Output
power

No RMSE LSTM model
outperform numerical
solutions

Bento et al.
(2021)

1, 2, 3, 6,
and 12 h

1 h Weather-related
exogenous variables
and wave energy
flux

FFNN optimized using
MFO for
hyperparameters
tuning. Compared
forecast of wave energy
flux directly and
indirectly

Wave
energy
flux

No R, MALE,
RMSE

Better results when
forecasting wave
energy flux indirectly
(with forecast of wave
height and period).

Neshat et al.
(2022)

6 h 6 h Weather-related
exogenous variables
and wave energy
flux

Compared different ML
models (e.g. PNN,
FFNN, ANFIS, Vanilla
LSTM, Bi-LSTM and
Stacked LSTM).

Wave
energy
flux

No MSE,
RMSE,
MAE, R

Bi-LSTM showed the
best performance

Casas and
Lekube (2023)

13–36 h 1 h Weather-related
exogenous variable
and nominal power

Compared forecasting
with RW, FCLM,
FCARX, TVLM, TVARX,
RF, BRNN, MLP, SVM,
and Radial SVM

Output
power

No RMSE,
MAE,
MCS

FCLM model
outperformed the other
models

Ni and Peng
(2023)

– – Weather-related
exogenous variable
and output power

Compared EWT-CNN
with WPM, EWT-SVM,
EWT-LSTM, EWT-NN

Output
power

No R2, MAE,
RMSE

EWT-CNN showed the
best results

Fontana Crespo
et al. (2023)

1 min 0.1, 1, 2.5, 5,
10, 30 s

Output power
delivered to the grid

LSTM for forecast and
compared different
downsampling of the
input dataset

Output
power
delivered
to the
grid

No MAE,
RMSE, R2

The biggest
downsampling (30 s)
significantly
outperformed the other
models

This article 240 min 1, 3, 5 and
15 min

Output power
delivered to the grid

Compares different ML
algorithms (RF, SVR,
1D-CNN, LSTM E-D,
LSTM VEC, TNN). PI
for model uncertainties

Output
power
delivered
to the
grid

NPKDE to
compute
prediction
intervals

MAE,
RMSE,
and R2;
PICP,
PINAW
and CRPS

Models performance
improves as the
downsampling
increases. Not a best
model for all
downsamplings. Not
always the best point
forecasting model
showed the best results
for PI
b
L

a
t
e
t

significant wave height as input to the proposed model, to be later
converted into output power using the power matrix of the employed
WEC. The output power was input to a Non-Linear Autoregressive
Recurrent Neural Network to perform the forecasting.

Besides, other works employed weather-related exogenous variables
to predict the wave energy flux. Neshat et al. (2022) used the wave
height, wave period, and wave direction as exogenous input to fore-
cast the wave energy flux and compared several ML models for the
forecasting: Polynomial Neural Network (PNN), Feed-Forward Neural
Network (FFNN), Adaptive Neuro-Fuzzy Inference System (ANFIS),
Vanilla LSTM, Bi-LSTM and Stacked LSTM. The Bi-LSTM model showed
the best performance. Additionally, a variety of input combinations
were evaluated to determine the most prevailing wave parameters for
forecasting wave energy flux, with wave height and wave direction
being the most dominant parameters. Similarly, Ibarra-Berastegi et al.
(2015) forecasted the wave energy flux employing as exogenous inputs
the mean sea level pressure, surface wind vector, significant height
of combined wind waves and swell, mean wave period and mean
wave direction. The study compared the forecasting performance of
a physical model (Wave Model – WAM) and different statistical mod-
els: Persistence, Analogues, Random Forest and Analogues combined
with Random Forest. The RF model outperformed the others until a
forecasting range between 3 and 7 h for open sea buoys, and 16-
19 h for near-shore sites. Likewise, Bento et al. (2021) employed the
Wave Energy Period, Significant Wave Height, wind speed, and wind
direction as exogenous inputs to the proposed forecasting model: a

Feed Forward Neural Network (FFNN) in which the hyperparameters a

5 
were tuned using Moth Flame Optimization (MFO). The predictions
included the forecast of the wave energy flux directly, and indirectly
using the forecast of significant wave height and wave energy period.
The findings suggested a better performance when forecasting the wave
energy flux indirectly (using the forecasts of wave height and period)
than when it was forecasted directly.

However, the previously highlighted works deal with point predic-
tions. When forecasting the power delivered to the grid of WECs, it
is crucial to calculate the uncertainties associated with the forecast-
ing. Prediction Intervals (PIs) are one of the main ways to compute
the uncertainties quantitatively. They have been widely employed for
RES power forecasting, particularly for wind and solar. The construc-
tion of Prediction Intervals for solar and/or wind power forecasting
has been done mainly using parametric and non-parametric methods.
The parametric technique often assumes that the error distribution
follows a particular distribution or a combination of multiple distri-
butions, e.g., mixed Gaussian (Prusty and Jena, 2017), mixed skew-
ness (De Giorgi et al., 2015), and beta (Von Loeper et al., 2020; Yuan
et al., 2019; Liu and Xie, 2014). Nonetheless, the prediction output will
e unsatisfactory if the assumed distribution is wrong (Liu et al., 2018;
i et al., 2021).

On the other hand, the non-parametric technique does not assume
ny distribution form of the prediction error; instead, it computes
he distribution of the forecasting error directly from the prediction
rror value. One of the most common non-parametric methods used
o calculate Prediction Intervals is Quantile Regression (QR) (Koenker

nd Bassett, 1978; Huang et al., 2017; Wang et al., 2022). Another
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popular non-parametric method is the Lower Upper Bound Estimate
(LUBE) (Khosravi et al., 2010) method (Khosravi and Nahavandi, 2013;
Quan et al., 2013; Shi et al., 2017; Banik et al., 2020). The Non-
Parameteric Kernel Density Estimation (NPKDE) is a well-diffused non-
parametric technique. It has the benefits of simplicity and ease of
implementation and has proven its capability to outperform other
alternative methods (Liu et al., 2018). The NPKDE has been widely
employed for building PIs for wind (Gu et al., 2021b; Niu et al., 2022;
Xie et al., 2023; Li et al., 2021) and solar (Gu et al., 2021a; Liu et al.,
2018) power forecasting.

Nonetheless, to the best of our knowledge, there is no reference
in the literature to the implementation of Prediction Intervals for
forecasting the power delivered to the grid of WECs. Previous studies
in the wave energy field that have addressed the point forecasting
problem of the output power of WECs have overlooked the grid inte-
gration of the devices. Grid integration is a vital stage in the wave-
to-grid power conversion process and cannot be ignored. However,
real-world data for this case is scarce or non-existent. In our previous
work (Fontana Crespo et al., 2023), we presented a methodology based
on a Long Short-Term Memory neural network to compute the point
forecasting in very-short-term (i.e. 1 min) of the power delivered to
the grid of the ISWEC device. The methodology comprised a realistic
simulation model of the entire wave-to-grid power conversion process
of the ISWEC, able to generate a realistic dataset of the power delivered
to the grid. In addition, we studied the effectiveness of the downsam-
pling technique by comparing the performance of the forecasts using
different time-step aggregations.

In this work, we build upon the method we presented in
Fontana Crespo et al. (2023) presenting a methodology for forecasting
the power delivered to the grid of the ISWEC device in short-term
horizons (i.e. from 15 min to 240 min). To this end, we design, tune
and compare the performance of five Machine Learning models for time
series point forecasting which have shown promising results for both
wave power and time series forecasting: RF (Ni et al., 2019; Ibarra-
Berastegi et al., 2015; Deberneh and Kim, 2018b; Casas and Lekube,
2023), SVR (Ni, 2021; Deberneh and Kim, 2018b; Casas and Lekube,
2023; Ni and Peng, 2023), LSTM (Ni et al., 2019; Mousavi et al., 2021;
Ni, 2021; Neshat et al., 2022; Fontana Crespo et al., 2023; Nalamati,
2021a; Ni and Peng, 2023), 1D-CNN (Ni and Peng, 2023; Castangia
et al., 2021; Kiranyaz et al., 2021), and TNN (Wen et al., 2022). The
methodology includes the complete model of the wave-to-grid power
conversion process of the ISWEC device, capable of producing a realis-
tic dataset of the power transmitted to the grid. Furthermore, to study
the effectiveness of downsampling, we downsample the original dataset
sampled every 0.1 s in windows of 1 min, 3 min, 5 min and 15 min and
compare the prediction performance of the different Machine Learning
models. Lastly, to accurately quantify and compute the uncertainties of
the forecasts, we build PIs for assessing the forecasting uncertainties
employing the Non-Parameteric Kernel Density Estimation technique.

The novelties and contributions of this work are summarized as
follows:

• Implementation of the complete wave-to-grid power conversion
process of the ISWEC with the ‘‘realistic’’ ISWEC Wave-to-Grid
Simulator (Fontana Crespo et al., 2023). This model allows the
collection of a realistic dataset of the power transmitted to the
grid. To the best of our knowledge, real-world data accounting
for the grid integration of a WEC is scarce or non-existent.

• Design, optimize, and compare the performance of five Machine
Learning algorithms for point forecasting: Random Forest, Sup-
port Vector Regression, Long Short-Term Memory Neural Net-
work, 1 Dimensional Convolutional Neural Network and Trans-
former Neural Network. In the literature, these algorithms have
demonstrated promising results for time-series and wave power
forecasting. Our goal is to design and optimize highly specialized

models for predicting in short-term horizons (i.e. from 15 min to

6 
240 min) the power delivered to the grid of the ISWEC device.
This approach allows obtaining accurate forecasts which are suit-
able for smart grid advanced monitoring and control techniques,
like State Estimation and Demand-Response, unlocking the full
integration of wave energy in a smart grid framework. To the
best of our extent, our study is the first to forecast the power
delivered to the grid of a WEC. Previous studies in the wave
energy field that addressed the point forecasting problem of the
output power of WECs, predicted the instantaneous output power
of the WEC PTO, neglecting the grid integration of the device.
This stage is vital in the wave-to-grid power conversion and must
be considered.

• Compared to our previous work (Fontana Crespo et al., 2023),
in which we presented a methodology for forecasting the power
delivered to the grid of the ISWEC in the next minute, we employ
a significantly more robust dataset of 130 days (versus a 30-h
dataset that we employed in Fontana Crespo et al. (2023)). This
‘‘new’’ dataset better captures variability in wave power genera-
tion. Furthermore, the forecasting horizon is expanded from 1 to
240 min, enabling the application of the forecasts for advanced
grid management techniques, like Demand/Response procedures.

• Compared to traditional physical approaches, employing the pro-
posed Machine Learning algorithms for wave power prediction
offers significant advantages in terms of execution time and
cost (Mousavi et al., 2021).

• Analysis and quantification of forecasting uncertainties employ-
ing Prediction Intervals. These Prediction Intervals are built uti-
lizing the Non-Parametric Kernel Density Estimation technique.
To the best of our knowledge, we employ Prediction Intervals for
computing forecasting uncertainties in the wave power prediction
field for the first time.

3. Methodology

This section outlines our methodology, illustrated in Fig. 2. We
propose a novel approach to forecast in short-term horizons (i.e. 15 min
to 240 min) the power delivered to the grid of the ISWEC device. We
used short-term forecasts to align with our main goal: obtain accurate
forecasts suitable for smart grid advanced monitoring and control
techniques (e.g. Demand-Response). For the predictions, we employed
five Point Forecasting Machine Learning algorithms (PF ML algorithms)
due to their widespread adoption and promising results in the literature
for wave power and time series forecasting: RF (Ni et al., 2019; Ibarra-
Berastegi et al., 2015; Deberneh and Kim, 2018b; Casas and Lekube,
2023), SVR (Ni, 2021; Deberneh and Kim, 2018b; Casas and Lekube,
2023; Ni and Peng, 2023), LSTM (Ni et al., 2019; Mousavi et al., 2021;
Ni, 2021; Neshat et al., 2022; Fontana Crespo et al., 2023; Nalamati,
2021a; Ni and Peng, 2023), 1D-CNN (Ni and Peng, 2023; Castangia
et al., 2021; Kiranyaz et al., 2021), and TNN (Wen et al., 2022).
Nonetheless, to the best of our knowledge, real-world data of this case
is rare or non-existent. Therefore, we modelled the ISWEC behaviour
to obtain a realistic dataset through the ISWEC Wave-to-Grid Simulator.
This module integrates the ISWEC Wave-to-PTO model (Bracco et al.,
2016, 2011; Battezzato et al., 2015; Vissio et al., 2017) and the PTO-
to-Grid Electric system model (Vissio, 2017). The output of the ISWEC
Wave-to-Grid Simulator is the electric power delivered to the grid.
This power served as input dataset for our forecasting algorithms. The
dataset was partitioned into training, test and PI Evaluation set.

In the point forecasting module, the training set was employed to
train the different PF ML algorithms. To analyse the efficacy of the
downsampling technique, we aggregated the original dataset sampled
every 0.1 s in different time steps (i.e. 1 min, 3 min, 5 min, and 15 min)
before inputting it into the different PF ML algorithms. During the test
phase, the test set was supplied to the trained PF ML algorithms. The

output of the trained PF ML algorithms were the point predictions. The
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Fig. 2. Schema of the proposed methodology.
different trained PF ML algorithms were evaluated and compared based
on their predictive performance on the point predictions of the test set.

Furthermore, in the uncertainty analysis module, we employed the
PKDE models to compute and quantify the uncertainties associated
ith the point predictions. Henceforth, in the training phase, we em-
loyed 50% of the test set and the corresponding point predictions of the

different algorithms and calculated the associated errors. These errors
were used to train the NPKDE models for computing and building the
Prediction Intervals. Later, in the test phase, the trained NPKDE models
were fed with the other 50% of the test set and evaluated based on their
prediction intervals performance. Moreover, to further assess the trained
NPKDE models, we compared the PIs performance on the PI Evaluation
set.

3.1. ISWEC wave-to-grid simulator

This section will provide a detailed explanation of the ISWEC Wave-
to-grid Simulator module depicted in Fig. 2 of the proposed method-
ology. ISWEC is a pitching-resonant floating WEC, that is able, by
means of a gyroscopic system, to extract energy from the pitching
motion generated by the action that the waves exert on the hull (Bracco
et al., 2011; Battezzato et al., 2015). The main components besides
the gyroscope and the floater are the gearbox, the eccentric mass, and
the Power Take-Off (PTO). The PTO and the gyroscopic systems are
responsible of the conversion process, and are enclosed in the hull,
making them protected against the corrosive action of the water, and
guaranteeing a higher durability. More in particular, the precession axis
of rotation of the gyroscopic system is connected directly to the shaft
of the PTO itself, which is integral with the hull structure, by means of
a gearbox. In this way, the oscillating motion of the gyroscope (given
by the precession effect generated by the flywheel characterizing the
gyroscopic system) generated by the pitching motion of the floater is
7 
directly converted into electrical energy by means of the PTO generator.
A schematic representation of this kind of devices is presented in Fig. 3.

Assuming a properly designed mooring system, ISWEC can be con-
sidered to be self-orienting with respect to the incoming wave. In this
way, its main floater motions are pitch, surge and heave. Considering
also an even number of gyroscopes (with opposite rotation speeds), we
can also consider negligible effects discharged on the hull on the roll
degree of freedom by the gyroscopes themselves. Because of that, being
sway, roll and yaw negligible, they are not considered in the formula-
tion of the ISWEC Wave-to-grid Simulator. With these assumptions, the
vector of the coordinates that describe the floater motion is formulated
in Eq. (1),

𝑋𝑓 (𝑡) =
[

𝑥(𝑡), 𝑧(𝑡), 𝛿(𝑡)
]𝖳 (1)

where 𝑥(𝑡) and 𝑧(𝑡) are the floater surge and heave, while 𝛿(𝑡) is the
rotation of the floater with respect to the inertial axis 𝑦. Following the
principles of linear wave theory, and assuming small floater oscillations
(as usually done Falnes, 2002), the floater motion follows the Cummins’
equation (Cummins, 1962)
(

𝑀 + 𝐴∞
)

�̈�𝑓 (𝑡) + ∫

𝑡

0
𝐾𝑟𝑎𝑑

(

𝑡 − 𝜏
)

�̇�𝑓 (𝑡)𝑑𝜏 + 𝐵𝑣|�̇�𝑓 (𝑡)|�̇�𝑓 (𝑡) +𝐾ℎ𝑋𝑓 (𝑡)

= 𝐹𝑒𝑥𝑡(𝑡) (2)

where 𝑀 is the inertia matrix that takes into account of both the
hull and the internal components of ISWEC (e.g. gyroscope, structure,
PTO, gearbox), 𝐴∞ is the added mass at infinity frequency, 𝐾𝑟𝑎𝑑 is
the radiation response functions matrix, 𝐾ℎ models the hydrostatic
stiffness matrix, and 𝐹𝑒𝑥𝑡(𝑡) represents the external forces (coming from
the waves, the reaction of internal gyroscope systems and the ISWEC
mooring) acting on the different degrees of freedom of the floater.
The coefficients 𝐵𝑣 that models the nonlinear viscous forces has been
computed by means of fully-viscous Computational Fluid Dynamics (CFD)
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Fig. 3. Schematic representation of the ISWEC device and its main components.
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𝑃

imulations of the ISWEC hull. To make the model more computational
fficient, the convolutional term is approximated through a state-space
epresentation:

∫

𝑡

0
𝐾𝑟𝑎𝑑

(

𝑡 − 𝜏
)

�̇�𝑓 (𝑡)𝑑𝜏 = 𝐹𝑟𝑎𝑑 (𝑡) ≃

{

�̇�𝑟𝑎𝑑 (𝑡) = 𝐴𝑟𝑎𝑑𝜁𝑟𝑎𝑑 (𝑡) + 𝐵𝑟𝑎𝑑�̇�𝑓 (𝑡)
𝐹𝑟𝑎𝑑 (𝑡) = 𝐶𝑟𝑎𝑑𝜁𝑟𝑎𝑑 (𝑡) +𝐷𝑟𝑎𝑑�̇�𝑓 (𝑡),

(3)

where 𝐴𝑟𝑎𝑑 , 𝐵𝑟𝑎𝑑 , 𝐶𝑟𝑎𝑑 , and 𝐷𝑟𝑎𝑑 are the state-space matrices employed
in the state-space approximation of radiation convolution term, 𝜁𝑟(𝑡) is
an array of additional states used to represent the convolution term 𝐹𝑟
of the radiation forces acting on ISWEC hull. As mentioned before, the
external forces 𝐹𝑒𝑥𝑡(𝑡) are constituted by the contributions discharged
on the hull by the waves, the reactions of the gyroscope system and
the mooring. The external forces 𝐹𝑒𝑥𝑡(𝑡) include contributions from
the wave 𝐹𝑤𝑎𝑣𝑒, the mooring 𝐹𝑚𝑜𝑜𝑟, and the reactions 𝐹𝑝𝑒𝑛𝑑 that the
pendulum and PTO system discharge onto the hull axes:

𝐹𝑒𝑥𝑡(𝑡) = 𝐹𝑤𝑎𝑣𝑒(𝑡) + 𝐹𝑚𝑜𝑜𝑟(𝑡) + 𝐹𝑝𝑒𝑛𝑑 (𝑡). (4)

In Eq. (4), wave forces 𝐹𝑤𝑎𝑣𝑒(𝑡) have been computed considering them
as the superposition of several sinusoidal components that follows a
JONSWAP (Joint North Sea Wave Observation Project) wave spectrum.
To make the 1.5-year simulation reliable, the parameters describing
the sea conditions (and, in this way, the JONSWAP spectrum) are
modified hourly, as done in Pasta et al. (2023), following the records
from a deployment site in the Mediterranean Sea available in ERA5
dataset (Hersbach et al., 2020). More in particular, considering a spec-
trum 𝑆𝜂(𝜔) of 𝑁 components and component amplitudes that follows
the Random Amplitude scheme presented in Merigaud and Ringwood
(2018), the wave elevation can be written as:

𝜂(𝑡) =
𝑁
∑

𝑛=1
𝐴𝑛 sin (𝜔𝑛𝑡 + 𝜃𝑛), (5)

where the nth component has frequency 𝜔𝑛, amplitude 𝐴𝑛 follows a
Rayleigh distribution with variance 2𝑆𝜂(𝜔𝑛)𝛥𝜔, and random phase 𝜃𝑛
defined as a sample from a uniform distribution between 0 and 2𝜋. In
this way, the wave force acting on the ith axis of the hull 𝐹𝑤𝑎𝑣𝑒,𝑖(𝑡) is
given by:

𝐹𝑤𝑎𝑣𝑒𝑖 (𝑡) =
𝑁
∑

|𝑓𝑒𝑖,𝑛 |𝐴𝑛 sin
(

𝜔𝑛𝑡 + 𝜃𝑛 + ∠𝑓𝑒𝑖,𝑛
)

. (6)

𝑛=1

c
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In Eq. (6), 𝑓𝑒𝑖,𝑛 is the excitation force nth coefficient (which depends
upon the geometry of ISWEC submerged volume), at frequency 𝜔𝑛 and
computed with respect to the ith axis, by means of Nemoh (Babarit
and Delhommeau, 2015), an open-source tool for Boundary Element
Method (BEM) computations. The mooring system of the simulator
has been modelled following the Quasi-static (QS) approach presented
in Paduano et al. (2020).

Considering a single gyroscope, its internal motion follows the
equation1:

𝐼�̈� + (𝐼 − 𝐽 )�̇�2 sin(𝜀) cos(𝜀) + 𝑇𝑐𝑡𝑟𝑙. = 𝐽�̇��̇� cos(𝜀), (7)

where 𝐼 and 𝐽 are respectively the moment of inertia of the gyroscope
system along the PTO axis and the moment of inertia of the flywheel,
while 𝜀 and 𝜙 are the angular displacement around the gyroscope and
flywheel axes respectively. 𝑇𝑐𝑡𝑟𝑙. is the control torque that the PTO
applies after the gearbox. The torque effectively applied by the PTO,
before the gearbox is regulated by:

𝑇𝑃𝑇𝑂 =
𝑇𝑐𝑡𝑟𝑙
𝜏𝑔𝑒𝑎𝑟

, (8)

where 𝑇𝑃𝑇𝑂 is the PTO torque (coupled by the PTO angular velocity
̇𝜀𝑃𝑇𝑂), while 𝜏𝑔𝑒𝑎𝑟 is the gearbox ratio. The instantaneous mechanical

ower absorbed by the PTO is, in this way:

𝑃𝑇𝑂,𝑎𝑏𝑠 = 𝑇𝑃𝑇𝑂 �̇�. (9)

This mechanical power is then converted into electrical power by the
PTO system, and then injected inside the grid. The PTO and the link
between generators and the grid is modelled as in Vissio (2017). To
reduce the computational effort in the 1.5-year simulation, the subsys-
tems chain that transforms 𝑃𝑃𝑇𝑂,𝑎𝑏𝑠 into the power at the grid 𝑃𝑔𝑟𝑖𝑑
is substituted by a linear model obtained through a process of system
identification (Ljung, 1999). Different tests have been performed in
50 operational wave conditions with the original grid model, and a
transfer function fitting the resulting average frequency response is
obtained from them and applied inside the ISWEC simulator (McKelvey
et al., 1996).

1 From now on, the dependence on 𝑡 is dropped when clear from the
ontext.
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Fig. 4. Schema of the dataset partition.
The model employed within the ISWEC simulator has been exten-
ively validated against experimental tests performed with different
caled versions of the device, as presented in Bracco et al. (2016) and

Paduano et al. (2024). The average percentage errors observed within
these tests are 8.8% on the pitch velocity �̇� (which constitutes the
main floater degree of freedom), 8.5% on the gyroscope velocity �̇�,
and 11.2% on the delivered power (Bracco et al., 2016; Paduano et al.,
2024).

3.2. Dataset

This section will introduce in depth the Dataset block shown in
Fig. 2 of the proposed solution. We employed a dataset sampled every
0.1 s (10 Hz) over 1.5 years of the power delivered to the grid,
acquired using the ISWEC Wave-to-Grid Simulator. The original dataset
encompasses the measurements of the ISWEC sway, surge, heave, pitch,
roll and yaw position, angular velocities and accelerations (summing
18 variables) and the power transmitted to the grid. For our specific
case, we focused solely on the delivered power to the grid. From the
1.5-year power measurements, we chose the 130 days that account for
more variability and were the most representative. Moreover, we em-
ployed the sliding non-overlapping moving average window technique
to downsample the data into larger time steps. The downsampling tech-
nique aims to reduce the number of data points while preserving the
essential characteristics of the original signal. We employed downsam-
pling as a data preprocessing technique, working as a data smoother,
decreasing signal peaks and fluctuations. However, this technique is
strictly related to the use case for which the predictions are intended.
For example, if the objective of the forecasts is State Estimation, where
nowcasting is usually employed, the downsampling is restricted to
prevent losing valuable information. Furthermore, downsampling is
also ‘‘restricted’’ by the forecasting horizon. For instance, if we aim to
perform forecasts 1 min ahead, the largest data aggregation feasible is
1 min. Contrariwise, if we downsample the data in steps of 3 min, the
‘‘smaller’’ step ahead we can predict is 3 min. Nonetheless, for the case
under study, there is no consensus on a universally preferred size of the
time steps (Banos et al., 2014). In the proposed methodology, we aim
to compute forecasts in short-term horizons (i.e. 15 min to 240 min).
Consequently, we performed downsampling at time steps of 1 min,
3 min, 5 min and 15 min as done in literature (Ni, 2021; Deberneh and
Kim, 2018b), referring to these datasets as D-1min, D-3min, D-5min, and
D-15min.

Fig. 4 illustrates the partition of the dataset for point forecasting and
uncertainty analysis. We partitioned the 130-day dataset into 90 days for
point forecasting and 40 days for validating the Prediction Intervals (PI
Evaluation set). To study and compare the prediction performance of the
PF ML algorithms, we divided the 90 days dataset for point forecasting
into training (80% - 72 days) and test set (20% - 18 days). Additionally,
the last 10% of the training set was used for validation during the
training phase. Considering that the data is time series, where adjacent
observations are often correlated, we employed the simple holdout
9 
Table 3
Training, test and PI evaluation set size (number of samples) of the datasets.

Dataset

D-1min D-3min D-5min D-15min

Training set 103 680 34 560 20 736 6912
Test set 25 920 8640 5184 1728
PI evaluation set 56 160 18 720 11 232 3744

method (Cerqueira et al., 2020) to split the dataset into training and
test set. On the other hand, during uncertainty analysis, we employed
50% of the test set (hereinafter referred to as PI training set) for training
the NPKDE models, and the remaining 50% of the test set (hereinafter
referred to as PI test set) for testing purposes. Once again, the holdout
method was used to divide the dataset into PI training set and PI test
set. To further evaluate the performance of the Trained NPKDE models,
we compared the Prediction Intervals performance on the PI Evaluation
set. Table 3 presents the details of the data points of the training, test,
and PI Evaluation set.

Before training the PF ML algorithms algorithms, it is essential
to implement feature scaling to improve and accelerate the training
process (Castangia et al., 2021). Therefore, we employed Min-Max
normalization to scale the input dataset from 0 to 1:

𝑥𝑠𝑐𝑎𝑙𝑒𝑑 =
𝑥 − 𝑚𝑖𝑛(𝑥)

𝑚𝑎𝑥(𝑥) − 𝑚𝑖𝑛(𝑥)
(10)

where x represents the vector of values to be scaled, and its mini-
mum and maximum values are denoted by min(x) and max(x). In the
proposed solution, the Min and Max values used for normalization
were 0 and the maximum value found in the dataset, respectively.
This is because the machine specifications (e.g. minimum, nominal,
and maximum power delivered to the grid) were not available. In the
case of a real-time implementation, since the entire dataset will not
be available, the Min and Max values can be set following the device
specifications.

3.3. Point forecasting

This section will provide a detailed explanation of the Point Fore-
casting module of the proposed methodology depicted in Fig. 2. For
predicting the ISWEC output power delivered to the grid, we de-
signed and fine-tuned five distinct state-of-the-art PF ML algorithms:
Random Forest (RF), Support Vector Regression (SVR), Long Short-
Term Memory (LSTM) neural network, 1 Dimensional Convolutional
Neural Network (1D-CNN), and Transformer Neural Network (TNN).
As shown in Fig. 2, during the training phase, the PF ML algorithms
were trained with the corresponding training set after pre-processing
(downsampling). To assess the prediction horizon over which the models
can still achieve acceptable forecasting errors, we implemented the
multiple output approach, denoting a singular network with n outputs,
where n corresponds to the number of steps ahead to predict (Kline,
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Table 4
Selected models random forest.

Dataset Time Lag Max Features Min Samples Training time [s]

D-1min 240 0.33 0.01 283.54
D-3min 160 0.33 0.01 9.57
D-5min 84 0.33 0.01 1.49
D-15min 28 0.33 0.01 0.25

2004). Therefore, we conducted a multi-step ahead prediction with a
prediction horizon equal to 240 min, i.e. 4 h. The maximum predic-
tion horizon was selected arbitrarily, contemplating the challenges of
predicting numerous time steps ahead while maintaining an acceptable
forecasting error. We identified the optimal architecture for each model
via a trial-and-error approach with a grid search algorithm, where we
evaluated several possible configurations. We employed the grid search
because it is one of the most diffused methodologies in the literature
for hyperparameters optimization (Bergstra et al., 2011) due to its
simplicity and exhaustiveness compared to more intricate methodolo-
gies (Khalid and Javaid, 2020; Shekar and Dagnew, 2019). During the
est phase, the Trained PF ML algorithms were fed with the downsampled
est set accordingly to obtain the point predictions, as shown in Fig. 2.

.3.1. Random forest
Random Forest (RF) is a regression Machine Learning algorithm

erived from decision trees. RF regression combines the forecasts of
any decision trees to compute a more precise prediction than those

btained with any singular model. This combination, known as model
nsembling, harnesses the collective strength of multiple models to
mprove the overall performance. In the RF algorithm, each base tree
s built independently through a deterministic algorithm that selects

random subset of input data from the training set. For a detailed
escription of the RF structure, refer to Breiman (2001).

We implemented Random Forest in Python using the sklearn li-
rary (Pedregosa et al., 2011). The RF algorithm has four main param-
ters to tune: (i) number of estimators, which represent the number of
rees in the forest; (ii) max features that limit the number of features

tree can use; (iii) min samples leaf which determine the smallest
ize of the final nodes of the trees; and (iv) number of regressors. We
uned the hyperparameters through a trial-and-error approach using
grid search. For the number of regressors (i.e. time lag), we tested

alues ranging from 2 to 600. The number of estimators was set to be
qual to the number of regressors since different values for the number
f estimators did not show substantial improvement. The minimum
umber of samples in a leaf is a key parameter employed as a stopping
riterion to prevent overfitting. We searched the min samples between
% and 100% of the total samples. For max features, we tested using
3% and 100% of the input features.

Table 4 summarizes the chosen Random Forest models hyperpa-
ameters for each of the evaluated datasets. As presented, all models
mployed the same Max Features and Min Samples hyperparameters.
oreover, it is important to highlight the significant reduction of the
raining time as the downsampling increased. Furthermore, the number
f data points required for one forecast (i.e. Time Lag) also decreased
or bigger downsamplings: the D-1min model required 240 points; the
-3min 160 points; the D-5min required 84 points; and the D-15min
odel 28 points. This number of data points refers to the data after

eing downsampled, which means that, for example, the 240 points
or the D-1min equal 240 min of past information. If we consider the
ime period to which these past observations correspond, it can be seen
hat the D-3min model employed the most past information (160 points
quals 480 min). On the contrary, the D-1min considered only the most
ecent information (240 min). The D-5min and D-15min models used
ast data spanning the previous 420 min.
10 
able 5
elected models support vector regression.
Dataset Time Lag Kernel C 𝜖 Training time [s]

D-1min 180 rbf 100 0.1 3744.34
D-3min 60 rbf 100 0.001 669.06
D-5min 36 rbf 100 0.001 206.76
D-15min 12 rbf 100 0.001 12.43

3.3.2. Support vector regression
Support Vector Regression (SVR) is a non-linear regression algo-

rithm that aims to find a hyperplane in a high-dimensional space that
best represents the relationship between the inputs and outputs. To this
end, it maps the input data x into a high-dimensional feature space
through non-linear mapping and computes a linear regression within
this feature space (Mukherjee et al., 1997). More details of the structure
of the SVR employed in this study can be found in Vapnik et al. (1996).

The SVR was implemented in Python using the open-source library
MSVR (Bao et al., 2014). The MSVR is a generalization of the standard
SVR implementation that enables multi-step ahead time series predic-
tion. The MSVR has 4 parameters to be optimized: (i) kernel, which is
the function that maps the points into the higher-dimensional feature
space; (ii) C is a penalty parameter for misclassified data points during
the training process which regulates the trade-off between a smooth
decision boundary and correct classification of training points; (iii) 𝜖
is a parameter that defines a margin of tolerance for not penalizing
certain training errors; and (iv) number of regressors.

As before, we adopted a grid search approach to find the best
hyperparameters for the SVR. For the kernel, we tested the Radial
Basis Function (RBF), Polynomial, and Sigmoid kernel. Furthermore,
we searched the number of regressors ranging from 2 to 600. For the
penalty parameter C, we investigated values ranging from 0.001 to
1000. Additionally, we tested values for 𝜖 in the interval between 0.001
and 10. Table 5 reports the selected parameters for the different SVR
models. All models showed the best results with the rbf kernel, C equal
to 100 and 𝜖 equal to 0.001 (except for the 1 min dataset with 𝜖 0.1). As
for the RF models, the training time significantly decreased with bigger
downsamplings. Additionally, the Time Lag (i.e. number of regressors)
also diminished as the downsampling increased. However, considering
the timespan of these past observations, the four models considered
180 min of past information.

3.3.3. Long short-term memory neural network
The Long Short-Term Memory Neural Network (LSTM), an im-

provement of traditional recurrent neural networks, was designed to
address the ‘‘vanishing gradient’’ issue (Hochreiter and Schmidhuber,
1997). This issue emerges during the training phase of neural networks
employing backpropagation techniques. The LSTM architecture is espe-
cially well-suited for time-series prediction due to its internal structure,
enabling connections across more than 1000 time steps and mitigating
the issue of backpropagating errors between layers (Guo et al., 2016).
A detailed description of the LSTM structure is provided in Hochreiter
and Schmidhuber (1997).

There are two main LSTM models for multi-step forecasting: Vector
Output model (LSTM VEC) and Encoder-Decoder model (LSTM E-D).
In the first model, as the name indicates, the LSTM network outputs
a vector directly. On the other hand, the Encoder-Decoder model has
been designed for sequence-to-sequence (seq2seq) problems (e.g. text
translation from one language to another) and consists of two compo-
nents: the first component reads the input sequence, encoding it into
a fixed-length vector, while the second model decodes the fixed-length
vector, generating the predicted sequence (Brownlee, 2018).

In our work, we employed the Keras library with Tensorflow back-
end (Chollet et al., 2015) for implementing the LSTM neural network in
Python. We opted for the hyperbolic tangent (tanh) activation function
as the hidden layer activation function due to its widespread adoption
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Table 6
Selected models LSTM vector.

Dataset Hidden
layers

Batch
size

Time
Lag

Neurons
layer 1

Neurons
layer 2

Training
time [s]

D-1min 2 128 180 128 64 527.82
D-3min 1 128 280 16 0 97.71
D-5min 1 32 72 32 32 231.45
D-15min 1 16 20 48 0 81.27

Table 7
Selected models LSTM encoder-decoder.

Dataset Hidden
layers

Batch
size

Time
Lag

Neurons
layer 1

Neurons
layer 2

Training
time [s]

D-1min 2 128 240 96 48 543.75
D-3min 1 128 320 256 0 149.50
D-5min 1 128 36 32 0 72.61
D-15min 1 128 40 256 0 21.77

and proven efficacy (Kline, 2004). On the contrary, we chose a linear
ctivation function for the output layer. We explored various config-
rations for the overall architecture, implementing both the Vector
utput model and the Encoder-Decoder one, utilizing in each case one
r two hidden layers. For tuning the hyperparameters, i.e. number
f regressors, batch size and number of LSTM units, we exploited
he same grid search approach previously highlighted. We searched
he number of regressors in the range from 2 to 600. Additionally,
e investigated the batch size in the range from 16 to 128. For the
STM units, we studied values ranging from 8 to 256. For the models
mploying two hidden layers, we tested two distinct configurations for
he second hidden layer: one with the identical number of units of
he first hidden layer, and the other with half the units. We employed
he Adaptive Moment Estimation (Adam Optimizer) (Kingma and Ba,
014) as the optimization algorithm. Furthermore, we implemented
he early-stopping technique (Prechelt, 2002) to mitigate overfitting.
his technique interrupts the training phase if there is no improvement

n the validation set after a specific number of steps. Besides mitigat-
ng overfitting, the Early-stopping technique substantially reduces the
raining time.

Tables 6 and 7 report both hyperparameters for the LSTM Vector
LSTM VEC) and LSTM Encoder-Decoder (LSTM E-D) models, respec-
ively. The only model implementing 2 hidden layers in both cases was
he one for the D-1min dataset. This can be due to the complexity of this
odel in terms of inputs and outputs. However, the Time Lag of the D-
min model was smaller than for the D-3min models. This increasing
ehaviour in the Time Lag for bigger downsampling also occurred
or the D-15min model compared to the D-5min model of LSTM E-D
ase. Moreover, if we take into account the time period corresponding
o the past observations, the D-3min model used the most extensive
istorical data in both the LSTM VEC and LSTM E-D cases, employing
40 min and 960 min of past data, respectively. On the other hand,
he D-1min model was the model which focused on the most recent
nformation (180 min) for the LSTM VEC case, whereas the D-5min

model (180 min) for the LSTM E-D case. For the LSTM Vector case, the
batch size was reduced as the downsampling increased. Instead, in the
Encoder-Decoder case, all models employed the same batch size (128).

3.3.4. 1 dimensional convolutional neural network
The 1 Dimensional Convolutional Neural Network (1D-CNN) is an

evolution of the CNN developed for modelling 1-dimensional inputs. It
has demonstrated exceptional performance in various signal processing
applications due to its remarkable ability to extract meaningful features
from sequential data (Kiranyaz et al., 2021). The filter is the central
component of the feature selection process. It is a feature detector
trained to identify specific patterns within the input data. As the filter
slides across the input sequence, it activates the corresponding neuron
11 
Table 8
Selected models 1D-CNN.

Dataset Batch
size

Time
Lag

Pool Kernel Filt.
Lay. 1

Filt.
Lay. 2

Dense Training
time [s]

D-1min 128 180 2 3 16 8 128 43.23
D-3min 128 40 2 3 16 8 32 23.54
D-5min 64 36 2 5 16 8 32 31.82
D-15min 128 12 2 3 16 16 16 14.80

in the feature map upon detecting a match for the specific pattern. This
operation is known as convolution and involves a series of multiplica-
tions between the input values and the filter. Typically, convolutional
layers consist of numerous filters operating across multiple input chan-
nels, allowing the neural network to identify diverse patterns within
the input data. These convolutional layers can be stacked sequentially
to create a deep architecture, with each layer building upon the features
identified by the preceding layer. Usually, a pooling layer follows the
convolutional layers. The pooling layer is in charge of diminishing the
volume of information transferred from the previous layer. Lastly, one
or more fully connected layers are appended at the end of the neural
network to interpret the extracted features. More details of the 1D-CNN
structure employed in this work can be found in Kiranyaz et al. (2021).

We implemented the 1D-CNN models using the Keras library with
ensorflow backend (Chollet et al., 2015). We used the hyperbolic

tangent function as an activation function for each convolutional layer.
Once again, we implemented a grid search approach to find the best
hyperparameter configuration. For the batch size, we searched in the
range 16 to 128. Moreover, we tested the models using from 4 to
600 past observations. We investigated models using one or two 1-
dimensional convolutional layers. For each convolutional layer, we
studied kernel sizes of 3 and 5. Additionally, we searched the number
of filters ranging between 16 and 128. For the models employing two
convolutional layers, we tested two configurations in the second layer
as explained in Section 3.3.3: one with an equal number of filters as in
the first layer, and the other with half the filters. After the convolutional
layers, a pooling layer was added. We investigated values of the pooling
window in the range of 2 to 8. Finally, we append a fully connected
layer at the end of the model. For this layer, we searched for units
ranging from 16 to 512. Like in the LSTM network, we employed Adam
as the optimization algorithm, and the early stopping technique to
prevent overfitting.

Table 8 presents the hyperparameters for the 1D-CNN models. All
models implemented the same Pool (2) and kernel size(3) parameter,
as well as for the number of filters in the first hidden layer (16).
Moreover, there can be seen a decreasing trend in the number of units
in the fully connected layer Dense. Furthermore, the number of data
points required for one forecast (i.e. Time Lag) also decreased for bigger
downsamplings: the D-1min model required 180 points, the D-3min
40 points, D-5min 36 points and the D-15min 12 points. Nonetheless,
analysing the equivalent time period of these past values, the D-3min
model considered the least past information (120 min), whereas the
other three models employed 180 min of past information, as occurs in
the SVR case.

3.3.5. Transformer neural network
The Transformer Neural Network (TNN), initially proposed by

Vaswani et al. (2017), emerged as a revolutionary neural network
architecture designed to address machine translation problems. The
Transformer has been widespread in various application domains with
the need to process large input sequences, like classification algo-
rithms and time-series forecasting (Li et al., 2019). The core of the
Transformer’s success relies on the self-attention mechanism and the
multiple-head attention, which enable the model to capture intricate
patterns and dependencies within the input sequence. The self-attention
mechanism in the Transformer allows the model to focus on different



R.N. Fontana Crespo et al.

3
r
t
d
N
o
p
1
i
b
t
w
c
t
j
u
s
p

3

t
T
p
o
I
P
a
2

Engineering Applications of Artiϧcial Intelligence 138 (2024) 109352 
Table 9
Selected models transformer.
Dataset Num. Transf. Blocks Batch size Time Lag Num. Heads Head size Filter dim MLP units Training time [s]

D-1min 2 128 180 8 256 32 256 1490.85
D-3min 2 128 40 8 256 16 128 83.34
D-5min 4 64 36 8 128 32 256 213.15
D-15min 2 64 12 8 128 16 128 33.96
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time steps in the input sequence when making predictions for a specific
time step. This mechanism enables the model to capture dependencies
between distant time points effectively, addressing a crucial aspect of
time-series forecasting where long-range relationships play a significant
role. Additionally, the Transformer utilizes multiple-head attention to
enhance its ability to capture diverse temporal patterns. This involves
running the self-attention mechanism in parallel across multiple atten-
tion heads. Each head learns different aspects and dependencies within
the time series simultaneously, contributing to a more comprehensive
understanding of complex temporal relationships. This parallel learning
is particularly beneficial in capturing various patterns and trends in
time-series data. For more details on the TNN structure, refer to Li et al.
(2019).

In our work, the transformer was implemented in Python using
Keras with Tensorflow backend (Chollet et al., 2015). Like in the
previous models, we tuned the hyperparameters with a grid search
approach. We searched the batch size in the range 16–64. For the
number of lagged inputs, we investigated values in the range 2–600.
Moreover, we tested models using 2 or 4 transformer blocks. For the
multi-head attention module, we used 8 attention heads. Instead, for
the size of each attention head, we searched in the range from 128
to 512. Additionally, we searched values in the range 16 to 128 for
the Feed Forward part. We trained the transformer using the Adam
Optimizer and a learning rate of 0.000001. As in the other models,
we used the early stopping mechanism to prevent overfitting. Table 9
reports the hyperparameters for the Transformer models. As it can be
seen, the batch size and the size of the attention head were reduced
for the D-5min and D-15min models compared to the D-1min and D-
min models. Moreover, it is important to highlight the significant
eduction in training time if we compared the D-1min model with
he others. Similarly, the Time Lag (i.e. number of regressors) also
ecreased significantly comparing the D-1min model with the others.
onetheless, if we evaluate in terms of the time interval that these past
bservations correspond to, the D-3min model focused on the shortest
ast data interval (120 min). Instead, the other three models covered
80 min of previous information. Last but not least, the only model
mplementing 4 transformer blocks was the D-5min model, which can
e one of the reasons for the increasing training time if compared with
he D-3min model. Regarding the D-5min case, we chose the model
ith four transformer blocks since it was an optimum trade-off between

omputational cost and accuracy: despite being more expensive than
he models with two transformer blocks, the improvement in accuracy
ustifies this choice. For this case, to determine if it was necessary to
se more than 4 transformer blocks, we decided to extend the grid
earch for models employing 6 transformer blocks. Nonetheless, the
erformance of the models with 4 transformer blocks was better.

.4. Uncertainty analysis

In this section, we will provide a detailed explanation of the Uncer-
ainty Analysis module of the proposed solution illustrated in Fig. 2.
he computation of the Prediction Intervals of the ISWEC delivered
ower to the grid means determining the upper and lower limits
f the point predictions of this power and computing the Prediction
ntervals for a particular confidence level. The calculation of precise
Is provides decision-makers with highly valuable forecast information
nd mitigates the operational hazards of power systems (Niu et al.,
022). Hence, we analysed and calculated the point prediction errors
 (

12 
sing the Non-Parameteric Kernel Density Estimation (NPKDE) method.
ubsequently, we combined the point predictions and the computed
nterval estimations (using point predictions errors) to obtain the lower
nd upper bounds of the Prediction Intervals of the ISWEC delivered
ower to the grid for various confidence levels.

Non-Parameteric Kernel Density Estimation (NPKDE) is a non-
arametric data-driven method for calculating probability density func-
ions. It is known for its efficiency and simplicity (Khorramdel et al.,
018) and is particularly well-suited for computing the probability
ensity when the underlying data distribution is unknown (Zhao et al.,
018). The choice of the kernel function is a crucial stage for an
ffective implementation of the NPKDE. We adopted the Gaussian
ernel since it provides high accuracy and speed (Qin et al., 2011).
q. (11) presents the expression of the Gaussian kernel.

(𝑥) = 1
√

2𝜋𝜎
𝑒𝑥𝑝

(

−
(𝑥 − 𝜇)2

2𝜎2

)

(11)

where, 𝑔(𝑥) is the Gaussian kernel function at any given point 𝑥, 𝜇 is
he mean, and 𝜎 is the standard deviation.

Eq. (12) reports the probability density distribution calculated using
PKDE.

(𝑥) = 1
𝑁

∑

𝑔
( 𝑥 − 𝑥𝑖

ℎ

)

(12)

where 𝑓 (𝑥) is the probability density function at any given point 𝑥, 𝑁
refers to the number of samples, ℎ is the bandwidth coefficient, and 𝑥𝑖
is the ith sample.

The ISWEC point forecasting error was calculated as the difference
between the point prediction value 𝑃𝑓𝑜𝑟𝑒𝑐𝑎𝑠𝑡 and the actual ISWEC power
value 𝑃𝑟𝑒𝑎𝑙 at a specific time point, as presented in Eq. (13).

𝑒 = 𝑃𝑓𝑜𝑟𝑒𝑐𝑎𝑠𝑡 − 𝑃𝑟𝑒𝑎𝑙 (13)

The confidence level of ISWEC point prediction error was computed
s shown in Eq. (14).

(𝑒𝑙𝑜𝑤 < 𝑒 < 𝑒𝑢𝑝) = 1 − 𝜎 (14)

here the range [𝑒𝑙𝑜𝑤, 𝑒𝑢𝑝] is the Prediction Interval; 𝑒𝑙𝑜𝑤 denotes the
ower boundary of the PI, and 𝑒𝑢𝑝 is the upper boundary. 𝑃 (𝑒𝑙𝑜𝑤 <
< 𝑒𝑢𝑝) denotes the probability that the forecasting error is in the

ange [𝑒𝑙𝑜𝑤, 𝑒𝑢𝑝]. Therefore, the Prediction Interval of ISWEC power
orecasting is [𝑃𝑓𝑜𝑟𝑒𝑐𝑎𝑠𝑡 − |𝑒𝑢𝑝|, 𝑃𝑓𝑜𝑟𝑒𝑐𝑎𝑠𝑡 + |𝑒𝑙𝑜𝑤|].

. Results and discussion

In this section, we present the experimental results obtained by em-
loying the proposed methodology. Firstly, we introduce the statistical
etrics employed for comparing the different models. Subsequently, we

how the results obtained for the point forecasting. Later, we describe
nd analyse the results of the associated forecasting uncertainties of the
ifferent models.

.1. Performance metrics

To assess the different point forecasting model’s performance, we
elied on three metrics frequently employed in literature to compute
he similarities between forecasted and observed time series for regres-
ion and descriptive analysis (Gueymard, 2014): (i) the Mean Absolute
ifference (MAD); (ii) the Root Mean Squared Deviation (RMSD) and

2
iii) the Coefficient of determination (R ). MAD determines the absolute
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Fig. 5. Comparison of models point forecasting performance for the D-1 min dataset.
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difference between forecasted and observed values. RMSD computes
the standard deviation of the difference between the observed and the
forecasted values. R2 calculates the percentage of the observed value
ariance that is determined by the forecasted value. The three metrics
re described by the following equations:

𝐴𝐷 = 100
𝑦𝑡𝑒𝑠𝑡

∑𝑛
𝑖=1 |𝑦𝑓𝑜𝑟𝑒,𝑖 − 𝑦𝑡𝑒𝑠𝑡,𝑖|

𝑛
(15)

𝑅𝑀𝑆𝐷 = 100
𝑦𝑡𝑒𝑠𝑡

√

∑𝑛
𝑖=1(𝑦𝑓𝑜𝑟𝑒,𝑖 − 𝑦𝑡𝑒𝑠𝑡,𝑖)2

𝑛
(16)

2 = 1 −
∑𝑛

𝑖=1(𝑦𝑡𝑒𝑠𝑡,𝑖 − 𝑦𝑓𝑜𝑟𝑒,𝑖)2
∑𝑛

𝑖=1(𝑦𝑡𝑒𝑠𝑡,𝑖 − 𝑦𝑡𝑒𝑠𝑡)2
(17)

where 𝑛 is the number of predictions, 𝑦𝑡𝑒𝑠𝑡 represents the mean value,
𝑦𝑓𝑜𝑟𝑒 and 𝑦𝑡𝑒𝑠𝑡 are the forecasted and observed values, respectively.
The MAD and RMSD are expressed in percentages. Lower values for
MAD and RMSD imply a lower error and, therefore, indicate better
performance. Instead, R2 computes the correlation between observed
and predicted values, where 1 indicates a complete correlation, while
smaller values denote a weaker correlation.

To evaluate and quantify the model’s Prediction Intervals perfor-
mance, alternative metrics from the ones presented before must be
employed. The effectiveness of probabilistic models is commonly as-
sessed based on their reliability and sharpness (Van der Meer et al.,
2018). The Prediction Interval Coverage Probability (PICP) is employed
to compute the model’s reliability. It measures the rate at which the
observed wave power values lie within the Prediction Interval with a
particular confidence level as shown in Eq. (18). Higher PICP means
that more values fall into the Prediction Interval. Ideally, the PICP value
should be higher than the confidence level, but roughly equivalent.
Instead, the Prediction Interval Normalized Average Width (PINAW), a

complementary metric, indicates the width of the Prediction Interval by

13 
computing the difference between the lower and upper bounds under
a particular confidence level, as presented in Eq. (19). In contrast to
the PINAW and the PICP, the Continuous Rank Probability Score (CRPS)
measures both the sharpness and the reliability of a probabilistic model.
The CRPS computes the difference between the forecasted and the
observed cumulative distribution (see Eq. (20)).

𝑃𝐼𝐶𝑃 = 100
𝑇

𝑇
∑

𝑡=1
𝜖𝑡 ⟶ 𝜖𝑡

{

1 if 𝑦𝑡𝑒𝑠𝑡,𝑡 ∈ [𝐿𝑡, 𝑈𝑡]
0 if 𝑦𝑡𝑒𝑠𝑡,𝑡 ∉ [𝐿𝑡, 𝑈𝑡]

}

(18)

𝑃𝐼𝑁𝐴𝑊 = 100
𝑇𝑅

𝑇
∑

𝑡=1
(𝑈𝑡 − 𝐿𝑡) (19)

𝐶𝑅𝑃𝑆 = 100
𝑇

𝑇
∑

𝑡=1
∫

∞

−∞
(𝐹𝑓𝑜𝑟𝑒,𝑡(𝑥) − 𝐹𝑡𝑒𝑠𝑡,𝑡(𝑥))2𝑑𝑥 (20)

here 𝑦𝑡𝑒𝑠𝑡,𝑡 is the measured value at time 𝑡, 𝑇 is the length of the
ime-series dataset, 𝑅 is the difference between the maximum and the
inimum measured value, 𝑈𝑡 and 𝐿𝑡 are the upper and lower bound

f the Prediction Interval at time-step 𝑡, 𝐹𝑓𝑜𝑟𝑒,𝑡(𝑥) is the Cumulative
istribution Function (CDF) of the predicted variable of interest 𝑥

i.e. power delivered to the grid) and 𝐹𝑡𝑒𝑠𝑡,𝑡(𝑥) is the CDF of the observed
ariable of interest 𝑥 at time-step 𝑡. 𝐹𝑡𝑒𝑠𝑡,𝑡(𝑥) is a cumulative-probability
tep function that jumps from 0 to 1 when the predicted value is equal
o the observed one (Lauret et al., 2019). The average of the squared

difference between the two CDFs is computed over the 𝑇 pairs of
forecasts and observations. The CRPS score rewards the concentration
of probability around the step function positioned at the real value. It
is important to highlight that the CRPS is a negatively oriented metric,
which means smaller values indicate better performance. Additionally,

it shares the dimension of the forecasted variable.



R.N. Fontana Crespo et al.

p
f
r
f

Engineering Applications of Artiϧcial Intelligence 138 (2024) 109352 
Fig. 6. Comparison of models point forecasting performance for the D-3 min dataset.
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4.2. Model evaluation

4.2.1. Point forecasting models
For each of the six ML models for the different datasets (i.e. D-

1min, D-3min, D-5min and D-15min), we selected the hyperparameter
configuration that offered the best performance as described in Sec-
tion 3.3. Afterwards, we compared the models based on their prediction
performance in the test set.

Fig. 5 provides a visual comparison of the prediction performance
of the different models in terms of MAD, RMSD and R2 for the D-
1min dataset. The plots indicate a general uptrend in the forecasting
errors as the prediction horizon increases. We arbitrarily decided to set
a 20% MAD threshold to define an upper limit for acceptable prediction
performance. Above this threshold, we consider an excessive degrada-
tion in the model’s prediction performance. Based on this criterion,
we can affirm that the present methodology for the D-1min dataset
showed acceptable results up to a forecasting horizon of 90 min (1 h
and 30 min), with the TNN and the 1D-CNN models having a maximum
error of 19.26% and 19.40% in terms of MAD, respectively. The red
area in Fig. 5 highlights the forecasting horizon in which the model
erformance is worse than the established limit. Therefore, we will
ocus our analysis only on the forecasting horizon with acceptable
esults, i.e. from 15 min up to 90 min. The numerical results of the
orecasting errors illustrated in Fig. 5 are reported in Table 10. Overall,

the 1D-CNN model performed well, especially in terms of MAD and
R2. For the forecasting horizon of interest (i.e. 15 min to 90 min), the
prediction errors for this model ranged from 17.99% to 19.40% in terms
of MAD, from 42.23% to 45.63% in terms of RMSD, and from 0.90 to
0.88 in terms of R2. On the contrary, the plots of the three metrics in
Fig. 5 clearly depict that the RF model was the worst-performing model.
The LSTM VEC demonstrated comparable performance to the 1D-CNN
model for a prediction horizon of up to 60 min, even outperforming

it at some points. Nonetheless, as reported in Table 10, the training v

14 
time of the 1D-CNN (43.23 s) was significantly less than for the LSTM
VEC model (527.82 s), making the first a more suitable option. The
SVR model also showed comparable performance to the 1D-CNN model
in terms of MAD for the same horizon. However, the training time of
the SVR (3744.34 s) was considerably larger than that of the 1D-CNN
model (43.23 s), making the last a better alternative. Interestingly, the
TNN presented comparable performance to the 1D-CNN in terms of R2

and RMSD for a prediction horizon larger than 45 min, even outper-
forming it in some sporadic cases. Moreover, the TNN outperformed the
1D-CNN model in terms of the three metrics for a forecasting horizon
of 90 min. Nonetheless, the 1D-CNN demonstrated better performance
than the TNN in terms of MAD for the other points of the same horizon,
and its training time (43.23 s) was significantly shorter than for the
TNN (1490.85 s), making the 1D-CNN a better choice. Similarly, the
LSTM E-D model also displayed comparable performance to the 1D-
CNN in terms of R2 and RMSD for the same prediction horizon. Once
again, the 1D-CNN seems a better alternative since it outperformed the
LSTM E-D in terms of MAD for the same horizon, and the training time
(43.23 s) was lower than that of the LSTM E-D (543.75 s).

The prediction performance of the different models for the D-3min
ataset is depicted in Fig. 6. Like in the D-1min case, the plots reveal

an evident degradation of the models’ forecasting accuracy as the
prediction horizon increases. According to the 20% limit in terms
of MAD, the models of the proposed methodology for the D-3min
ataset achieved acceptable performance up to a prediction horizon of
65 min (2 h and 45 min). This forecasting horizon is 75 min larger
han the horizon obtained for the D-1min dataset, demonstrating that
he models for the D-3min case can provide satisfactory forecasts for
onger prediction horizons than the D-1min case. Table 11 presents the
rediction errors shown in Fig. 6. Overall, the LSTM VEC and the SVR
odels demonstrated promising results regarding the three metrics,
articularly in terms of MAD. The prediction errors for the SVR model

aried between 14.25% and 19.35% in terms of MAD, from 33.90% to
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Table 10
Models point forecasting performance based on MAD [%]. RMSD [%] and R2 for the D-1min dataset.
Table 11
Models point forecasting performance based on MAD [%]. RMSD [%] and R2 for the D-3min dataset.
45.00% in terms of RMSD, and between 0.93 and 0.88 in terms of R2,
as shown in Table 11. Moreover, the forecasting errors of the LSTM
VEC model ranged from 14.29% to 19.36% in terms of MAD, from
33.60% to 45.50% in terms of RMSD and from 0.93 to 0.88 in terms
of R2. However, the significantly shorter training time of the LSTM

EC model (97.71 s) compared to the SVR model (669.06 s) makes the
ormer a better alternative. The LSTM E-D model showed comparable
erformance to the LSTM VEC in terms of RMSD and R2, even slightly

surpassing it in some sporadic cases. Nonetheless, its results in terms of
MAD were consistently much worse than those of the LSTM VEC model
throughout the entire prediction horizon. On the contrary, the RF was,
once again, the model presenting the worst performance, particularly
in terms of RMSD and R2. Furthermore, the 1D-CNN model performed
better than the RF model but presented lower prediction accuracy
than the other evaluated models. Finally, the TNN showed comparable
performance to the LSTM VEC for a prediction horizon of up to 60 min,
making it a valid competitor for forecasts with this horizon.
15 
Fig. 7 visually compares the models’ performance for the D-5min
dataset. In line with the observations for the D-1min and D-3min
datasets, the models’ accuracy in terms of the three metrics worsened
as the forecasting horizon increased. Based on the 20% MAD threshold,
the methodology delivered acceptable results until a prediction horizon
of 195 min (3 h and 15 min), 30 min longer than the horizon for
the D-3min dataset. These results follow the trend of larger prediction
horizons for increasing downsamplings. The numerical results of the
forecasting errors depicted in Fig. 7 are reported in Table 12. The
superiority of the LSTM E-D model compared to the other models
is evident until a forecasting horizon of 150 min in terms of MAD
and RMSD from the plots in Fig. 7. Table 12 confirms the superior
performance of the LSTM E-D model over the other models within the
temporal window of interest (i.e. 15 min to 195 min). The performance
of the LSTM E-D model ranged from 12.38% to 19.62% in terms of
MAD, from 28.80% to 45.99% in terms of RMSD and from 0.95 to 0.87
in terms of R2. The SVR model also showed outstanding performance,
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Fig. 7. Comparison of models point forecasting performance for the D-5 min dataset.
even outperforming the LSTM E-D model in terms of MAD for the
15 min prediction horizon. Nonetheless, it remained steadily behind the
LSTM E-D for the other horizons. Furthermore, the LSTM VEC model
presented comparable performance to the LSTM E-D for prediction
horizons starting from 150 min, outperforming it in some sporadic
cases. For example, the LSTM VEC model slightly surpassed the LSTM
E-D model in terms of RMSD and R2 for the 195 min prediction
horizon, as shown in Table 12. However, this marginal performance
improvement comes at a higher training time, with the LSTM VEC
model requiring 231.45 s versus 72.61 s for the LSTM E-D, making the
latter a more suitable choice even for these prediction horizons. On the
other hand, the RF model demonstrated the lowest performance, which
is more distinguishable for prediction horizons greater than 75 min. The
1D-CNN and the TNN models outperformed the RF model but presented
lower prediction performance than the other evaluated models.

The various models’ prediction performance in terms of MAD, RMSD
and R2 for the D-15min dataset are visually compared in Fig. 8. Con-
istent with what occurred for the models of the previous datasets,
he performance of the models deteriorates for growing prediction
orizons. Following the 20% MAD limit criteria, the models achieved
atisfactory results up to a prediction horizon of 225 min (3 h and
5 min). As expected, this horizon is 30 min longer than for the D-
min dataset, consistent with the trend of longer prediction horizons
ith bigger downsampling. For short-term horizons (until 120 min),

he LSTM VEC, SVR, LSTM E-D and 1D-CNN prediction errors were
imilar. Beyond 120 min, the superior performance of the LSTM VEC
odel became more evident, especially in terms of RMSD. Table 13

eports the numerical results of the prediction errors shown in Fig. 8.
he SVR model outperformed the other models for forecasting horizons
nder two hours (i.e. 120 min), with prediction errors varying between
.03% and 12.12% in terms of MAD, from 0.98 to 0.95 in terms of R2,
16 
and from 18.17% to 28.09% in terms of RMSD. For forecasting horizons
greater or equal to two hours, the LSTM VEC model demonstrated the
best performance, with errors ranging from 12.31% to 18.73% in terms
of MAD, from 0.95 to 0.89 in terms of R2 and from 27.85% to 41.96%
in terms of RMSD. However, the SVR model still showed promising
results for this horizon (i.e. greater than two hours), occasionally out-
performing the LSTM VEC model in some sporadic cases. For example,
the SVR model surpassed the LSTM VEC model in terms of MAD at
forecasting horizons of 120 min, 135 min, and 180 min, as reported
in Table 13. Additionally, the SVR model had a slight advantage in
training time (12.43 s) compared to the LSTM VEC model (81.27 s),
making the SVR model a viable option for the entire prediction horizon
of interest (i.e. 15 min to 225 min). Furthermore, the LSTM E-D model
demonstrated comparable performance to the SVR model for the whole
prediction horizon, even outperforming it for the largest prediction
horizons (210 min and 225 min). However, for prediction horizons
up to 165 min, the LSTM E-D model remained consistently behind
the SVR. Therefore, the LSTM E-D model can be considered a valid
competitor for prediction horizons greater than 165 min. The 1D-CNN
model also showed very good prediction performance, even surpassing
the SVR model for a prediction horizon of 75 min in terms of RMSD
and 105 min in terms of the three metrics. Nonetheless, the SVR model
outperformed the 1D-CNN model in all the other forecasting horizons.
On the contrary, the RF model demonstrated the poorest performance
among the models. Moreover, the TNN model performed slightly better
than the RF model but still presented unsatisfactory results, especially
in terms of RMSD.

For all the cases (i.e. D-1min, D-3min, D-5min and D-15min), the
models showed a degradation of the prediction accuracy in terms of
the three metrics for growing forecasting horizons. Nonetheless, the re-
sults highlighted that the models’ performance improved for increasing
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Table 12
Models point forecasting performance based on MAD [%]. RMSD [%] and R2 for the D-5min dataset.
Fig. 8. Comparison of models point forecasting performance for the D-15 min dataset.
ownsamplings. As a consequence, the prediction horizon enlarged as
he downsampling increased: 90 min for the D-1min case; 165 min for
-3min case; 195 min for the D-5min case; and 225 min for the D-15min
ase.

.2.2. Uncertainty analysis
We calculated the forecasting errors for the selected models of the

arious datasets. Afterwards, we computed the PIs using the NPKDE
17 
technique as detailed in Section 3.4. We trained a kernel model for
every prediction horizon for each point forecasting model. We em-
ployed 50% of the test set (PI training set) to train the NPKDE models
(to compute the Prediction Intervals) and the other 50% (PI test set)
for testing purposes. To further assess the behaviour of the calculated
PIs, we compare the performance of the Prediction Intervals on the PI
Evaluation set. We implemented three confidence levels: 90%, 95% and
97.5%.
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Table 13
Models point forecasting performance based on MAD [%]. RMSD [%] and R2 for the D-15min dataset.
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Fig. 9 visually compares the models’ prediction interval perfor-
ance in terms of PINAW and CRPS for the D-1min dataset. The

continuous lines in Fig. 9 represent the prediction errors of the various
odels evaluated on the PI test set. On the other hand, the dashed lines

orrespond to the results of the models for the PI Evaluation set (PI-
EVAL). As illustrated in Fig. 9, the PI performance of the models in
terms of PINAW for the three studied confidence levels (97.5%, 95%
and 90%) was superior when evaluated on the PI Evaluation set (dashed
lines in Fig. 9) compared to the PI test set (continuous lines in Fig. 9).

dditionally, Fig. 9 depicts that the errors remained nearly constant as
he prediction horizon increased, i.e. there was almost no degradation
f the PI forecasting performance as the horizon enlarged. Furthermore,
etter results can be observed in terms of PINAW and CRPS as the
onfidence level decreased: the models’ errors were lower for the 90%
onfidence level than those for the 95% and 97.5% cases. The RF model
emonstrated the lowest PI performance in terms of CRPS and PINAW
hen assessed on both the PI test set and the PI Evaluation set for

onfidence levels of 97.5% and 95%. For the 90% confidence level, the
orse performance of the RF model became more evident in terms of
oth PINAW and CRPS after a prediction horizon of 60 min. The other
ive models showed similar PI prediction performance in terms of both
etrics (PINAW and CRPS).

The models’ prediction interval performance in terms of PINAW and
RPS for the D-3min case are visually compared in Fig. 10. Consistent
ith what occurred for the D-1min case, the PI performance in terms of
INAW was superior when evaluated on the PI Evaluation set compared
o the PI test set, as shown in Fig. 10. Additionally, the PI performance
n terms of CRPS was better when evaluated on the PI test set than
n the PI Evaluation set. Furthermore, the models’ PI performance in
erms of PINAW and CRPS improved as the confidence level decreased.
onetheless, unlike the D-1min dataset, the performance of the models
ecreased as the prediction horizon enlarged, with the errors in terms
f PINAW and CRPS growing as the horizon increased. The RF model
emonstrated the worst PI performance for the 97.5% confidence level,
articularly in terms of PINAW. This model also exhibited the poorest
I performance for the 95% and 90% confidence levels for prediction
orizons larger than 60 min. On the other hand, the SVR model showed
he best PI performance for prediction horizons beyond 75 min for the
hree studied confidence levels (97.5%, 95% and 90%).

Fig. 11 provides a visual comparison of the PI performance of the
odels in terms of PINAW and CRPS for the D-5min dataset. In line
ith the observations done for the D-1min and D-3min case, the models’
I performance in terms of CRPS was superior when assessed on the
18 
I test set (represented with continuous lines in Fig. 11) compared
o the PI Evaluation set (represented with dashed lines in Fig. 11). In
ontrast, in terms of PINAW, the models showed the opposite behaviour
better results when evaluated on the PI Evaluation set than on the PI
est set). Furthermore, the models’ PI performance in terms of PINAW
nd CRPS improved as the confidence level decreased. Additionally,
imilar to the D-3min dataset, there was a noticeable degradation in
he models’ performance as the prediction horizon increased. The RF
odel exhibited the lowest performance in terms of PINAW and CRPS

or the three analysed confidence levels, both when evaluated on the PI
est set and the PI Evaluation set. The RF worst performance was more
vident in terms of PINAW. On the contrary, the remaining models
howed comparable results for these confidence levels.

The models’ PI performance in terms of PINAW and CRPS for the
-15min case are visually compared in Fig. 12. Consistent with the
esults obtained for the D-1min, D-3min, and D-5min cases, the models’
I performance in terms of PINAW was superior when assessed on the
I Evaluation set than on the PI test set. Instead, the models’ CRPS
esults were better when evaluated on the PI test set. Furthermore,
he models’ performance worsened as the prediction horizon increased.
mong the evaluated models, the RF model demonstrated, once again,

he worst performance in terms of both PINAW and CRPS for all
hree confidence levels. The LSTM VEC model exhibited overall good
erformance, especially for forecasting horizons larger than 180 min,
here it outperformed the other models for the three confidence levels.
onetheless, the SVR model showed comparable performance to the
STM VEC, even surpassing it for some sporadic cases. For example, the
VR model outperformed the LSTM VEC in terms of CRPS for prediction
orizons shorter than 165 min, as illustrated in Fig. 12, making the SVR
odel a valid competitor for the LSTM VEC.

Tables A.14 to A.37 in Appendix report more details about the
esults on the uncertainty analysis. The Tables demonstrate that all
he models of the different cases satisfied the desired confidence levels
PICP greater or equal to the confidence level), with the only exception
f the RF model of the D-1min case evaluated on the PI test set.
he results clearly showed that the models’ performance improved as
he confidence level decreased. Finally, there can be observed an im-
rovement of the models’ performance as the downsampling increased,
hich is easily distinguishable by comparing the CRPS results of the D-
5min with the other cases. For instance, for the 90% confidence level
f the D-15min case, the models’ CRPS errors on the PI Evaluation set
ere below 15% for prediction horizons shorter than 60 min as shown

n Fig. 12(c). In contrast, for the D-5min case, the CRPS errors for all
odels were already about 15% at a prediction horizon of 15 min as
epicted in Fig. 11(c).
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Fig. 9. Comparison of models Prediction Interval forecasting performance in terms of PINAW (left) and CRPS (right) for the D-1 min PI Test Set (continuous lines) and PI Evaluation
Set (dashed lines).
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5. Conclusions

In this work, we introduced a novel methodology to forecast in
short-term horizons (i.e. 15 min to 240 min) the power delivered to
the grid of the ISWEC device. Our main goal was to obtain accurate
forecasts suitable for smart grid advanced monitoring and control tech-
niques, such as State Estimation and Demand-Response. To this aim,
we computed and compared the prediction performance of five Ma-
chine Learning models used for time-series point forecasting which had
shown promising results for wave power and time series forecasting:
Random Forest (RF), Support Vector Regression (SVR), 1 Dimensional
Convolutional Neural Network (1D-CNN), Transformer Neural Network
(TNN) and a Long Short-Term Memory (LSTM) neural network in
two different forms (Vector and Encoder-Decoder). Compared with the
traditional physical approaches, performing the predictions employing
these machine learning algorithms provides significant advantages in
 c

19 
terms of time and cost (Mousavi et al., 2021). Additionally, we studied
he effectiveness of the downsampling technique by aggregating the
riginal dataset sampled every 0.1 s in time windows of 1 min, 3 min,
min and 15 min, referring to these datasets as D-1min, D-3min, D-5min

nd D-15min. We compared the prediction performance of the different
odels for these different downsampled versions of the dataset (i.e. D-
min, D-3min, D-5min and D-15min). Furthermore, to calculate the
nherent uncertainties associated with the point forecasting models,
e computed the Prediction Intervals using Non-Parameteric Kernel
ensity Estimation (NPKDE).

The point forecasting results showed a considerable improvement
n the models’ performance as the downsample increased, which was
oticeable with the enlargement of the prediction horizon for bigger
ownsamplings: 90 min for the D-1min case; 165 min for D-3min
ase; 195 min for the D-5min case; and 225 min for the D-15min
ase. The RF model was the worst-performing model in all the cases.
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Fig. 10. Comparison of models Prediction Interval forecasting performance in terms of PINAW (left) and CRPS (right) for the D-3 min PI Test Set (continuous lines) and PI
valuation Set (dashed lines).
n the contrary, no unique ML model performed better for all the
ownsamplings. For the D-1min case, the 1D-CNN model demonstrated
he best prediction performance. Furthermore, the LSTM VEC and SVR
odels showed promising behaviour for the D-3min case. Nonetheless,

he shorter training time of the LSTM VEC compared to the SVR made
he first a better alternative. Moreover, the TNN presented comparable
erformance to the LSTM VEC for prediction horizons up to 60 min,
aking it a valid competitor for forecasts with this horizon. For the
-5min case, the LSTM E-D model demonstrated the best performance.

n the D-15min case, the SVR model presented an overall good perfor-
ance for the entire prediction horizon. Moreover, the LSTM E-D model

howed comparable performance to the SVR for horizons bigger than
65 min, making it a feasible alternative for these larger horizons.

In line with what occurred in point forecasting, the uncertainty
nalysis results showed that the performance of the models’ PIs im-

roved for bigger downsamplings. Additionally, as the confidence level

20 
decreased, the performance of the models increased. Once again, the RF
presented the worst performance among the models.

As discussed above, the point forecasting and uncertainty analysis
results showed that the models’ performance improved as the down-
sampling increased. This behaviour can be explained by the reductions
in the data fluctuations and the peaks smoothing the downsampling
technique performs, making it easier for the models to follow the
data trends, especially in medium and long-term predictions. Another
reason for this improvement can be that the models are simplified when
aggregating data in bigger time steps since the number of data points is
reduced. This also implies that for forecasting a particular time ahead
(e.g. 4 h), the number of steps ahead that the model needs to predict
can be significantly reduced. For example, for a 4-h ahead prediction
(i.e. 240 min), with a downsampling of 1 min, the algorithm performs
predictions of 240 steps ahead, while with a downsampling of 15 min,

the steps ahead are ‘‘only’’ 16. Nonetheless, it is crucial to understand
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Fig. 11. Comparison of models Prediction Interval forecasting performance in terms of PINAW (left) and CRPS (right) for the D-5 min PI Test Set (continuous lines) and PI
valuation Set (dashed lines).
he predictions’ final objective before employing the downsampling
echnique in a forecasting scenario. This is because downsampling is
trongly related to the use case for which the forecasting is intended.
or instance, if the goal is to employ the forecasts for State Estimation,
here nowcasting is typically used, the downsampling is restricted to
revent smoothing out important information.

Furthermore, it is important to highlight that in many cases (e.g. the
-3min LSTM VEC model), the best-performing point-forecasting model
id not show good uncertainty analysis results. This means that it is cru-
ial to understand the final objective of the forecasting to make proper
ecisions regarding the downsampling to implement (as previously
iscussed) and, for the cases where the associated uncertainties need to

e taken into account, compute the uncertainties analysis of the models

21 
and compare the models’ performance based on these results. For
example, the D-1min case can be associated with WEC control, where
very short-term forecasts are usually employed, and downsampling is
restricted to prevent smoothing out valuable data. Instead, the D-15min
case can be associated with Demand-Response techniques for efficient
grid dispatching, where short-term forecasts (i.e. 15 min to 4 h) are
usually employed. In this scenario, the computation of the uncertainty
analysis may also play a key role in providing important information
to the grid operators.

In the proposed methodology, we employed the ISWEC Wave-to-Grid
Simulator to obtain a realistic dataset of the power delivered to the grid
due to the lack of real-world data. This simulator had been extensively

validated against experimental tests, with an average percentage error



R.N. Fontana Crespo et al.

E

o
t
N
d
l
r

Engineering Applications of Artiϧcial Intelligence 138 (2024) 109352 
Fig. 12. Comparison of models Prediction Interval forecasting performance in terms of PINAW (left) and CRPS (right) for the D-15 min PI Test Set (continuous lines) and PI
valuation Set (dashed lines).
f 11.2% of the delivered power to the grid. Therefore, the predic-
ion accuracies of the models are inherently limited by these errors.
onetheless, using the simulator mitigated the significant challenge of
ata scarcity for the case under study. Moreover, the usage of this simu-
ator unlocks the possibility to generalize the methodology to other sea
egions, ‘‘relaunching’’ the ISWEC Wave-to-Grid Simulator using the new

region of interest as input to obtain the ‘‘new’’ dataset and following
the proposed methodology. On the contrary, using the ISWEC Wave-to-
Grid Simulator for other wave energy converters is not possible because
the simulator is WEC-dependent. Nonetheless, in the case of employing
different classes of WECs, our methodology can be updated, replacing
only the ISWEC Wave-to-Grid Simulator with the corresponding simu-
lator for the desired WEC class (e.g. point absorbers or attenuators).
22 
In contrast, the other modules of the methodology (i.e. dataset, point
forecasting and uncertainty analysis) remain unchanged. When general-
izing the methodology to other sea regions or employing the forecasting
modules for other WECs, the prediction performance of the algorithms
may worsen due to potential new ‘‘unseen’’ trends or patterns arising
from different wave patterns and weather conditions. Transfer learning
can be employed to address these challenges. In this context, the
forecasting algorithms can be pre-trained with the dataset generated
by the ISWEC Wave-to-Grid Simulator. Afterwards, the algorithms can
be fine-tuned with the new sea region or WEC data. Transfer Learning
also becomes crucial once real-world data of WEC’s power delivered
to the grid becomes available. In such a scenario, the algorithms can

be fine-tuned by employing real-world datasets, demonstrating that the
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Table A.14
PI results based on PICP [%], PINAW [%] and CRPS [%] for the D-1min PI test set with confidence level 97.5%.
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proposed methodology can be applied to provide realistic forecasts. The
fact of using the simulated data for training enables to fine-tune the
algorithms and perform the forecast without the need for a large real-
world dataset, which should report even years of collected data. This
is a crucial advantage in a scenario where real-world data is scarce.

In this study, we compute the associated uncertainties with the
NPKDE method. Future works may include studying and comparing
other techniques (e.g. Quantile Regression). Moreover, we aim to study
the performance of other downsampling methods like exponential
weighting. Furthermore, in this work, we focused solely on the power
delivered to the grid, employing it as the only input variable for the
models to perform the predictions and comparing the prediction of
the models using different downsample versions of the original dataset
(i.e. 1 min, 3 min, 5 min, and 15 min). As previously discussed, the
results improved as the downsampling increased. Nonetheless, the mod-
els’ performance may be improved by utilizing other exogenous inputs
in the forecasting algorithms without modifying the downsampling.
For this reason, we plan to investigate in future work the effectiveness
of employing other input variables to forecast the power delivered to
the grid, such as, for example, motion measurements of the ISWEC
(e.g. accelerations and angular velocities), as well as other exogenous
inputs like weather forecasts. The study and analysis of the effective-
ness of employing these other inputs to perform forecasting will be
accompanied by the corresponding sensitivity analysis of the impact of
these variables on the outcomes. We aim to identify the most relevant
inputs correlated with the power delivered to the grid phenomena by
applying and comparing different feature selection techniques. Finally,
we plan to compare the performance of multivariate models with the
univariate implementations presented in this work.
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Table A.15
PI results based on PICP [%], PINAW [%] and CRPS [%] for the D-1min PI test set with confidence level 95%.
Table A.16
PI results based on PICP [%], PINAW [%] and CRPS [%] for the D-1min PI test set with confidence level 90%.
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Table A.17
PI results based on PICP [%], PINAW [%] and CRPS [%] for the D-1min PI evaluation set with confidence level 97.5%.
Table A.18
PI results based on PICP [%], PINAW [%] and CRPS [%] for the D-1min PI evaluation set with confidence level 95%.
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Table A.19
PI results based on PICP [%], PINAW [%] and CRPS [%] for the D-1min PI evaluation set with confidence level 90%.
Table A.20
PI results based on PICP [%], PINAW [%] and CRPS [%] for the D-3min PI test set with confidence level 97.5%.
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Table A.21
PI results based on PICP [%], PINAW [%] and CRPS [%] for the D-3min PI test set with confidence level 95%.
Table A.22
PI results based on PICP [%], PINAW [%] and CRPS [%] for the D-3min PI test set with confidence level 90%.
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Table A.23
PI results based on PICP [%], PINAW [%] and CRPS [%] for the D-3min PI evaluation set with confidence level 97.5%.
Table A.24
PI results based on PICP [%], PINAW [%] and CRPS [%] for the D-3min PI evaluation set with confidence level 95%.
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Table A.25
PI results based on PICP [%], PINAW [%] and CRPS [%] for the D-3min PI evaluation set with confidence level 90%.
Table A.26
PI results based on PICP [%], PINAW [%] and CRPS [%] for the D-5min PI test set with confidence level 97.5%.
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Table A.27
PI results based on PICP [%], PINAW [%] and CRPS [%] for the D-5min PI test set with confidence level 95%.
Table A.28
PI results based on PICP [%], PINAW [%] and CRPS [%] for the D-5min PI test set with confidence level 90%.
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Table A.29
PI results based on PICP [%], PINAW [%] and CRPS [%] for the D-5min PI evaluation set with confidence level 97.5%.
Table A.30
PI results based on PICP [%], PINAW [%] and CRPS [%] for the D-5min PI evaluation set with confidence level 95%.
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Table A.31
PI results based on PICP [%], PINAW [%] and CRPS [%] for the D-5min PI evaluation set with confidence level 90%.
Table A.32
PI results based on PICP [%], PINAW and CRPS for the D-15min PI test set with confidence level 97.5%.
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Table A.33
PI results based on PICP [%], PINAW [%] and CRPS [%] for the D-15min PI test set with confidence level 95%.
Table A.34
PI results based on PICP [%], PINAW [%] and CRPS [%] for the D-15min PI test set with confidence level 90%.
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Table A.35
PI results based on PICP [%], PINAW [%] and CRPS [%] for the D-15min PI evaluation set with confidence level 97.5%.
Table A.36
PI results based on PICP [%], PINAW [%] and CRPS [%] for the D-15min PI evaluation set with confidence level 95%.
34 
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Table A.37
PI results based on PICP [%], PINAW [%] and CRPS [%] for the D-15min PI evaluation set with confidence level 90%.
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