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Abstract

Given a vertex-weighted undirected graph G = (V, E, w),
the minimum weighted vertex cover (MWVC) problem is to
find a subset of vertices with minimum total weight such that
every edge in the graph has at least one of its endpoints in
it. The MWVC problem and its amenability to the min-sum
message passing (MSMP) algorithm remain understudied de-
spite the common occurrence of the MW VC problem and the
common use of the MSMP algorithm in many areas of Al
In this paper, we first develop the MSMP algorithm for the
MWVC problem that can be viewed as a generalization of
the warning propagation algorithm. We then study properties
of the MSMP algorithm for the MW VC problem on a special
class of graphs, namely single loops. We compare our ana-
lytical results with experimental observations and argue that:
(a) Our analytical framework is powerful in accurately pre-
dicting the behavior of the MSMP algorithm on the MWVC
problem, and (b) for a given combinatorial optimization prob-
lem, it may be more effective to apply the MSMP algorithm
on the MWVC problem that is equivalent to the given prob-
lem, instead of applying the MSMP algorithm on the given
problem directly.

Introduction

Given an undirected graph G = (V| E), a vertex cover (VC)
of (G is defined as a subset of vertices S C V such that
every edge in E has at least one of its endpoint vertices in
S. A minimum vertex cover (MVC) of G is a vertex cover
of minimum cardinality. When G is vertex-weighted—i.e.,
each vertex v; € V has a non-negative weight w; associated
with it—the minimum weighted vertex cover (MWVC) for
it is defined as a vertex cover of minimum total weight. The
MVC/MWVC problem is to find an MVC/MWVC.

Two important combinatorial optimization problems
equivalent to the MVC problem are the maximum indepen-
dent set (MIS) problem and the maximum cliqgue (MC) prob-
lem (Cormen et al. 2009). The MVC problem and its equiv-
alent MIS and MC problems have numerous real-world ap-
plications such as in Al scheduling, logistics and operations
management, and VLSI design (Cai et al. 2013). More re-
cent applications have also been discovered in information
retrieval, signal processing, and sequence alignment in com-
putational genomics (Johnson and Trick 1996).
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Since the MVC problem is a special case of the MWVC
problem, the latter not only captures all of the real-world
combinatorial optimization problems that the MVC problem
can model but also captures a wide range of additional com-
binatorial optimization problems central to Al. For exam-
ple, consider a simple combinatorial auction problem (Sand-
holm 2002). We are given a set of items with bids placed
on subsets of the items. Each bid has a valuation. The goal
is to pick a set of winning bids that maximizes the total
valuation—i.e., the revenue of the auctioneer—such that the
set of items of the winning bids are pairwise disjoint. This
can be modeled as the maximum weighted independent set
(MWIS) problem—equivalent to the MWVC problem—on
a graph constructed as follows: We create a vertex for each
bid such that the weight of the vertex is equal to the valu-
ation of that bid. Two vertices are connected by an edge if
and only if their corresponding bids have a non-empty inter-
section. The winning bids correspond to the vertices in the
MWIS of the graph.

While there are some reasonably good solvers for the
MVC problem, the MWVC problem remains understud-
ied. Clearly, the MWVC problem, as a generalization of
the MVC problem, is harder to solve efficiently. Exact al-
gorithms (Niskanen and Ostergéird 2003; Xu, Kumar, and
Koenig 2016) are not expected to do well for large instances
of the MWVC problem simply because they do not scale
well even for large instances of the MVC problem. More-
over, the local search techniques used in the best solvers
for the MVC problem are also not expected to generalize
well to the MWVC problem because the MVC problem
is fixed-parameter tractable while the MWVC problem is
not (Chen, Kanj, and Xia 2006). The local search solvers
for the MVC problem (Richter, Helmert, and Gretton 2007,
Cai et al. 2013) heavily rely on this property as they solve the
fixed-parameter vertex cover problem in their inner loops.

The MWVC problem is not only known to be hard, but
is also understudied for its amenability to many popular al-
gorithmic techniques. One such widely used technique is
message passing. The min-sum message passing (MSMP)
algorithm, a special type of the message passing algorithm,
is a well known technique for solving many combinatorial
optimization problems across a wide range of fields, such
as probabilistic reasoning, artificial intelligence, statistical
physics, and information theory (Mézard and Montanari



2009; Yedidia, Freeman, and Weiss 2003). It is based on lo-
cal information processing and communication, and avoids
an exponential time complexity with respect to the size of
the problem. It works well in practice on many combinato-
rial optimization problems such as those that arise in statisti-
cal physics, computer vision, error-correcting coding theory,
or, more generally, on graphical models such as Bayesian
networks and Markov random fields (Yedidia, Freeman,
and Weiss 2003). It has also been used to study problems
such as K-satisfiability (Mézard and Zecchina 2002) and the
weighted constraint satisfaction problem (WCSP) (Xu, Ku-
mar, and Koenig 2017). Although the MSMP algorithm con-
vergences and guarantees correctness when the variable in-
teractions form a tree, a complete theoretical analysis of its
convergence and correctness for the general case is elusive.

Despite the individual importance of the MWVC prob-
lem and the MSMP algorithm, a detailed study of the ef-
fectiveness and properties of the MSMP algorithm applied
to the MWVC problem has been missing. In this paper, we
first develop the MSMP algorithm for the MWVC prob-
lem that can be viewed as a generalization of the warning
propagation (WP) algorithm. We then study properties of
the MSMP algorithm for the MWVC problem. We compare
our analytical results with experimental observations, and
argue that: (a) Our analytical framework is powerful in ac-
curately predicting the behavior of the MSMP algorithm on
the MWVC problem, and (b) for a given combinatorial op-
timization problem, it may be more effective to apply the
MSMP algorithm on the MW VC problem that is equivalent
to the given problem, instead of applying the MSMP algo-
rithm on the given problem directly.

Related Work

(Weigt and Zhou 2006) derive the sizes of MVCs on infinite
Erdos-Rényi (ER) random graphs (Erdés and Rényi 1959)
by using the WP algorithm. They show that, on an infinite
ER random graph with connectivity ¢ < e, the size of an

MVCis 1 — W& _ WO "yhere /(.) is the Lambert-W
function. Here, éonnectivity is the minimum number of ele-
ments (vertices or edges) that need to be removed to discon-
nect the remaining vertices from each other and e is the Eu-
ler’s number. They derive this result using the convergence
condition and equations for solution extraction of the WP
algorithm. However, they do not mention any possible ex-

tension of their work to the MWVC problem.

Min-Sum Message Passing for the WCSP

We now review how the MSMP algorithm can be applied to
solve the Boolean WCSP (Xu, Kumar, and Koenig 2017).
This review is important for a proper explanation of the de-
velopment of the MSMP algorithm on the MWVC prob-
lem. The WCSP is defined by a triplet (X, D,C), where
X = {X1,Xa,...,Xn} is a set of N variables, D =
{D(X1),D(Xz),...,D(Xn)} is a set of N domains with
discrete values, and C = {C1,C5,...,Cp} is a set of M
weighted constraints. Each variable X; € X can be as-
signed a value in its associated domain D(X;) € D. Each
constraint C; € C is defined over a subset of the variables
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Figure 1: Illustrates the factor graph of a Boolean WCSP
instance with 3 variables {X;, X2, X3} and 3 constraints
{012, Cq3, 023}. Here, X;,Xs € S(Clg), X1,X3 €
S(Ch3) and Xo, X5 € S(Cas). The circles are variable ver-
tices, and the squares are constraint vertices. vx, —c,, and
Vo,,—x, are the messages from X; to Cio and from Cio
to X1, respectively. Such a pair of messages annotates each
edge (not all are explicitly shown).

S(C;) € X, called the scope of C;. C; associates a non-
negative weight with each possible assignment of values to
the variables in S(C;). The goal is to find a complete as-
signment of values to all variables in X’ from their respec-
tive domains that minimizes the sum of the weights spec-
ified by each constraint in C (Bistarelli et al. 1999). Such
assignment is called an optimal solution. This combinatorial
task can equivalently be characterized by having to compute
argmin,e 4x) X_c,ec £, (alS(C;)), where A(X) repre-
sents the set of all |D(X1)| x |D(X2)| x ... x |D(Xn)]
complete assignments to all variables in X. a|S(C;) rep-
resents the projection of a complete assignment a onto the
subset of variables in S(C;). E¢, is a constraint function
that maps each a|S(C;) to its associated weight in C;. The
Boolean WCSP is the WCSP with only variables of domain
size 2,i.e., VX, € X : |D(X;)| = 2. It is representationally
as powerful as the WCSP.

To apply the MSMP algorithm to the Boolean WCSP, we
first construct its factor graph. We create a vertex for each
variable in X (variable vertex) and for each weighted con-
straint in C (constraint vertex). A variable vertex X; and a
constraint vertex C; are connected by an edge if and only
if X; € S(C}). Figure 1 shows an example.After the factor
graph is constructed, a message (two real numbers) for each
of the two directions along each edge is initialized, for in-
stance, to zeros. A pair of messages vx, ,c,, and Uc,, s x,
is illustrated in Figure 1. The messages are then updated it-



eratively by using the min-sum update rules given by

t A(t—1 t
V§(3—>Cj (1‘1) = Z [Vék—gxi (Qf,)} + Cg(zr*cj
CLed XN Ty}

(1
{ECJ (a U {Xl = l‘l})

- (t) N = i
VCJ'*)X'L(Z‘Z) aEA(ggle\l{Xi})
£ ]+
X, €00\ {X,}
(2)

forall X; € X,C; € C, x; € {0,1}, and all ¢ > 0 until
convergence (Mézard and Montanari 2009), where

. ﬁg,-)—mi (x;) forboth z;; € {0, 1} are the two real numbers

of the message that is passed from constraint vertex Cj to
variable vertex X; in the ¢ iteration,

. y%? NG (x;) forboth z;; € {0, 1} are the two real numbers

of the message that is passed from variable vertex X; to
constraint vertex C; in the ™ jteration,

* 0X; and OC}; are the sets of neighboring vertices of X
and C}, respectively, and

®) A1) ot
* CXine, and Coyx, are normalization constants such

that

min {Vgé?eCj (0)’1/52—»0]- (1)} =0 (3)
min |7, (0,75, (V] =0. @

The message update rules can be understood as follows.
Each message from a variable vertex X; to a constraint
vertex C; is updated by summing up all of X;’s incoming
messages from its other neighboring vertices. Each message
from a constraint vertex C; to a variable vertex X; is up-
dated by finding the minimum of the constraint function F¢,
plus the sum of all of C};’s incoming messages from its other
neighboring vertices. The messages can be updated in vari-
ous orders.

We remove the superscript () on messages to indicate the
values of messages upon convergence. The final assignment
of values to variables in X = {X;,Xs,..., Xx} is then
found by computing

Ex,(X; =) = Z Ve x, (i) &)
CLedX;

forall X; € X and z; € {0,1}. Here, Ex,(X; = 0) and
Ex,(X; = 1) can be proven to be the minimum values of the
total weights conditioned on X; = 0 and X; = 1, respec-
tively. By selecting the value of x; that leads to a smaller
value of Ex,(X; = x;), we obtain the final assignment of
values to all variables in X'.

The MSMP algorithm converges and produces an optimal
solution if the factor graph is a tree. However, it is not nec-
essarily the case if the factor graph is loopy (Mézard and
Montanari 2009). Although the clique tree algorithm allevi-
ates this problem to a certain extent by first converting loopy

graphs to trees (Koller and Friedman 2009), the technique
only scales to graphs with low treewidths. If the MSMP al-
gorithm operates directly on loopy graphs, the theoretical
underpinnings of its convergence and optimality properties
still remain poorly understood.

In this context, our contribution is to provide the first an-
alytical framework for a theoretical analysis of the MSMP
algorithm for the MWVC problem with a loopy structure.
Although our analysis is restricted to the MWVC prob-
lem, it provides a useful handle on the general case as
well because the WCSP is reducible to the MWVC prob-
lem on its constraint composite graph (Kumar 2008a; 2008b;
2016).

Message Passing for the MWV C Problem

We first reformulate the MWV C problem as a subclass of the
Boolean WCSP in order to make the MSMP algorithm ap-
plicable to it. Since this subclass of the Boolean WCSP con-
tains only specific types of constraints, all equations used in
the MSMP algorithm for the Boolean WCSP can be simpli-
fied for the MW VC problem. Here, we use an approach sim-
ilar to (Xu, Kumar, and Koenig 2017) to derive these simpli-
fied message update equations. For notational convenience,
we omit the normalization constants in the following deriva-
tion.

For an MWVC problem instance P on a graph G =
(V, E,w), we associate a variable X; € {0,1} with each
vertex ¢ € V. X, represents the presence of ¢ in the to-be-
determined MWVC. P has two types of constraints:

» Unary weighted constraints: A unary weighted constraint
corresponds to a vertex in G. We use C; to denote the
unary weighted constraint that corresponds to the vertex
1. C; therefore has only one variable X; in its scope. In
the weighted constraint C}, the tuple in which X; = 1 has
weight w; > 0 and the other tuple has weight zero. This
type of weighted constraint represents the minimization
objective of the MWVC problem. Formally, we have

B, (Xi) = {0 if X;=0" ©

* Binary weighted constraints: A binary weighted con-
straint corresponds to an edge in G. We use Cj; to de-
note the binary weighted constraint that corresponds to
the edge {i,7}. C;; has two variable X; and X; in its
scope. The tuple where X; = X; = 0 has weight in-
finity, and the other tuples have weight zero. This type
of constraint represents the requirement that at least one
endpoint vertex must be in the MW VC for each edge. For-
mally, we have

+00 if X;,=X.=0
Eo (X;, X)) = ’ J .
€y (Xis X;) {O if otherwise ™
We build the factor graph G'p for P. Then, we have
OC\{X;} =0 ()
IC;i; \{Xi} = {X;}. )



By plugging Equations (6) and (8) into Equation (2), we
have

~(t) N Ww; if $i=1
Vei-x; (zs) = {O if 2 =0 (10)

for all C;. Note that we do not need Equation (1) for C; here
since it has only one variable and thus the message passed
to it does not affect the final solution.

By plugging Equations (7), (9) and (10) into Equations (1)
and (2) along with the fact that there exist only unary and
binary constraints, we have

~(t—1
Woo,W= > PR O] +w ap
CEedX\{C;,Cis}
~(t—1
oo, 0= 3 7E5R(0) (12)
CedX\{C;,Ci;}
76, () = min Ao, (0) (13)
7 e (0) =1 o (1) (14)

for all edges {i,j}. By plugging Equations (11) and (12)
into Equations (13) and (14), we have

L (t . L (t—1
V(c,-,)j—>Xi(1) = bé]%nl} { Z [V(c—»)(j(b)]
' CedX;\{C;,Ci;}
+ wj - b}

(15)

~ ~(t—1
Vgi)j_)xi (0) = Z |:Vg—>))(j (1)} +w;  (16)
CedX;\{C;,Ci;}

for all edges {i, j}, where ;) _,y (b) for both b € {0,1}
are the two real numbers of the message that is passed from
the edge {i,j} to the vertex i. Since each edge has exactly
two endpoint vertices, the message from an edge to one of
its endpoint vertices can be viewed as a message from the
other endpoint vertex to it. In addition, since we always nor-
malize the messages during message passing (we omit the
normalization constants in the equations above) by subtract-

ing a number such that minye 0,1} {ﬂggj_)xi (b)} = 0, and
ﬁg?j _x, (1) < ﬁ(c?j _x,(0) always holds, we only need to
pass one number between adjacent vertices instead of two.

Formally, we define the message from vertex ¢ to vertex j in
the t™ iteration as

Vj('t—)m' = ﬁ(cfi)]‘*}Xi (0) - ﬁgi)]‘*)Xi(l)7 (17)

for edge {i,j}. By plugging Equations (15) and (16) into
Equation (17), we have the message update rules rewritten

in the form of messages between vertices in G as

t A(t—1
S Y )]
CEaX]\{Cj ,C,‘,j}

— min Z [ﬁg;l))g (O)} )

CedX;\{C;,Ci;}

~(t—1
> PR W]
CedX;\{C;,Ci;}

= max

>[I0 -5k o) ,0}

CeoX;\{C;,Ci;}

= max { w;j — Z I/]S:t_:;), 0
keN(5)\i
(18)
for edges {4, j}, where N(j) is the set of neighboring ver-
tices of j in GG. Equation (18) is the message update rule of
the MSMP algorithm adapted to the MWVC problem.
Using Equations (5) and (18), the decision of whether or
not to include vertex ¢ in the MWVC is made by calculating

Ex,(X;=0)—-Ex,(X;=1)

= D teax (0= 3 v ()

CedX; Cceox;
= Y [re,-x(0) —to,mx (D] —w; (19
Cijeaxi
= Z Vji — Wi
JEN(D)

Equation (19) suggests that vertex ¢ is in the MWVC if
w; 2 jeN(i) Vi—is vertex i is not in the MWVC if

Wi > Y ien(iy Vi—i- The case of w; = > .y Vimsis
however, is often extremely rare for many vertex weight
distributions and can always be avoided in practice by per-
turbing the weights. Here, for theoretical analysis, we will
select such a vertex ¢ into the MWVC with probability %
Equation (18) is reduced to WP for the MVC problem if
Vi e V :w; =1 (Weigt and Zhou 2006).

Here we argue by contradiction that the MSMP algorithm
for the MWVC problem always outputs a VC if it converges.
We assume that neither of the two adjacent vertices ¢ and j
is selected in the MWVC. Then, we have

Vi + Vo < w; (20
Viyj + Vi < wj, (21)
where v_y; ZkeN(i)\j Vk—i and v, =
Y oke N()\i Vk—i- These two equations also imply that,

Equation (18) for v;_,; and v;_,; can have the max operator
removed. Then, we have

Vjsi = W5 — Vs (22)

Viyj = Wi — Voyge (23)



By plugging Equations (22) and (23) into Equations (20)
and (21), we have

Wi — Vo + Ve < W; (24)
Wi — Ve + Vyj < Wj- (25)

Adding these two equations, we have w; + w; < w; + wy,
which is a contradiction.

The Probability Distribution of The Messages

We assume that the MWVC problem is posed on an in-
finitely large random graph that is generated according to
a given random graph model. We assume that, upon conver-
gence of the MSMP algorithm, the probability distribution
of a message depends only on the weight of its sender. We
use f(v;—;;w;) to denote the probability density function
by which a vertex i with weight w; sends the message v;_, ;
to its adjacent vertex j. f(v;—;;w;) can be calculated ac-
cording to the joint probability distribution of the messages
from all the adjacent vertices of ¢ excluding j. Here, we use
our approach for analyzing the behavior of the MSMP algo-
rithm on graphs with a single loop (each vertex has exactly
two adjacent vertices) with vertex weight distribution g(w).
For all w; > 0, the cumulative probability function of v;_,;
has the form

F(visgwi) = Oissj) P(0;w;) + Fp (Vi s wy)

+ O(Vinj — w;) P(wis w;), 20

where P(0;w;) and P(w;;w;) are the probabilities of
vi; = 0and v;,; = w;, respectively; F, (vi—;;w;) is
assumed to be, with respect to v;_, ;, smooth in the interval
(0, w;) and constant in (—oo, 0] and [w;, +00); and O(-) is
a step function

o=,

Here, the first and third terms of Equation (26) are used to
capture the step function-like behavior of the messages as
evident in Equation (18) due to the effect of the max opera-
tor. By taking the derivative of F'(v;_,;;w;) with respect to
Vi, we have the probability density function of v;_,; of
the form

fWissjiwi) = 8(vins ) P(0;w;) + frn (Vimsj; w;)
+ 0(Viesj — wi) P(wis wy),

if >0

27
if z<0. @7)

(28)

where fo, (Vi ;w;) = OFy (Vi j;w;)/0vij, and 6(+) is
a delta function defined to satisfy

V¥ function ¢(-),Va < b :
b
| asawite) = {4

We note that, based on the assumption on Fm(wﬁj; w;),
fm(Vissj;w;) is, with respect to v;_, j, a smooth function in
the interval (0, w;) and O elsewhere.

We now find the expressions for P(0;w;), fm (Vi j; w;i),
and P(w;;w;). Equation (18) implies

V{Z,j} SO Vi—yj < w;. (30)

ifb>0Aa<0 (29)
otherwise '

Also, upon convergence, Equation (18) becomes

w; if Vi—i = 0
Vij = Wi — Vg—sg if 0 <y <w; (31)
0 if vy > wy,

where vertex k vertex is adjacent to vertex i.

We first consider fo, (v ;; w;). Since fo, (Vi j;w;) =0
for v;—,; < 0 and v;,; > w;, we focus on the range
0 < v;; < w;. This condition corresponds to the second
case of Equation (31), i.e., vx—; = w; — v;;. The proba-
bility density with which vertex k with weight ranging from
wy, to wy, + dwy, sends the message vy, = w; — Vi  is
dwy g(wk) f(w; — vi—;;wg). Taking the integral over the
weight distribution, we obtain

+oo

Fm (Vi3 wi) :/

(wi—visj)~
/
(w

i~ Visj)

dwy g(wr) f(w; — vij; wy)
dwy, g(wy)d(w; — vi—;)P(0;wy)
+o0
+/ dwy, g(wi) fr (Wi — Viesj; wi)
Wi—Vi—j

+oo
+ / duwy, g(wi)5(w; — vis; — w)P(wy; wy)
(wi—vi—j )~
’ (32)

for 0 < v;_,; < w;, where the lower integration limit is im-
posed by Equation (30), i.e., wi > Vp—; = w; — V4, and
(wi—vs ;) is short for lim,_, o+ f(wifViﬂj)ff. The first
term vanishes, since in the Delta function, w; — v;_,; > 0.
In order to analyze P(0;w;), which corresponds to the
third case of Equation (31), we assume that v_,; > w;.
This inequality imposes the condition wjy > w;; other-
wise, Equation (30) would prohibit the vertex k from send-
ing a message such that v;_,; > w;. Given such wy, the
probability with which the vertex k with weight ranging
from wy to wy + dwy sends the message vi—; ( > w;)
is dwy, g(wg) f;j}f dvg—s; f(Vk—i; wg). Taking the integral
over the weight dlistribution, we obtain

+oo W
P(0;w;) 2/ dwkg(wk)/7 dvi—i f(Ve—i; wi)

+o0 Wi
=/ dwy, g(wy,) 7duk_>i5(uk_>i)P(O;wk)

w;

+o0 W
+/7 dwk!](“ﬁc)/f Avi—i frn (Vk—i; W)

i Uy

+oo Wi
+/7 d'wkg(wk)/i dvi—s §(Vp—i — wi) P(wi; w).
(33)

As for P(w;;w;), we consider the first case of Equa-
tion (31), i.e., vx—; = 0. The probability with which vertex
k vertex with weight ranging from wy, to wg + dwy sends
the message 0 is dwy, g(wy ) P(0; wy,). Therefore, P(w;; w;)



is
“+o0
P(w;; w;) Z/ dwy, g(wy) P(0; wy,). (34)

The problem is then to solve the integral equations (Equa-
tions (32) to (34)) given a specific weight distribution g(w)
and under the normalization condition of f(v;_,;;w;), i.e.,

/7 dvissj f(Visjsw;)

w;
= P(0;w;) +/ dvisj fom (Viesj; wi) + Pws; w;)
0

=1
(35)

Constant Positive Weights

We first consider constant positive weights, i.e., Vi,j € V :
w; = w;. Without loss of generality, we assume that all
weights equal 1. Then we have

g(w) = 6w — 1), (36)
Plugging Equation (36) into Equations (32) to (34) leads to
fm(Vi—>j§ wi) = f(wi — Visjs 1) (37

1
P@w0=@ﬂ—w0/Ld%ﬂf@mmD (38)

Plwgw) = P(0;1). (39)

Multiplying ¢g(w;)dw; and integrating over (0,4o00) on
both sides of these equations, we have

fm(l/i—>j; 1) = fm(l — Visj; 1) (40)
P(0;1) = P(1;1). @41)

Since all messages are initialized to 0, Equation (18) implies
that each message can only be O or 1. Therefore, the solution
to Equations (40) and (41) is
1
fving; 1) = 5 [6(Viesj —
This equation shows that each message has a probability of
% to be equal to 0 and 1, respectively. Therefore, the total

weight w; of all incoming messages to a vertex has the prob-
ability

1) +06(vis; —0)].  (42)

iv Wy =0
Pri(we) = %7 wy=1 (43)
i, Wt =2

Combined with the fact that all vertices have constant weight
1, we have the expected total weight of the MWVC being
N/2, where N is the number of vertices. This result matches
the expectation that a minimum of N/2 vertices are required
to cover all edges in a loop.

Uniformly Distributed Weights

We now consider the case of uniformly distributed weights
over the interval [0, wy), i.e.,

9(w) = —O(w)O(uwy — w), (44)

Wo

where wy > 0 is a parameter of this distribution. Substitut-
ing Equation (44) into Equations (32) to (34) results in, for
0 < w; < wo,

1 wo
MW%W:*/

dwk fm(w
wo

i — Visjs wk)
Wi—Vij

1
+ —P(ws;w;) for 0 <y <w;
Wo

(45)
1 wo Wk
P(0;w;) = IO/— dwk/f dvg i [(Vkosi; wy)
k3 K3 (46)
1 wo
P(wi;w;) = —/ dwy, P(0; wy), 47)
Wo —
where we implicitly used P(w;; w;) = P(w; — vi—j;w; —

v;—;) when deriving Equation (45), since according to
Equation (47), P(w;;w;) is a constant. To solve Equa-
tion (45), we start by recognizing that f,,(;_,;;w;) only
depends on w; —v; ;. Letting y = w; — v, fm (Viesj; w;i)
is a function of y (denoted by h(y)). Equation (45) can be
written as

1 [we 1
h(y) = — dwy, h(wy — y) + —P(wi; w;)
Wo Jy Wo
_ (48)
1 wo—y 1
= — dz h(z) + — P(w;; w;),
wo 0 wo

where a change of variable, z = wj; — y, is made in the
last line. Taking the derivative with respect to y and noting
that P(w;; w;) is independent of y (from Equation (47)), we
obtain

1
h'(y) = —;Oh(wo -y), (49)

which is a linear idempotent differential equation (Falbo
2003). Its solution is

1 1
h(y) = hg (cos (50 - 2) — sin (130 - 2)) ,  (50)

where hg is a constant to be determined. By plugging the
definition of y into Equation (50), we have the solution to
Equation (45):

Jm (Wiesji wi) =ho [cos (wl Y )
w;

0

. (wi_l/i%j 1)]
—sin [ ———— — — ) |.
wWo 2

P(w;,w;) can be found by plugging the solution to h(y)
(from Equation (50)) into Equation (48):

P(w;;w;) = howo (cos (;) — sin (;)) . (52)

We can now solve Equation (46). Substituting f(vg—;; wi)
using Equation (28), we expand Equation (46) as

P(0;w;) = / dwk/ Avi—si fo (Ve—i; W)
(53)

(S

+7/ dka(wk,wk).
wWo w;



Plugging in Equations (51) and (52), the solution to Equa-
tion (53) is given by

In order to determine hg, we use the normalization prop-
erty of a probability distribution. Solving Equation (35) by
substituting Equations (51), (52) and (54) fixes hg to

1
wo (cos (3) +sin (3))
Substituting Equation (55) into Equations (51), (52) and (54)
leads to

ooy 1 Wi — Vi
fm(visjiwi) = — | cos | ————
Wo Wo
. Wi — Visj
—asin | ———
Wo

P(0;w;) =1 — acos <w> — sin <w> (57)
wWo wWo

ho =

(55)

(56)

P(wi;w;) = a (58)
. l—tan(%) -
where o = 71““(%) ~ 0.293.

With f(v;—;;w;) expressed in closed form, we can cal-
culate quantities such as the average weight contribution per
vertex w to the total weight of an MWVC. In the case of a
finite graph, w corresponds to the total weight of MWVC
divided by the number of vertices. For a loop of infinite size,
a given vertex of weight w; is included in an MWVC iff
w; < Vj_i+Vp_s; (Weignore the case of w; = vj_; +vp_ss
since it has zero probability to occur), where vertices k and
7 are adjacent to vertex ¢ vertex. Integrating over the weight
distributions for w; and wy, and over the probability density
for v;_,; and vj,_,;, we obtain

+oo +oo
o= [ duygw) [ dwngtun)
(

wj Wk
X dvj i f(vjoiswy)
0- 0-

VjsitVi—i
X / dw; wig(w;),

dvi—i f(Ve—i; wi)

(59)
For the uniform distribution of the weights (Equations (56)
to (58)), we have
1+sin(1) — 2cos(1)
2+ 2sin(1)

w = wo ~= 0.2066wy. (60)
Numerical Experiments

In this section, we verify our analysis of the MSMP algo-
rithm for the MWVC problem on a loop. Since the MSMP

Algorithm 1: LoopMWVC finds the total weight of an
MWVC of a loop.

1 Function LoopMWvC (W)
Input: W: An array of weights of vertices in a loop.
Output: The total weight of an MWVC of the loop.

2 N = |W]|;

3 | if N € {0,1} then return 0;

4 if N = 2 then return min{W0], W[1]};

5 if N = 3 thenreturn ) . w — max,cw w;

6 wy = W[N — 1] + PathMwvC(WI0 : N — 2]);

7 wy = W[0] + W[N — 2] + PathMwvC(W][1 :
N -3));

8 return min{w, wa};

9 Function PathMWVC (W)
Input: W: An array of weights of vertices in a path.
Output: The total weight of an MW VC of the path.
10 N = |W|;
11 opt := an empty array of length N + 1;
12 opt[0] == 0, opt[1] :== 0;
13 for i < 2to N do
14 opt[i] ==

L min{W[i—1]+opt[i—1], W[i—2]+opt[i—2]};
15 return opt[N];

algorithm is known to produce optimal solutions for trees,
our study of its behavior on loops is a fundamental step to-
wards understanding the general case. We conducted the fol-
lowing experiment to verify our analysis on loops with uni-
formly distributed weights. The parameters used were the
maximum weight wg and the loop length N. Without loss of
generality, we fixed the value of wy to 1, so that according to
Equation (60), the expected average weight contribution per
vertex is w ~ 0.2066 asymptotically. We varied [NV exponen-
tially from 20 to 10° to generate 16 values of N within this
range. For each value of NV, we generated 50 loops of size
N with uniformly distributed weights. For each loop, we
computed the total weight of an MWVC using the MSMP
algorithm and divided it by IV to obtain w. We also com-
puted w of these loops using a simple linear-time dynamic
programming-based approach (Algorithm 1).

Figure 2 shows the results of the numerical experiments.
As the size of the loop increases, the actual average sizes of
the MWV Cs become closer to those predicted by the analyt-
ical results. This observation seems to demonstrate that our
analytical framework works well, at least on loops. In our
experiments (as well as in the analytical solution in section
“Constant Positive Weights”), we also observed that, upon
convergence, the MSMP algorithm always produces optimal
solutions asymptotically. This seems to support the conjec-
ture that, the MSMP algorithm for the MWVC problem on
general loopy graphs may be effective, as long as it con-
verges. Indeed, it has been shown that it is beneficial to first
convert a WCSP instance to an MWVC problem instance
using the concept of the constraint composite graph (Xu,
Kumar, and Koenig 2017). In particular, the effectiveness
of the MSMP algorithm can be significantly improved on
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Figure 2: Shows the average weight contribution per vertex
w of an MWVC for loops of different sizes and with weights
uniformly distributed over the interval [0, 1]. The black solid
line indicates the asymptotic value of w as N tends to infin-
ity, predicted by the analytical study (Equation (60)). The
blue triangles represent the values of w estimated by the
MSMP algorithm, and the blue solid vertical bars indicate
the standard deviation over 50 problem instances of the same
size. The red circles indicate the true values of w computed
by dynamic programming (Algorithm 1), and the red dashed
vertical bars show the standard deviation over 50 problem
instances of the same size. For visual clarity, the horizontal
positions of the blue triangles are slightly shifted to the right
of the corresponding red circles in the plot.

the MWVC problem reformulation of the WCSP; and (Xu,
Kumar, and Koenig 2017) demonstrates this effectiveness
empirically. In this paper, we support the same general strat-
egy of first reformulating a given combinatorial optimization
problem as the MW VC problem; but we do this by creating
a strong analytical framework for understanding the MSMP
algorithm.

Conclusions and Future Work

In this paper, we developed the MSMP algorithm for the
MWVC problem and studied its effectiveness. We showed
that this algorithm generalizes the WP algorithm known for
the MVC problem. While the MSMP algorithm is analyt-
ically well studied on trees, we took the first fundamental
step to build a systematic analytical framework towards un-
derstanding its behavior on general graphs. We analytically
derived the total weight of an MWVC of infinite loops with
constant and uniformly distributed weights on vertices. We
showed that in both cases, our analytical results matched
those of theoretical expectations and experiments, respec-
tively. Our contributions support the general strategy of us-
ing the MSMP algorithm on the MW VC problem reformula-
tion of a given combinatorial optimization problem (instead
of directly on it). In particular, we created a strong analytical
framework for understanding the MSMP algorithm on the
MWVC problem and consequently on all combinatorial op-
timization problems that can be reformulated as the MWVC
problem.
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