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ABSTRACT

Being familiar with the source code of a program comprises knowl-

edge about its purpose, structure, and details. Consequently, famil-

iarity is an important factor in many contexts of software develop-

ment, especially for maintenance and program comprehension. As

a result, familiarity is considered to some extent in many different

approaches, for example, to model costs or to identify experts. Still,

all approaches we are aware of require a manual assessment of

familiarity and empirical analyses of forgetting in software devel-

opment are missing. In this paper, we address this issue with an

empirical study that we conducted with 60 open-source developers.

We used a survey to receive information on the developers’ famil-

iarity and analyze the responses based on data we extract from their

used version control systems. The results show that forgetting is an

important factor when considering familiarity and program com-

prehension of developers. We find that a forgetting curve is partly

applicable for software development, investigate three factors – the

number of edits, ratio of owned code, and tracking behavior – that

can impact familiarity with code, and derive a general memory

strength for our participants. Our findings can be used to scope ap-

proaches that have to consider familiarity and they provide insights

into forgetting in the context of software development.
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1 INTRODUCTION

Developers’ familiarity (or expertise) with a project’s context –

comprising programs and colleagues – is an essential factor for

many aspects of software engineering, such as, team and task per-

formance [16, 29, 37], knowledge sharing [37, 54, 67], and tool

acceptance [17, 37, 54]. Considering the software itself, familiar-

ity influences how fast and reliable developers can comprehend,

enhance, and maintain a program, for instance, to locate and fix

bugs or for reengineering [7, 55, 60, 62]. Consequently, software
familiarity, comprising the knowledge on a programs’ source code,

design, and usage, facilitates maintenance tasks [2, 66]. Especially

as maintaining software is the main cost driver in software devel-

opment [8, 12, 23, 61, 64], comprehending and familiarizing with a

program is essential [60]. For this reason, familiarity is considered

as an important factor in many cost estimation approaches [1, 9–

11, 38] and identifying experts for a piece of code receives much

attention [19, 46–48].

While team familiarity has been investigated extensively [28, 29,

43, 52], less research focuses on analyzing software familiarity. The

main issue in this context are developers forgetting details about

their source code, complicating software development and main-

tenance [33, 39, 66]. To address this issue, approaches on program
comprehension aim to support developers in regaining their famil-

iarity. Several approaches, such as, clean code guidelines [44] or

suitable identifier names [27, 41, 65], have been analyzed and pro-

posed to improve the comprehension of source code [57]. However,

at this point familiarity must already be regained [4, 34]. Assessing

how familiar a developer still is with the source code is essential,

for example, to assign tasks, to identify experts, or, consequently,

to reduce and estimate costs.

In this paper, we propose to adopt forgetting curves [4, 32, 50]

from the psychological domain for software engineering. For this

purpose, we utilize the forgetting curve proposed by Ebbinghaus

[15] and test its applicability for software engineering. Thus, the

main focus of our work is an empirical study that we conducted
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with 60 open-source developers from 10 GitHub projects. They

participated in an online survey in which they, for example, ap-

proximated their own familiarity with a specific file. Based on their

responses and data from their commits, we investigate three fac-

tors – namely, the number of repeated edits, ratio of own code,

and tracking behavior – that may affect their familiarity, derive an

average memory strength, and test the aforementioned forgetting

curve. Our findings help to understand how developers forget de-

tails about their source code and how to estimate their remaining

familiarity. The results can support many approaches in software

engineering, for example, to allocate developers to tasks they are

most efficient on, to identify experts, and to search for knowledge

gaps in a project. Moreover, reliable familiarity estimations can

improve the accuracy of cost models. In detail, we contribute the

following in this paper:

• We report an empirical study that we conducted as an online

survey. Based on 60 responses with open source developers,

we investigate the importance of repetition, ratio of own

code, and code tracking on their familiarity. The results indi-

cate moderate to strong correlations for the first two factors.

Surprisingly, we find no correlation between familiarity and

tracking for our participants.

• We identify an average memory strength for our participants

as a crucial factor to approximate forgetting.While this value

needs to be refined in the future, it provides hints at how

fast developers may forget their code and on the reliability

of self-assessments. Also, researchers and practitioners can

use this value as baseline for further research.

• We test if Ebbinghaus’ [15] forgetting curve is applicable in

software engineering. For this purpose, we analyze which

of the investigated factors distort the standard course of

the curve. The results show that different factors need to

be considered before the forgetting curve can be fully ap-

plied. Nonetheless, if these factors are not effective, the curve

actually fits well to the responses of our participants.

Overall, we aim at analyzing the effects of forgetting to derive ap-

proaches to automatically measure or improve software familiarity

in future research.

2 BACKGROUND

In this section, we introduce background information on famil-
iarity and forgetting curves. Both concepts are essential for the

understanding of this paper.

2.1 Familiarity

Familiarity comprises knowledge persons gain on different aspects

of their daily work and about their team members. Over time, they

become familiar with their domain and each other, improving in-

teractions, implementing a knowledge base, and supporting the

identification of expertise [50, 52]. Thus, studies show positive ef-

fects of familiarity on, for example, team performance in flight

simulations, problem solving, and several other tasks [16, 42, 43].

In software development, this familiarity focuses on a specific

program and the developing team. While it is an important fac-

tor, we are not aware of detailed analyses and measurements of a

developer’s familiarity with a program. For example, Boehm et al.
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Figure 1: Forgetting curves of Ebbinghaus [15] for memory

strengths (s) of 1, 2, and 3.

[10] introduce a scale to measure unfamiliarity for cost estimations

with the COCOMO II model and its extensions [5, 11]. The pro-

posed scale ranges from 0 to 1, representing completely familiar
and completely unfamiliar, respectively. Still, the actual value must

be judged by a user.

In the context of this work, we are focusing on a developer’s

familiarity with a program. This software familiarity is the result

of studying and working with a program, leading to knowledge

about the purpose, usage, and structure, for example of a file. We

are aware that several terms exist that are closely related, used

synonymously, and sometimes may be interpreted in the same way,

for instance, comprehension, knowledge, learning, expertise, or

experience. However, we rely on the term familiarity in this paper,

as it subsumes such meanings.

2.2 Forgetting

Familiarity is no consistent state: It can be gained but also fades over

time. The main reason for becoming unfamiliar with a program is

that we forget details about it. Consequently, over time developers

become less familiar with their code and need more effort to regain

the necessary familiarity to work on it. This forgetting process

basically represents the opposite and, thus, is strongly connected

to learning [32, 50]. In psychology, different forgetting models and

curves exist [32, 50]. We rely on the forgetting curve described

by Ebbinghaus [15]. While it is rather old, studies show that it can

be replicated and performs similar to other curves [4, 49]. In the

context of this work, the remaining memory calculated with this

curve represents the developers’ familiarity.

Ebbinghaus [15] describes an exponential nature of forgetting,

as we display in Equation 1.

R = e−
t

s (1)
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Here, R represents the resulting memory retention rate. The relative

memory strength of the considered subject is defined by s and t

is the time (in days) between studying an artifact and testing the

subject’s memory. To exemplify this function, we display curves

for three different memory strengths in Figure 1. As we can see, a

higher memory strength results in a slower retention rate, meaning

that the familiarity remains for a longer time. For example, with

a memory strength of s = 1 (solid red line in Figure 1), after the

first day only 37% of the familiarity remains. In contrast, a memory

strength of s = 3 (dotted black line in Figure 1) indicates that the

same value is reached only after three days. This memory strength

is individual for each person and depends on several factors, such

as, learning effects and the considered artifact.

3 PROBLEM STATEMENT

In several scientific and industrial domains it is essential to consider

the familiarity of software developers with the code they work

on. There are multiple factors that influence how fast developers

forget and, thus, loose familiarity with a program. Consider the

following example with two developers, A and B: At first, developer

A implements a file and at the point of creation is most likely

completely familiar with it. However, when he stops working on the

file for some time, his familiarity decreases, potentially resembling

a forgetting curve by Ebbinghaus [15], as we depict in Figure 1.

Additionally, developer B changes the file, for example, to add new

functions or remove bugs. Here, two other factors besides forgetting

apply: Developer B has to understand the existing code at least far

enough to change it and, thus, gains familiarity. He could even

gain 100% familiarity if he would investigate every detail of the file.

In contrast, the familiarity of developer A is negatively affected

because he also has to analyze the new implementation at some

point. Any further change results in the same effects and in one

developer loosing familiarity while the other may gain it.

This example raises several questions regarding the impact of

code changes on a developer‘s familiarity, for example: Is a forget-
ting curve appropriate for software developers? How fast do software
developers actually forget their source code? Do repeated commits
improve the memory strength? How do changes of other developers im-
pact familiarity? How many changes of others do developers analyze?
Which other tasks, such as, reviewing or testing, affect familiarity?
In this work, we focus on a subset of these questions. Namely, we

investigate the applicability of Ebbinghaus’ [15] forgetting curve

on software developers, their average memory strength, and if rep-

etitions, the ratio of own code, or observing others’ changes on

own files affect familiarity. Despite our focus on these factors, all

stated questions are important future work. The resulting findings

can be used to derive approaches for measuring familiarity and to

improve our understating of software engineering activities.

To this end, we derive the following three scenarios that affect

familiarity based on our example:

Sc1 Forget: Over time, developers lose knowledge and become less

familiar with source code they worked on. Thus, they cannot

recall all details anymore and need time to regain familiarity.

Sc2 Gain: Developers who edit source code, for instance, by adding,
modifying, or removing lines, aim to understand already ex-

isting code in addition to their newly written code. Thus, they

gain or regain familiarity, due to analyzing existing source code,

either someone else’s or their own.

Sc3 Unaware: If another developer edits source code, the original
author is unlikely to review the modifications until it is neces-

sary. For this reason, the familiarity of a developer decreases

with any edit another one applies, due to his unawareness of

the modification.

In the remaining paper, we refer to these scenarios to describe

which aspects of familiarity we address with our analysis.

4 SURVEY DESIGN

To address the aforementioned questions, we conducted an online

survey. In this section, we describe our research questions, survey
setup, and subjects.

4.1 Research Questions

The goal of our survey is to provide insights into software famil-

iarity and especially on factors that preserve it. Thus, we aim to

answer the following research questions:

RQ1 Do the factors repetition, ratio of own code, or change

tracking affect a developer’s familiarity?

There are many factors that can affect a developer’s famil-

iarity, of which we investigate three: Firstly, we hypothesize

that repeatedly working on the same code refreshes famil-

iarity (Sc2) and improves capabilities to remember details,

due to learning effects (Sc1). Based on the results of Glenberg

[21], we expect a monotonically rising dependency. Secondly,

developers should also be more familiar with a file if they

wrote a larger ratio of it (Sc3). Finally, we analyze whether
our participants track changes (Sc3) of other developers on
their files and if this affects their familiarity. Answering this

research question will contribute empirical findings regarding

the influence of these factors on software familiarity.

RQ2 What is the average memory strength of a developer

regarding the source code?

As we described in Section 2, the memory strength is nec-

essary to estimate how fast forgetting proceeds (Sc1). Thus,
our results help to approximate how long developers remem-

ber code, supporting corresponding estimations. We remark

that this factor is heavily impacted by individuals’ charac-

teristics and can also be trained. Consequently, there can be

considerable outliers for a specific developer.

RQ3 Is Ebinghaus’ forgetting curve applicable for software

developers?

In the end, we aim to assess the applicability of Ebbinghaus’

[15] forgetting curve in software development. For this pur-

pose, we compare the self-evaluations of our participants

with computed values. The outcome helps to design further

research, for example, to automatically measure familiarity

or improve approaches that are based on it.

Overall, answering these questions helps research and industry

alike to analyze, understand, and improve software development.

Our findings support many research areas, such as, cost estimation,

knowledge management, teaching programming, expert identifica-

tion, and reengineering.
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4.2 Survey Setup

For the general setup of our study, we decided to perform an on-

line survey. As an introducing part of the survey we provided the

following short introduction of familiarity to avoid confusion on

this term:

Software familiarity – generally known as a result of study or

experience. If familiar, you know: The purpose of a file, its usage

across the project, and its structure or programming patterns.

We asked to insert the GitHub username or mail address to prevent

multiple responses from the same developer and to track their

commits. Furthermore, all developers had to specify one file of their

project they had been working with. Here, we especially asked

them not to check this file before participating. We used several

questions, of which the following are of interest for this work.

Howwell do you know the content of the file? For this ques-

tion, the developers have to assess how familiar they are with the

file they specified before. Here, they can rate their familiarity on a

Likert scale from 1 (i.e., barely the purpose) to 9 (i.e., purpose, us-

age, and structure), which represents percentages. We do not allow

a rating of 0 as the developer of a file should have at least some

knowledge about it. Furthermore, we assume that participants do

not know all details (e.g., each line) of the code even if they devel-

oped it and, thus, we do not allow a 10. We use the answers for all

our research questions, as they provide the basis for our analysis.

After howmanydays do you only remember the structure

and purpose of a file, but have forgotten the details? In this

case, the participants have to estimate after how many days they

would still have a remaining familiarity of 5 (i.e., its purpose and

usage). While this is a challenging estimation, we use the answers

to validate our calculations for the second research question.

Howwell do you track changes other developers make on

your files? This question addresses our first research question. We

can extract values for repetitions based on commits and the ratio of

own code based on a file’s history. In contrast, we have to personally

ask our participants whether they track changes that others do on

their files. To this end, we use a Likert scale ranging from 0 (i.e., no

tracking at all) to 10 (i.e., analyzing each change).

How many lines of code does the file contain?We ask this

question to validate whether the participants remember the correct

file or are just too unfamiliar with it. Here, we exclude responses

with a high error rate, as we describe in the next section.

When was the last date you edited the file? Again, we use

this question to validate the participants’ responses. A high de-

viation from the real date of the last edit may indicate missing

motivation or a wrong file being remembered. Thus, we also ex-

clude such responses from our analysis.

4.3 Subjects

As we aimed to use data from version control systems to answer

our research questions, we considered the ten GitHub projects we

display in Table 1. We varied our selection to consider different de-

velopment approaches and to increase the response rate, wherefore

we included projects with different attributes: Firstly, we searched

for actively developed and popular projects from which we invited

all developers that edited a file in 2016. Secondly, we varied the

Table 1: Projects considered for the survey.

Project Language
Developers

Inv. Resp. Incl.

aframe JavaScript 43 5 4

angular.js JavaScript 75 8 7

astropy Python 41 13 7

ember.js JavaScript 75 5 3

FeatureIDE Java 10 4 4

ipython Python 33 3 3

odoo Python 135 15 10

react JavaScript 153 4 4

serverless JavaScript 89 12 11

sympy Python 68 9 7

Overall 722 78 60

Inv:: Invited; Resp.: Responded; Incl.: Included

programming language and team size to consider different devel-

opment styles. Finally, we considered some scientific projects, for

example astropy, as research shows that response rates for these

are higher [14]. Each active developer received a mail containing a

link to our survey.

To consider the quality of responses, we define the following

exclusion criteria:

(1) Participant did not edit the selected file: As we do not ask

the participants to specify a file they committed to – but

with which they worked – 4 of them picked one they did not

commit to. As we cannot extract any information from the

commits, we remove these responses.

(2) Last edit was more than a year ago: We especially ask the

participants to specify a file they worked on in 2016. Still, 9

of them picked one that they edited only before. We exclude

these responses.

(3) High deviation: We also exclude responses where answers

to the last two questions deviate by more than 100% (75%

considering the lower bound for lines of code) from the real

value. In 5 cases this appears for the date of the last edit

(measured in days) and in 9 other cases for the lines of code.

As we show in Table 1 (the delta between responded and included),

we exclude 18 responses, often due to multiple criteria. Still, 60

responses remain valid and provide the basis for our analysis.

5 RESULTS

In this section, we describe for each research question the results

of our survey and discuss the corresponding implications. We dis-

play an overview of our data in Table 2.1 Here, we show all values

grouped by the subjective familiarity (SF) that each participant

estimated. Furthermore, we show the number of commits that were

done by the participant (#C) as well as the number of participants

(#P) that responded with this combination of familiarity and com-

mits. We remark, that the commits actually refer to distinct days

on which the participant submitted at least one commit. Otherwise,

we would, for example, consider multiple small commits of one

developer more important than a larger one by another. This way,

we aim to neglect this effect. In addition, the number of participants

1All responses (anonymous): https://bitbucket.org/Jacob_Krueger/icse-2018-data
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Table 2: Subjective file familiarity (SF) assessment compared to the number of commits (#C) and time since the last commit

(∆D). The number of participants (#P) is explicit and describes how often the corresponding combination of SF and #C appears.

SF 1 2 3 4 5 6

#C 1 1 2 4 1 2 3 6 1 2 7 1 2 9 1 2 4 5 21

#P 4 8 1 1 6 2 1 1 3 1 1 2 1 1 1 1 1 1 1

∆D 206.3 146.6 317 86 70.8 169 60 184 52 159 41 58 114 25 25 23 28 23 44

SF 7 8 9

#C 1 3 4 8 27 1 2 5 6 7 9 11 15 27 3 4 16 35 37 43

#P 1 2 1 1 1 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1

∆D 10 183 43 91 100 9 15 38 96 115 30 299 137 114 41 234 55 43 34 151
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Figure 2: Familiarity of all responses related to the time

since the last commit and the number of commits (circle-

sizes represent #C). The solid blue line displays average val-

ues. The dashed red line displays the average for responses

with a single commit.

is explicit (not represented by the number of columns) and we have

between 4 and 10 participants for each familiarity level. Finally,

we provide an overview on the average days since the last commit

(∆D) based on the date on which the survey has been answered.

First, we consider Figure 2 to describe the necessity for our

research questions. Here, we display all responses by relating the

days since the last commit to the subjective familiarity. Each circle

represents one participant and the circles’ sizes the absolute number

of commits. In addition, the solid blue line illustrates the average

value for all participants, while the dashed red line illustrates the

average for those that committed only once.

If we assume that all developers have the same memory strength

and that no other factors influence how well they can remember

code, the average in Figure 2 should resemble the forgetting curve

of Ebbinghaus [15]. At the beginning, this seems to be the case, as

most participants state a high familiarity if their last commit is not

far in the past. However, around the value of 100 days since the last

commit, the average familiarity rises. We see in Figure 2 that the

responses with high familiarity at this point skew the curve.

Overall, the average does not follow the forgetting curve. Also

considering the peak at around 120 days, this implies two pos-

sibilities: Firstly, the forgetting curve is unsuitable for software

developers. Secondly, there are other factors besides the time that

influence familiarity. As the responses with a single commit (the

dashed red line in Figure 2) fit the forgetting curve better, we favor

the second option, which means that adaptations to the curve are

necessary. This matches our first and third research question, which

we investigate in the following.

5.1 Factors’ Impact on Familiarity

Regarding our first research question, we aim to identify if there

are correlations between the subjective familiarity and the three

factors repetition, ratio of own code, and tracking. We support our

investigations of each factor with two rank correlation measures:

Spearman’s Rho (rs ) and Kendall’s Tau (τ ) [18, 24, 35, 59]. Both

are used to asses monotonic dependencies between two variables

without assuming normal distribution. The results range from -1

to 1, meaning negative and positive correlation, respectively. We

apply for each measure a corresponding significance test with a

confidence interval of 0.95 – using algorithm AS 89 [6] for Spear-

man’s Rho and a tau test for Kendall’s Tau, as implemented in the

statistical programming language R [30].

Before investigating the mentioned factors, we have to test

whether the size of a file correlates to familiarity. This should not

be the case, as we – in accordance with Ebbinghaus’ [15] forgetting

curve – consider each file as a single artifact and the remaining

familiarity in percentages. The statistics show no significant corre-

lation (p > 0.2). For completeness, we still compute the effect sizes,

which are very weak for both measures (rs = 0.16 and τ = 0.11).

Thus, all results confirm our assumption that the file size does not

correlate with the stated familiarity. We summarize the significance

tests and correlation measures for all factors (including file size) at

the end of this section in Table 3.

5.1.1 Repetition. As first factor that may influence the deviation

between the theoretical forgetting curve by Ebbinghaus [15] and

the empirical average, we consider repetition. Research shows that

repetition can significantly improve memory and learning [45, 56].

In Figure 2, we see that the increase around 100 days since the
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Figure 3: Familiarity related to the number of commits. The

blue line displays average values. The circle-sizes represent

the number of participants with this combination.

last commit matches with a higher number of total commits. Fur-

thermore, we see that most responses with multiple commits are

above a familiarity of 5. Responses with fewer – mostly singular –

commits are mainly below this threshold.

We can further support this observation by displaying the aver-

age only for those responses with a single commit as the dashed

red line in Figure 2. In this case, the average actually resembles

the forgetting curve of Ebbinghaus [15]. This is reasonable as the

curve does not consider repetitions and, thus, may be appropriate

for single commits.

In Figure 3, we show the familiarity solely related to the number

of commits. Here, the circles’ sizes illustrate the number of par-

ticipants stating this combination. Again, the blue line represents

average values. We see that all responses below a familiarity of

5 have 10 or less commits. On average, the results show a rising

familiarity as the number of commits increases.

Discussion. All results indicate that repetition affects familiarity.

The average deviates from the forgetting curve at points at which

responses with multiple commits appear. This is due to these re-

sponses being mostly located in the top half of the familiarity scale,

where they should not be according to the forgetting curve. In Fig-

ure 3, this effect is emphasized even more, as only responses with

less than 10 commits in total are below this threshold. To test this,

we assume the null hypothesis that commits and familiarity are not

correlated. However, our statistics reveal a highly significant corre-

lation between the two (p < 0.001). The rank correlation measures

imply a moderate to strong positive effect (rs = 0.67 and τ = 0.55).

We therefore reject the null hypothesis in favor of assuming that

the number of commits positively affects familiarity.
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Figure 4: Familiarity related to the ratio of own code. The

blue line displays average values. The circle-sizes represent

the number of participants with this combination.

Based on the results we conclude:

The number of edits is moderately to strongly positively cor-

related with familiarity in software development.

5.1.2 Ratio of Own Code. Another factor that may impact a de-

veloper’s familiarity is the ratio of code they implement themselves.

To compute this ratio, we extract the file’s version for the day we

received the survey. Then, we account each line the participants

edited last (using git blame) to them and relate the sum to the file

size. We display the corresponding results in Figure 4. Again, the

blue line represents the average and the circle-sizes the number of

participants with this combination. The average behaves compara-

ble to the one we find for repetitions (cf. Figure 3). However, the

line is on a lower familiarity level in this case.

Discussion. The results imply a correlation between the ratio of

own code and familiarity. Still, as the average trend is not as strong

as in Figure 3 and more deviation occurs, we assume a weaker cor-

relation. This seems reasonable, as the developer has implemented

the code but can only regain familiarity based on repetitions. For

our significance tests, we assume as null hypothesis that the ratio of

code a developer implemented is not correlated to their familiarity.

The outcome indicates a highly significant correlation (p < 0.001),

wherefore we reject the null hypothesis in favor of assuming that

both parameters are related. As rank correlations, we compute

rs = 0.55 and τ = 0.42 and, thus, a positive, moderate correlation.

Based on the results we conclude:

The ratio of code implemented by developers themselves is

moderately positively correlated with their familiarity.
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Figure 5: Familiarity related to the tracking behavior. The

blue line displays average values. The circle-sizes represent

the number of participants with this combination.

5.1.3 Tracking. We asked our participants to which extent they

track changes others apply to their code. This factor could also

impact their familiarity, because tracking may indicate that they

analyze the changes and are therefore more familiar with the code.

We display the results in Figure 5. Actually, it surprises us that

many of our participants state a value of above 5. This indicates

that they are aware of the code others implement and change in

their files. Still, participants with high tracking values are almost

equally distributed above and below a familiarity of 5.

Discussion. Despite high values in the responses, we find no hint

of a correlation between tracking and familiarity in Figure 5. Due to

the deviation of responses, we assume no correlation between the

two considered parameters. We use this as our null hypothesis and

find no significant correlation (p > 0.78). Also, the rank correlation

measures of rs = 0.04 and τ = 0.02 indicate almost no dependency.

Thus, for our participants, we find no correlation between tracking

changes and familiarity.

This result poses some questions. Possible explanations may be

that developers indeed track changes but do not investigate them.

Maybe, our participants also interpreted the term tracking differ-

ently. For example, some may have seen it as actually analyzing

code, but others as just reading notifications. If they actually review

code, we would expect a correlation to the familiarity, as these activ-

ities are also a form of repetition. However, this does not seem to be

the case. Further qualitative analyses are necessary to investigate

this discrepancy.

Based on the results we conclude:

The tracking behavior of own files does not affect familiarity.

Table 3: Spearman’s Rho (rs ), Kendall’s Tau (τ ), and the cor-

responding significance (sig.) values for each factor.

Factor rs sig. τ sig.

File Size 0.162 0.218 0.11 0.236

Repetition 0.671 4.557 × 10
−9 0.546 5.175 × 10

−8

Own Code 0.553 4.57 × 10
−6 0.42 6.863 × 10

−6

Tracking 0.036 0.788 0.023 0.81

5.1.4 Summary. Overall, we find that repetitions are positively

correlated with familiarity. This is not surprising, as learning and

memorizing are improved with repetitions. Interestingly, the num-

ber of commits seems to partly outweigh time as an indicator for

the subjective familiarity. For the ratio of code implemented by a

developer, we also find a positive but weaker correlation. It seems

clear that the code developers implement themselves is more fa-

miliar to them. Still, they also become unfamiliar with this code,

reducing their familiarity if they do not repeatedly investigate it.

Considering the tracking of changes, we find no correlation.

Regarding our first research question we conclude:

Repetition as well as the ratio of own code are significantly

positively correlated with familiarity. Thus, they must be

considered in a suitable forgetting curve.

5.2 Memory Strength

Regarding our second research question, we want to identify an

average memory strength for our participants. For this purpose, we

compute the memory strength of each participant first by transpos-

ing Equation 1 into Equation 2.

s = −
t

ln(R)
(2)

Recall that t represents the days since the last commit and R is the

stated familiarity. Consequently, s indicates how fast our partici-

pants’ memory fades each day.

We compute three different distributions: Firstly, the memory

strength based on the subjective familiarity of all participants. This

value includes repetition and, thus, is biased considering the actual

forgetting rate. However, we can again verify our previous find-

ings: If repetition is significant, the median and distribution of the

memory strength should be higher than for the other two cases.

Secondly, we compute the memory strength based on the subjec-

tive familiarity of participants that committed only once. Finally,

we compute the memory strength based on the responses to the

question after how much time half of a file is forgotten. Here, the

retention rate R is 0.5, meaning that half the familiarity is lost, and

the time is the participant’s response. As this question is challeng-

ing to answer, we assume that the second value should represent

the best approximation for our participants’ memory strength.

Results. We display the computed distributions for each case

as violin plots in Figure 6. Note that we use the median instead

of the mean for our calculations in the next section, as we have

large outliers. These outliers are only partly visualized to avoid an

unreadable scaling. We also display the number of responses in

each distribution below the corresponding violin plot.
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Figure 6: Computed memory strengths based on the famil-

iarity of all 60 participants (Overall, left), of only those 27

with one commit (#E = 1, center), and based on the approxi-

mation question (R = 0.5, right).

As we expect, the memory strength based on the familiarity

of all participants is the highest with a median of 90. In addition,

the deviation in the results is the largest. For the participants with

only a single commit (#E = 1) and the approximation question, the

medians are 65 and 43, respectively. Both have considerably smaller

deviations than the first sample. While the sample with only single

commits has the smallest deviation, it also contains only 27 out of

60 responses. Regarding the approximation question, we remark

that our participants state that they forget half of their files after

30 days in the median and 40 days on average. To compute the

corresponding familiarity, we again use the median.

Discussion. For our goal of deriving a general memory strength,

we discard the overall sample as it includes repetition. However,

the higher deviation and median substantiate our previous find-

ings. Due to repetition, the computed memory strength increases,

indicating the same effects we find in Section 5.1.

Interpreting the remaining two samples is quite difficult. In the

sample #E = 1, we compute the values based on the remaining

familiarity and only for participants that committed once to a file.

Due to the smaller sample size, less deviation appears. The median

value of 65 indicates that after this number of days, developers

remember only 36.79% of the original file. After approximately 45

days, half of the knowledge is lost.

The median of 43 for the approximation sample (R = 0.5) could

represent a more complete view on the participants’ familiarity,

as we include all of them in this distribution. However, instead of

assessing only their subjective familiarity, each participant also has

to estimate a time factor. Thus, these results seem less reliable.

This analysis has to be repeated and validated in further studies.

Still, we argue that 65 can be considered as a good approximation

of the general memory strength for our participants. It is based on

less subjective assessments, includes only the appropriate subjects,

and is affected by less deviation. In addition, this memory strength

does closely correspond to the stated days – on average – after

which half of a file is forgotten (40).

Regarding our second research question we conclude:

The computed memory strengths substantiate the previous re-

sults on repetition. A median value of 65 seems to be an appro-

priate approximation of our participants’ memory strength.

5.3 The Forgetting Curve

Finally, we consider Ebbinghaus’ [15] forgetting curve to answer

our third research question. As stated before, if there are no other

factors than time, the results we show in Figure 2 should resemble

the forgetting curve. If we only consider responses with a single

commit (dashed red line), our results and the curve become more

similar. Still, our previous results show that there are factors that

influence familiarity in software engineering.

In Figure 7, we display the familiarities computedwith Equation 1

– based on the previously derived memory strengths – compared

to the subjective assessment of our participants. Ideally, one of

the curves would resemble equal values for both familiarities. We

illustrate this with the black diagonal. As we see, none of the func-

tions resembles this line completely. This is not surprising, as the

forgetting curve does not consider any other factor than time. For

instance, we find that a high number of commits indicates a high

familiarity and, for this reason, all functions drop at a certain point.

Still, as we explained before, Ebbinghaus’ [15] curve does roughly

resemble the black line if we consider the memory strength of 65

and only single commits. This is indicated by the orange line and

triangles being close to the ideal until a familiarity of 6. However,

as we determined this memory strength based on the illustrated

values, this match is not surprising.

Discussion. The results of our study indicate that the forgetting

curve of Ebbinghaus [15] is applicable in software engineering if

no other factors than time affect familiarity. In our study, most

deviation occurs due to repetition. Consequently, the curve could

be used if developers would not modify their code again. Still,

this is usually not the case and adapted approaches for software

development seem necessary. These can base on our analysis and

potentially integrate our findings into an existing forgetting curve,

for example by Ebbinghaus [15].

The results we show in Figure 7 also substantiate that the re-

sponses of the approximation question seem less reliable. Estimat-

ing two subjective values may have negatively influenced the self-

assessment of our participants. However, we cannot finally conclude

which of the curves represents reality best, as we rely on subjec-

tive self-assessments. Thus, further empirical studies are needed

to validate and consolidate the memory strength, potentially with

different measurements.

Regarding our third research question we conclude:

The forgetting curve of Ebbinghaus [15] is only applicable for

software developers if no other factors, mainly repetitions,

occur. Thus, an adaptation seems necessary.
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Figure 7: Comparison of subjective and computed familiari-

ties with different memory strengths.

6 THREATS TO VALIDITY

We are aware of several threats to validity, which we discuss based

on common classifications [13, 53, 68]. Most threats result from

combining two research areas: Psychology and computer science.

Construct Validity. The terms we used may result in misun-

derstandings and our questions may have been misinterpreted.

Especially, this could be a problem regarding that native and non-

native English speakers participated. We mitigate this threat by

using control questions, as explained in Section 4, and excluding

responses that indicate misunderstandings (e.g., proposing a file

the participant did not commit to).

Internal Validity. As we aim to measure the familiarity of de-

velopers with the source code, we find several threats to the internal

validity, due to potentially unknown or not yet considered parame-

ters. In the following, we exemplify some aspects that can affect

learning and forgetting, but are excluded from our study:

• The effect of reviewing and testing but not committing source

code is not considered, but also results in repetitions.

• Different development approaches may influence how devel-

opers remember source code or whether we consider them

correctly during our analysis.

• The degree of reuse of source code may further support

developers’ memory, due to multiple occurrences.

• Considering implemented features, development time, and
importance of source code could indicate whether developers
can remember such factors more easily.

• Some programming languages may be harder or easier to

remember than others.

Despite such factors, we intentionally used a simplistic approach

based on a prominent forgetting curve to gain insight into forgetting

in software engineering. While all the aforementioned factors can

have an impact, further investigations are necessary to analyze

these and, currently, we would have to rely on many assumptions.

Also, we argue that considering forgetting, unknown code, and

repetition are valid and important factors to this end.

Another threat to the internal validity is the used forgetting curve

of Ebbinghaus [15]. Other curves may be better suited to represent

forgetting in software engineering and may consider additional pa-

rameters. However, the curve we use is established and in a recent

study, Murre and Dros [49] replicate and validate its suitability in

an experiment. As they also show that other forgetting curves do

not heavily differ, we argue that this is not threatening our study.

Furthermore, Averell and Heathcote [4] also show that the expo-

nential nature of the forgetting curve fits best to their participants’

results. We remark that both studies origin from the psychological

domain and, thus, may not be completely transferable.

External Validity. Background factors, such as, age, gender,

education, or the motivation of open-source developers [22, 26,

63] – and our respondents in particular – may influence memory

performance. However, medical and psychological studies suggest

that memory performance is stable until middle age [51] and gender

mainly affects episodic memory [25], which is unimportant to our

study. We assume that the educational level and motivation are

relatively homogeneous in our sample. Still, as we cannot control

these factors, they remain a threat to validity.

An additional concern is the subjective nature of familiarity.

Each developer learns, understands, and forgets at a different rate,

with different factors influencing familiarity. Still, as we rely on an

accepted model for forgetting, we argue that by using medians of

the participants’ results, we obtain valid insights into forgetting in

software development.

Conclusion Validity and Reliability. Potentially the main

threat to our work are several of our questions requiring subjective

self-assessment. This could bias our conclusions in several ways,

but as we measure and compute subjective factors, we have to rely

on these assessments until we know more about such factors. In

addition, we have a comparatively small number of participants,

which may lead to statistical errors. We mitigate these threats with

our control questions – excluding implausible responses – and

by carefully deriving conclusions not only from statistical tests

– which we only use to support our arguments. Considering the

applied tests, we especially used Spearman’s Rho and Kendall’s Tau

as they do not require normal distributions or linear correlations.

Despite the discussed threats, we argue that any researcher can

repeat our study on their own. Depending on the subjects, questions,

and parameters, different results may occur. However, this is true for

most empirical studies and is not a threat to our study. Nonetheless,

we strongly encourage the research community to replicate and

extend our approach and study, as we also aim to do. For this

purpose, we provide access to an anonymous version of our results,

as we described in Section 5.

7 RELATEDWORK

There exist several related works that investigate forgetting in differ-
ent domains. Other complementary works include empirical studies
and expert identification.
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Forgetting. Nembhard and Osothsilp [50] report a comparative

study on forgetting models in the context of production manage-

ment. They identify several strengths and weaknesses of the models

considering different tasks. While this work has a different scope

than ours, utilizing the applied method can help to adapt an ap-

proach for software development. Also, the problem of correctly

approximating forgetting and familiarity can be seen, as few years

later Jaber and Sikstrom [32] criticize the aforementioned work.

They contradict the results for one model that performs poorly in

the previous study. Similarly, Jaber and Bonney [31] compare three

learning and forgetting models on a mathematical level.

In psychology, the form of forgetting curves is often debated

and Averell and Heathcote [4] address this issue with an experi-

ment. To this end, they measure different variables over 28 days to

observe forgetting. The results indicate that exponential forgetting

curves, such as the one by Ebbinghaus [15], are the best fit for their

participants. Their analysis may provide further details for refining

our study and to derive an approach for software engineering.

Empirical Studies. In an empirical study with 19 Java devel-

opers, Fritz et al. [19] investigate the identification of knowledge

in software development. The participants are asked questions for

files they worked regularly or recently on. Both metrics are helpful

to identify the experts of a program element and several aspects

that can improve the model are investigated. Our study is comple-

mentary to this one as we are not interested on identifying existing

knowledge, but its fading over time. We also show a significant

correlation between regularly working on a file (i.e., repetition) and

familiarity, which supports the assumptions of Fritz et al. [19].

Kang and Hahn [34] investigate learning and forgetting in soft-

ware development. Their findings suggest that learning effects

appear for all kind of technology while only methodological knowl-

edge exhibits forgetting. However, they perform their analysis on

artificial project data rather than with participants and focus on

general categories of knowledge. Our work differs as we examine

familiarity on the code level and conduct our study with developers.

LaToza and Myers [40] investigate questions that programmers

face while developing software. For this purpose, they gather more

than 300 questions and categorize them. The results indicate that

developers often ask rather specific questions about a scenario,

such as, the impact of a potential bug. Most of these questions

are connected to the source code and illustrate the importance of

being familiar with it. Thus, their work can be used as basis for

extending our study by definingmore detailed questions, potentially

to approximate familiarity for validation purposes.

Koenemann and Robertson [36] report an empirical study in

which they investigate how professional developers analyze source

code. Their findings show that programmers only focus on those

parts of a software that are relevant to them. Combining these

results with ours could imply some further factors that we have to

consider when approximating familiarity.

Expertise Identification. Mockus and Herbsleb [48] propose

the Expertise Browser, a tool to identify experienced developers

and experts. To this end, they rely on change management and

quantify the changes implemented by a developer as experience.

We are not aware of their approach considering that even experts

forget and become unfamiliar. Thus, our analysis confirms their

assumptions and complements their approach. This also applies to

other expertise identification approaches and tools, which focus on

communities as well as source code [46, 47, 58].

Of these approaches, the one proposed by Fritz et al. [20] may be

the one closest to our study. The authors derive a model to identify

experts from previous empirical studies. Here, they consider devel-

opers’ authorship and interactions with a piece of code to represent

their familiarity, which are additional factors that we have to con-

sider. However, while this approach is based on repetition, we are

not aware of any consideration of forgetting. Thus, our approach

may improve their model by also including this factor.

Anvik et al. [3] describe an approach to assign bug reports based

on the previously performed bug fixes of a developer, usingmachine

learning. They use this knowledge to identify the most suitable

expert to resolve the new problem. Our insights complement this

analysis, as we investigate at which point an expert may have lost

too much knowledge.

8 CONCLUSIONS

In this paper, we investigated forgetting in the context of software

engineering. For this purpose, we conducted an empirical study

with 60 developers. We relied on a simple but valid forgetting curve

to analyze their familiarity with a file.With our study, we identify to

which extent the original curve represents the subjective assessment

of developers. Furthermore, we investigate the importance of three

factors on familiarity and derive a representative memory strength

for our participants. To conclude our findings, we find:

• The forgetting curve of Ebbinghaus [15] is appropriate in

software development if only time has to be considered.

• Repetitions moderately to strongly correlate to familiarity

and can be even more important than the elapsed time.

• The ratio of code a developer implemented is moderately

correlated to familiarity.

• We need to better understand how developers track their

code, as we find no correlation to familiarity.

• A value of 65 for the memory strength seems to be an appro-

priate value regarding our participants.

We remark that there are several threats to our work and only

further studies and research can validate the results. Nonetheless,

we do provide important insights into familiarity in the context of

software development.

In future work, we will measure familiarity in more detail to

investigate forgetting. Currently, we aim to compare subjective and

measurable familiarity. Integrating an automated approach based

on our results and related works is interesting. Also, additional

artifacts of a project and other factors, such as learning, need to be

integrated. To this end, additional studies are essential to validate

the results and identify further factors that influence familiarity.

We see the need for interview studies and action research to derive

qualitative insights into forgetting of developers. With large-scale

experiments, these findings can be validated and evaluated in more

detail than we could do for now. Furthermore, different forgetting

curves and their adaptations should be compared and evaluated

regarding their applicability for software developers.
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