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on software development remains uncertain. In this article, we describe an experi-
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small programming tasks on differently commented code. Based on quantitative
and qualitative feedback, we i) partly replicate previous studies, i) investigate
performances of differently experienced participants when confronted with varying
types of comments, and 444) discuss the opinions of developers on comments. Our
results indicate that comments seem to be considered more important in previous
studies and by our participants than they are for small programming tasks. While
other mechanisms, such as proper identifiers, are considered more helpful by our
participants, they also emphasize the necessity of comments in certain situations.

Keywords Comments - Program Comprehension - Empirical Study - Documen-
tation - Maintenance

Sebastian Nielebock - Dariusz Krolikowski
Otto-von-Guericke-University Magdeburg
E-mail: sebastian.nielebock@ovgu.de

E-mail: dariusz.krolikowski@darekkay.com

Jacob Kriiger
Otto-von-Guericke-University Magdeburg & Harz University of Applied Sciences Wernigerode
E-mail: jacob.krueger@ovgu.de

Thomas Leich
Harz University of Applied Sciences Wernigerode & Metop GmbH Magdeburg
E-mail: tleich@hs-harz.de

Frank Ortmeier
Otto-von-Guericke-University Magdeburg
E-mail: frank.ortmeier@ovgu.de



a-jkrueger
Textfeld
This is the preprint of the article that has been accepted at EMSE and put here for personal use only! For the final version, please refer to the Journal's webiste!


2 Sebastian Nielebock et al.

1 Introduction

Developers spend most of their time maintaining, understanding, and familiarizing
with existing source code (Standish 1984; Tiarks 2011; Siegmund 2016; Kriiger et al
2018). Consequently, maintenance — comprising, for instance, bug fixing and up-
dating — is often the most expensive phase of software development (Boehm 1981;
Standish 1984; Chikofsky and Cross 1990; Sharon 1996). Improving the comprehen-
sion of a program reduces the necessary time for maintenance and the probability
of introducing new bugs (von Mayrhauser and Vans 1995; Storey et al 1997). In
particular, program comprehension is a research area that investigates how de-
velopers understand existing programs (Koenemann and Robertson 1991). Several
patterns evolved to improve a program’s source code and, thus, its comprehension,
for example, guidelines for clean code (Martin 2009) or design patterns (Gamma
et al 1995). However, these often emerge from personal preferences and experiences
rather than scientific methods.

To address this issue, researchers conduct studies and propose approaches to
investigate program comprehension (von Mayrhauser and Vans 1995; Storey 2005;
Siegmund 2016; Schréter et al 2017). Several works address categories such as com-
prehending source code itself, for example, the importance of identifiers (Takang
et al 1996; Anquetil and Lethbridge 1998; Lawrie et al 2007; Hofmeister et al 2017),
or a program’s behavior (Cornelissen et al 2007; Beck et al 2013; Kobayashi et al
2013; Trumper et al 2013). According to a recent study, fewer researchers seem
to investigate the effect of documentation, such as comments, on program com-
prehension (Schroter et al 2017). Furthermore, as we discuss in Section 2, studies
on comments contradict each other, rely mainly on students, or are older than
20 years, wherefore they do not use modern languages or paradigms. Thus, the
real effect of comments on comprehensibility, especially with modern programming
methods, remains uncertain.

Comments are a standard in most programming languages, became more pow-
erful (e.g., with JavaDoc (Kramer 1999)), and enable developers to explain the
code in their own words (Elshoff and Marcotty 1982; Corazza et al 2015). Conse-
quently, they provide an additional mechanism to improve the comprehensibility
of code. For this article, we differentiate three types of commented code, precisely:
Non-commented code, code with implementation comments, and code with docu-
mentation comments. We explain their differences in Section 2.

In this article, we describe an empirical study (Section 3) based on small pro-
gramming tasks, in which we investigate how these differently commented code
types impact the comprehensibility of the source code. Even though the task sizes
were mainly designed to motivate many programmers to participate in our study,
these tasks can provide meaningful insights: First, maintenance tasks usually com-
prise a small fraction of code that developers need to comprehend and change in
order to fulfill their task. For example, bug fixes typically consist of small code
changes (Martinez and Monperrus 2015).

Second, our results provide initial insights for what code size comments are
helpful. During programming, a developer may wonder whether the actual code is
worth — more precisely, is large enough — to be commented. Thus, by considering
small programs, we provide a first keystone to decide whether and which comments
support comprehension of such elementary code parts (i.e., single methods with
less than 30 source lines of code).
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Finally, we analyze if there are differences between novice and professional pro-
grammers. Within this article, professionals represent experienced software devel-
opers, while nowvices are still learning to program, for example, first-year students.
We describe our distinction between these two groups in Section 3.2.

In detail, we are concerned with the following three research questions:

RQ1 Is there a significant difference between the types of commented code and
the correctness or time of task solving, respectively?

RQ2 Is there a significant difference between novice and professional programmers
in the correctness or time of task solving for differently commented code
types?

RQs3 Are the programmers’ self-assessments of comments coherent with the ob-
served results?

We analyze the first two questions based on an experiment, while we investigate
the third question based on a questionnaire. Furthermore, we discuss the results
and potential threats to validity in Section 4 and Section 5, respectively. Thus,
our two main contributions in this article are the following:

First, we describe a quantitative experiment that we conducted as an online
survey. For this experiment, we designed different programming tasks based on
small programs — applying existing code, extending code, and fixing bugs — and
three different kinds of commented code — non-commented code, code with im-
plementation comments, and code with documentation comments. We measured
the performance of the participants based on the proportion of correctly solved
tasks and the time to do so. Overall, we received 277 responses with a high ra-
tio (= 81%) of professionals. Thus, we quantify the impact of different types of
commented code on these differently experienced developers.

Second, we report the qualitative feedback of 157 participants from our online
survey. We compare and discuss the obtained results with additional personal
opinions, experiences, and responses of 86 participants. Based on this, we gain
further insights into the usefulness and usage of comments, especially in industrial
settings, as well as the participants’ capabilities on self-reflection. Overall, we
significantly extend the scope of current studies by considering a larger number of
professionals and comparing differently commented code types using quantitative
and qualitative methods.

2 Commenting Source Code

In this section, we provide a brief introduction on commenting source code. After-
ward, we describe existing experiments to summarize the state of the art in this
area and compare those to our work. Finally, we provide an overview of additional
related work, for example, studies not considering comments explicitly.

2.1 Comments

While source code is mainly intended to be executed by a computer, it is impor-
tant for developers to understand it (Knuth 1984; Standish 1984; Tiarks 2011;
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1 | /*x*

2 |* Calculate the sum of all roman numerals

3 |* in an array as an integer

4 |* @param strings - array with roman numerals
5 |* @return - sum of roman numerals as integer
6 | x/

7 | public int foo(Stringl[] strings) {

8 // variable to accumulate converted roman numerals
9 int number = 0;

10

11 // iterate over all roman numerals

12 for(int 1 = 0; i < strings.length; i++){

13 // add current roman numeral to result
14 number += convertRoman2Int(strings[i]);
15 ¥

16 return number;

17 |}

Listing 1: Implementation and documentation comments.

Siegmund 2016). Useful comments may improve the comprehension, due to addi-
tional information (Elshoff and Marcotty 1982; Corazza et al 2015). Nonetheless,
new code is rarely commented and existing comments are not updated with the
code, for instance, because of time limitations, missing motivation, or automated
refactoring (Jiang and Hassan 2006; Fluri et al 2007; Sommerlad et al 2008). To
tackle this problem, approaches to detect legacy comments have been proposed
in recent works (Tan et al 2012; Sridhara 2016; Ratol and Robillard 2017). Still,
the overall effect of comments on comprehensibility is not obvious and requires
empirical analysis.

In our experiment, we rely on Java, for which we can provide code snippets
with three differently commented code types. We use the following terms, according
to Vermeulen (2000) and the Java Code Conventions':

— No comments (N) refers to uncommented source code. Thus, there is no addi-
tional documentation in the code.

— Implementation comments (I) describe one or multiple lines of code, for ex-
ample, the implemented behavior, used algorithms, or known bugs. Such com-
ments usually comprise a single line, as we show in Listing 1 in lines 8, 11, and
13. Their beginning is marked with // and prohibits further source code after
the comment in that line.

— Documentation comments (D) describe mainly constructs, such as interfaces,
methods, or classes. Usually, they only report information necessary to under-
stand and execute these constructs, but not their concrete implementation.
In Listing 1, we show the most common form of these comments in Java:
JavaDoc (Kramer 1999) from line 1 to 6. JavaDoc comments became a pow-
erful tool to comment source code, for example, by serving as input data to
automatically create APl documentation (Khamis et al 2010). In particular,
these comments utilize block tags, such as eparam or @return.

In our experiment, we use implementation comments for implementation details
and JavaDoc for documentation details. There exist also other classifications, for

L http://www.oracle.com/technetwork/articles/javase/codeconvtoc-136057 . html


http://www.oracle.com/technetwork/articles/javase/codeconvtoc-136057.html

Commenting Source Code: Is It Worth It For Small Programming Tasks? 5

example, based on the position of comments (i.e., leading, trailing, and freestand-
ing (Sommerlad et al 2008)) or the reason for a comment (e.g., copyright, ToDo
notes, or section marks (Martin 2009; Steidl et al 2013)). However, we are focusing
on whether a comment explains the functionality of a whole method or of specific
statements in a method. For this reason, we rely on the distinction between imple-
mentation and documentation comments. Other aspects like the position or finer
granularity may also affect the comprehensibility, but are not part of this study.

2.2 Related Studies on the Effect of Comments on Program Comprehension

In recent decades, several studies on the influence of source code elements on
program comprehensibility have been published. Within this section, we describe
previous experiments that considered comments in the source code. As we partly
replicate existing studies, we follow the suggestions of Carver (2010) on reporting
replications. For this purpose, we provide detailed information about the identified
studies, motivate our study, and clarify what parts we replicate and why. As we did
not interact with any author of the previous studies and are not strictly following
a previously used setup, we report our detailed study design in Section 3. We
compare and discuss the findings of the identified studies and our own results
in Section 4.4.

To identify existing studies, we applied a lightweight systematic review of the
available literature. We started with an automated search in four digital libraries
that index publications of important publishers in software engineering, namely
DBLP, SCOPUS, Google Scholar, and the ACM Guide to Computing Literature.
In these libraries, we searched all documents for which the title applies to the
following search string (last checked July 18" 2018):

comment AND comprehension

This way, we identified an initial set of three studies:

— Woodfield et al (1981)
— Salviulo and Scanniello (2014)
— Borstler and Paech (2016)

Afterwards, we applied backwards and forwards snowballing (Jalali and Wohlin
2012; Wohlin 2014) on these studies using Google Scholar to extend the scope
of our review (last checked July 18" 2018). With this procedure, we aim to re-
duce potential threats to the completeness that may appear, due to issues with
searching in digital libraries (Jalali and Wohlin 2012; Shakeel et al 2018). We only
selected documents that comprise an empirical study on the influence of source
code comments on program comprehension. Thus, we finally identified ten empir-
ical studies. In the following, we briefly describe each study and summarize the
key details in Table 1. Afterward, we emphasize the need for extensions and match
previous works to our own research.

Information about Existing Studies: Sheppard et al (1978) investigated the in-
fluence of different program characteristics, such as comments and structure. In
this experiment, 36 professional programmers had to modify differently structured
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Table 1: Summarized details of related studies and their comparison to this study.

# Part.
Study ——— Com. Lang. Meas. Improvement
Nov. Prof.

Sheppard et al (1978) 0 36 N,I,D Fortran T No
Woodfield et al (1981) 48 0 N, D Fortran Q For modularized code
Norcio (1982) 130 0 N,I,D Fortran C For unindented code

- 31 0 N, I Fortran C Yes
Dunsmore (1985) 48 0 N, D Fortran — Yes
Tenny (1985) 81 0 N, I PL/I Q Marginally significant
Tenny (1988) 148 0 N, D PL/1 Q For monolithic code
Takang et al (1996) 89 0 N, D Modula-2 Q, S Yes
Nurvitadhi et al (2003) 103 0 N, D Java Q Yes
Salviulo and Scanniello (2014) 18 12 D Java Q Professionals no, novices yes
Borstler and Paech (2016) 104 0 N, I Java Q.S No
This study 50 227 N,I,D Java T,C, S

T: Time; Q: Answering questions; C: Completing tasks correctly; S: Subjective opinion
N: No comments; I: Implementation comments; D: Documentation comments

and commented code fragments in Fortran. The authors found only performance
differences when changing the structure, but not the comments of the code.

In another study, Woodfield et al (1981) distributed 48 students into two
groups. One group received Fortran code with documentation comments, while
the other group received uncommented code. Within a given time frame, the par-
ticipants of both groups had to answer the same comprehension questions regard-
ing the code. Participants who received modularized, commented code were able
to correctly answer more questions than those who received the same, but un-
commented code. In contrast, for monolithically structured code, no significant
differences were found.

Norcio (1982) investigated the effects of indentation and comments. For this
purpose, 130 students participated in two experiments and had to correctly com-
plete different versions of Fortran programs. The results indicate that comments
have a significant positive impact on comprehension when no indentation is used.

Dunsmore (1985) conducted two experiments on the effect of implementation
and documentation comments. The studies relied on differently sized Fortran code
for which different numbers of students, 31 and 48 respectively, had to perform
specific tasks. Unfortunately, the author reports few details about the studies
(e.g., it is not specified what measurements were used for the second experiment
and the subject code is not provided), but they seem to be connected to the
one of Woodfield et al (1981). For both experiments, Dunsmore (1985) reports a
positive effect of comments on program comprehension and modification.

Tenny (1985, 1988) analyzed the influence of comments and procedure types on
comprehension in two different experiments. Both were conducted with students,
81 and 148 respectively, and different variants of PL/I systems. Each variant was
either commented for each code section and procedure or did not contain any
comments. Regardless of the type of the procedure, in both experiments, students
were able to answer more questions correctly if they read the commented code.
However, the results indicated that comments were marginally significant and
significant only in a monolithic program structure, for each of the two experiments.

Takang et al (1996) analyzed the impact of comments and identifier names. In
their study, 89 computer science students had to answer questions on Modula-2
source code and had to assess the program readability. While in the questionnaire
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comments tended to improve readability, this was not supported by the partic-
ipants’ subjective assessment. The authors conclude that comments, as well as
identifier names, improve the understandability of programs.

In a study on the influence of Java documentation comments by Nurvitadhi
et al (2003), 103 students had to answer a questionnaire. The authors considered
class and method comments on documentation level, exclusively and together, as
well as without comments. Their findings are that students who received both
types of comments had significantly better scores than the other groups. For low-
level questions, method comments improved code comprehension in comparison to
uncommented code.

Salviulo and Scanniello (2014) analyzed the influence of identifiers and com-
ments with 18 students and 12 professional developers. Within their controlled
experiment, the participants had to answer questions and accomplish different
tasks on a medium sized game implementation in Java. The authors discuss that
professional programmers tend to ignore comments while solving their tasks. In
contrast, students emphasize the importance of comments.

Finally, Bérstler and Paech (2016) performed a study on comments and method
chains. They used data from 104 students who assessed different versions of a Java
system that contained no, “good”, or “bad” comments. The authors used cloze tests
and subjective assessments to evaluate the readability of the code. They found
no significant differences for any comment type. However, “good” comments were
considered best and no comments as worst readable.

Why another study? We have four main reasons that motivate this study. Based on
these, we argue that our work provides significant value to the research community
and practitioners alike.

Firstly, replications in empirical software engineering help to validate and con-
solidate existing knowledge (Basili et al 1999; Juristo and Vegas 2009; Bezerra et al
2015). Thus, several authors, for example, Nurvitadhi et al (2003) and Salviulo and
Scanniello (2014), of the described studies themselves emphasize the importance
of replicating their experiments. Considering the varying and partly contradicting
findings of previous studies, further replications seem necessary to investigate the
suitability of comments for documentation purposes.

Secondly, we see threats to the validity of existing studies in modern and
especially industrial settings. This is mainly due to the fact that most studies
are older than 20 years (Sheppard et al 1978; Woodfield et al 1981; Norcio 1982;
Dunsmore 1985; Tenny 1985, 1988; Takang et al 1996). They use older program-
ming languages and paradigms (e.g., Fortran), and rely mostly or solely on stu-
dents (Woodfield et al 1981; Norcio 1982; Dunsmore 1985; Tenny 1985, 1988;
Takang et al 1996; Nurvitadhi et al 2003; Salviulo and Scanniello 2014; Borstler
and Paech 2016), who may not be representative for real-world evaluations (Host
et al 2000; Runeson 2003; Svahnberg et al 2008). In contrast, for our experiment,
we use Java, which is widely used today, and not only 50 novices but also 227
professional programmers participated in our study. We remark that only 66 of
the participants finished the study completely, wherefore some tasks received fewer
responses. In Section 3.1, we describe this issue in detail.

Thirdly, we find that several studies consider additional aspects of a program,
such as modularity (e.g., Woodfield et al (1981)) or identifier names (e.g., Salviulo
and Scanniello (2014)). Due to dependencies between these aspects, analyzing the
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actual effect of comments separately may be difficult. This threatens the internal
validity of these studies (Perry et al 2000; Siegmund et al 2015). Furthermore, the
used measurements are mainly subjective, providing rarely quantitative results. In
contrast, we conduct our experiment focusing only on the effects of comments and
combine quantitative with qualitative measurements to gain detailed insights.

Fourthly, most studies, except for Salviulo and Scanniello (2014) partly cover-
ing RQz2, address solely RQ1 with some of the previously mentioned limitations.
Thus, our other research questions are scratched at best and reliable results are
missing. For this reason, we are not only replicating previous studies, but extend
their scope to provide more insights. In particular, we consider differences between
novices and professionals as well as subjective opinions on comments compared to
their actually measurable impact.

2.3 Related Work on Comment Analysis and Program Comprehension

There are several other works that investigate comments for different purposes
and empirical studies on program comprehension. In the following, we provide a
brief overview of some of them. The described studies complement our work by
investigating the effects of other aspects on program comprehension. Furthermore,
the results of our study can be used as a basis for scoping and extending the
described approaches that utilize comments.

A recently proposed approach is to automatically generate comments that are
considered helpful in understanding source code (Wong et al 2013; McBurney and
McMillan 2014). The question arises, by which properties “good” comments are
characterized. To this point, McBurney and McMillan (2016) conducted an ex-
periment and found that comments written by the authors usually use keywords
from the source code. A reason could be that comments with these keywords di-
rectly provide relations to the code. Moreover, the authors determined that the
similarity of human-written comments and code can be measured with text simi-
larity metrics, while it cannot be measured between generated comments and code.
Similarly, Buse and Weimer (2010) investigate the readability of code comments
and develop a corresponding measure. Furthermore, the authors show that their
measure correlates with three other quality measures: Code changes, automated
defect reports, as well as defect log messages.

Program comprehension is not solely influenced by comments. Several stud-
ies analyze the influence of different artifacts, approaches, and human factors, for
example, software design techniques (Briand et al 1997), the application of do-
main specific languages instead of general purpose languages (Kosar et al 2012),
visual code highlighting (Feigenspan et al 2013), static typing (Hanenberg et al
2014), code repetition (Jbara and Feitelson 2015), identifier names (Hofmeister
et al 2017), or developers’ memory (Kriiger et al 2018). Most approaches recog-
nize a significant positive or negative influence on program comprehension. Thus,
we have to keep in mind that other aspects of software development can be more
important than commenting code to improve the understandability. As a result,
many different approaches have been proposed to improve or investigate the un-
derstandability of code.

Other studies analyze the application of comments in other contexts than pro-
gram comprehension. For instance, Ying et al (2005) detect that programmers
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use comments also for internal communication, for example by applying ToDo-
comments. Ali et al (2015) investigated the effect of comments on requirements
traceability and found that they have a significant impact. Several authors (Ji et al
2015; Seiler and Paech 2017; Kriiger et al 2018) use annotations in a comment-
like style to integrate feature traceability in the source code, emphasizing their
benefits. Thus, comments may also have an influence on traceability, which was
found to have positive effects on programming (Mider and Egyed 2015). To this
end, several authors proposed techniques to automatically trace documentation to
the code and to use this traceability for different purposes. For example, Antoniol
et al (2002) describe a technique to automatically recover traceability links between
code and documentations by analyzing identifier names. Moreover, Sridhara et al
(2010) propose a technique to automatically generate summary comments for Java
methods to provide up-to-date documentation in natural language.

3 Design of the Online Survey

The goal of our study is to ascertain the influence of differently commented code
types on correctness and time of solving small programming tasks. In particular,
we varied the types of commented code among groups of participants and measured
the time it took them to correctly solve each task. For this purpose, we conducted
an online survey between June 1°* and July 11'" 2016. While an online survey does
not allow us to observe our participants as good as a controlled experiment, such
methods have several benefits considering the diversity of participants — preventing
biases — and prove to be consistent with traditional methods (Gosling et al 2004).
Before conducting the study, we tested it with five participants and rectified it
if necessary. In particular, we aimed to improve the quality of our examples, for
instance, if code or comments were hard to understand or ambiguous. These five
participants were not part of the final study.

The survey was completely conducted in German and mostly targeted na-
tive speakers to avoid language barriers. Particularly, tasks and comments were
provided in German. However, for the sake of replicability and repeatability, we
translated the tasks and comments. All tasks and our basic solutions can be found
in Appendix A of this article.

Technologically, we deployed the open source LimeSurvey.? To facilitate sam-
pling and to avoid selection biases, we extended this tool in order to automatically
distribute participants to different groups. We provide an overview of the main
factors of our survey in Table 2 — similar to the scheme by Hofmeister et al (2017)
— and describe our procedure in the following.

3.1 Acquisition and Data Rectification

We promoted our study in an academic as well as in an industrial context via
mail and social media. Overall, 416 participants started the survey. Due to our
decision to perform an online survey, we consciously designed an unsupervised ex-
periment. This means, even though the programmers were informed not to disturb

2 https://www.limesurvey.org/
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Table 2: Main factors of the conducted online survey.

Goal Study the impact of differently commented code types on program
comprehension, precisely, correctness and solving time of program-
ming tasks.

Independent Variables Commented code types, programming experience

Tasks Apply existing code, fix bugs, extend code

Dependent Variables Correctness, time

Secondary Factors Influence of comments on different programming tasks

Confounding Factors Materials (code snippets), identifier names, interruption/abandon-

ment of the study, inter-individual differences, item-order

Design Within-subjects

their work, some participants were interrupted or did not finish the experiment
at all. Thus, we removed those participants from the initial 416, who answered
the preliminary questionnaire, but did not proceed to the programming tasks or
whose task execution times appear to be unrealistic (see below), resulting in 277
participants. Among these 277 participants were 227 professional and 50 novice
programmers, based on our classification described in the following section.

We excluded those answers that exhibit an unrealistic execution time, meaning
either too long or too short times. Precisely, we consider a time as too long, if it is
greater than the third quartile plus the threefold interquartile range (difference of
the first and third quartile) of all submissions of the task in the particular group,
regardless of the participant’s experience. In contrast, as the same mechanism does
not work for too short answer times, due to the lower bound of 0, we removed
those solutions that had an answer time of fewer than ten seconds. Furthermore,
some participants mentioned in the post-questionnaire disturbances while solving
specific tasks, so that we removed these results, regardless of statistical deviation.
Therefore, not all programming tasks have the same number of participants. By
means of this procedure, we omitted 321 single tasks from the original obtained
1,940 tasks, leaving 1,619 tasks from 277 different participants. For 66 (7 novices
and 59 professionals) participants, we could keep all obtained tasks. Still, for each
individual task, we received more than 100 responses (ranging from 127 to 262)
as basis for our analysis (cf. Figure 1 in Section 4).

3.2 Structure of the Study

Our study comprised three steps: First, we assessed programming experiences to
distribute participants among different groups. Second, each group had to solve
nine programming tasks with differently commented code. Finally, the participants
had to self-assess the influence of comments and got the chance to give feedback.
We describe the details of these steps in the following paragraphs.

Assessment of Programming Ezperience The assessment of programming experi-
ence is a widespread domain, and there exists no standard metric to be measured,
as found by Feigenspan et al (2012). In their study, the authors analyzed differ-
ent methods to measure programming experience including, for example, years of
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Table 3: Categories to quantify programming experience.

Experience Value ‘ 1 2 3 ‘ 4 5 6
Self-Assessment 1 2 3 4 5 6
Years in Programming <1 1-3 3-6 6-10 10-15 >15
Qualification in Programming - no - - yes -

programming, educational background, and self-assessment. They developed a five-
factor model, which encompasses different measurements and enables researchers
to assess programming experience.

We adapted this idea and asked the participants to self-assess their program-
ming skills, state their years as programmers, and whether they have a qualification
in programming or not. As we performed an automatic assignment to the groups,
we defined for every category a number between 1 and 6, as we depict in Ta-
ble 3. These numbers represent experience values where 1 means low and 6 high
experience. Note, as the question about the qualification is binary (yes or no), we
assigned the mean value of the lower and upper part of the experience value (i.e.,
2 and 5), respectively. The scale for years in programming is inspired by one of
the largest studies with programmers performed by Stack Overflow,® one of the
most common Q&A systems for programmers, and adapted to fit into our scale.

In the end, we calculated the rounded average of these three factors as expe-
rience value. We consider participants as novices, if their experience value is < 3,
and as professionals if the value is > 4. Note that this assessment allows students to
be categorized as professionals, even though our procedure takes the participant’s
qualification into account. Nonetheless, some students have been working in the
industry for several years and, thus, can be considered as experienced developers.

Programming Tasks To measure the influence of differently commented code types,
our participants had to process three different maintenance aspects — applying ex-
isting code in the program, fizing bugs, and extending the code. Applying existing
code means that a programmer should use the API of the provided code, for in-
stance, its methods, in the correct manner in order to fulfill a given task. When
participants should fiz a bug, they have to repair a negative behavior in the code,
for instance, an exception or a non-intended output, in the given code. Finally, ex-
tending the code means adding a new feature or a new functionality to the existing
code. For instance, participants have to add a parameter to the existing methods
to provide a new functionality. Each of these aspects comprised three programming
tasks with differently commented code. We distributed the participants into three
distinct groups for which we varied the commented code type in each task, as we
display in Table 4. This way, we overcome the problem that differences in time
are mainly dependent on the particular programming task or on inter-individual
differences of the participants.

At the beginning of our study, the participants did not know that we inves-
tigate the influence of differently commented code, in order to not bias our re-
sults. Furthermore, they were allowed to use their own programming environment
(i-e., usual IDE), to not influence the programming time, due to an unfamiliar

3 https://insights.stackoverflow.com/survey/2016#developer-profile-experience
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Table 4: Mapping of groups and programming tasks with no (N), implementation
(I), and documentation comments (D).

Group
Aspect Task ————
A B C
1 N I D
Apply code 2 I D N
3 D N I
4 I D N
Fix bug 5 D N I
6 N I D
7 D N I
Extend code 8 N I D
9 1 D N

environment, (Siegmund 2016). To diminish effects of identifiers on program com-
prehension (Takang et al 1996; Anquetil and Lethbridge 1998; Lawrie et al 2007,
Hofmeister et al 2017), we used anonymous classes (e.g., Classl), methods (e.g.,
foo()), and variable names (e.g. stringl, number). Other effects, such as code in-
dentation or keyword highlighting, were preserved and equal for every participant.

We designed the programming tasks to be short enough for the participants
to process the whole study in less than an hour. Moreover, we only used Java to
prevent the overhead of acclimating to other languages during the study. According
to various indexes,? Java is still one of the most popular programming languages.
As mentioned before, the tasks were short (i.e., 7 to 27 source lines of code) and
mainly addressed algorithmic problems. However, we based some of our samples
on existing open-source projects, namely the Apache Common Lang project and
Guava. Particularly, we used code of Apache Common Lang for task 6 — where
we inserted a bug into an existing method — and for task 8 — where we ask for an
adaptation of another method.

Within the code snippets, we manually inserted the two types of comments,
implementation and documentation, that we describe in Section 2. We did not
consider the use of existing comments for two reasons: First, for those samples we
partially derived from existing projects, we cannot ensure the correctness of the
existing comments. Since we designed the tasks, which are mainly of an algorith-
mic nature, we feel very confident that the comments are correct and valuable.
We also checked that by testing our study with a preliminary run of the study
with five participants and rectified our comments if necessary. Second, most of
the considered code snippets do not contain both, implementation and JavaDoc
comments, sufficiently and, thus, we need to write the comments on our own.

Due to the small size of the snippets, comment generators (McBurney and
McMillan 2014; Rahman et al 2015) are not applicable, as they mainly benefit from
the source code’s context or an external source. For documentation comments, we
used the JavaDoc syntax and described the purpose of the entire class as well
as its methods. This also encompasses a description of the purpose of input as

4 TTIOBE: https://wwu.tiobe.com/tiobe-index/
RedMonk: http://redmonk.com/sogrady/2017/06/08/langnage-rankings-6-17/
PopularitY: http://pypl.github.io/PYPL.html


https://www.tiobe.com/tiobe-index/
http://redmonk.com/sogrady/2017/06/08/language-rankings-6-17/
http://pypl.github.io/PYPL.html
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well as return values with respect to the particular method. In contrast, we used
implementation comments to explain the purpose of a statement, for example, the
meaning of a branch statement or a variable assignment at a particular location.
We obtained the non-commented variant by removing all existing comments. Note
that we created the comments in such a way that they do not just repeat the code
syntax and that they do not contradict the semantics of the code.

Post-Questionnaire Finally, we asked the participants to self-assess the effect of
documentation and implementation comments on their response time in compari-
son to non-commented code. To this end, we utilized a Likert scale (Trochim et al
2016) with five possibilities from significantly slower to significantly faster, con-
taining the possibility that the time could be identical (i.e., no effect of differently
commented code types). Additionally, the participants had the opportunity to give
insights into their used auxiliary material and further feedback as free-text.

4 Results of the Online Study

In this section, we analyze the outcome of our study. We address each research
question by describing the corresponding results and discussing their implications.

4.1 RQ: — Effect of Different Comment Types

First, we investigate the differences between differently commented source code.
In particular, we are interested in the influence of comments on the correctness,
precisely, whether the participants were able to correctly solve the tasks, and, for
the correct solutions, the impact on task execution times. To assess correctness,
one of the authors created a sample solution for every task, which served as a
loose specification to check submissions. This author manually assessed for every
submission if it behaves in the same way as the sample solution. Note that solu-
tions that solve the task were also accepted, even if they differ from the sample
solution. All experiments are conducted under the null hypothesis that there are
no differences between the differently commented code types for every single group
(i.e., novices and professionals). Thus, our analysis considers whether this hypoth-
esis holds or not. If it has to be rejected, we provide a post-hoc analysis to reveal
between which types of code significant differences exist.

Results Unsurprisingly, we obtained different proportions of correct and wrong
submissions, which we depict in Figure 1. We illustrate the correctness based on the
types of commented code — N (non-commented code), I (code with implementation
comments) and D (code with documentation comments) — and, with respect to
RQ2, on the different experience levels — novices and professionals. In addition
to the proportions, we also show the absolute numbers. Note that due to our
rectification process, the number of participants varies per task and group.

With respect to the correctness of answers, we analyze the differences of com-
ment types separately for both experience groups. Due to the small number of
novice participants, we use Fisher’s exact test (o = 0.05) (Fisher 1936) to the x*-
test. If Fisher’s exact test found significant differences between the three differently
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Fig. 1: Correctness for each task (N: No comments; I: Implementation comments;
D: Documentation comments).

commented code types, we conducted Fisher’s exact test as a pairwise post-hoc
analysis. In order to deal with family-wise error rate due to multiple statistical
tests, we applied the Bonferroni adaption of the p-value (Dinno 2015). We depict
all results in Table 5.

As we show in Figure 1, the proportions and absolute numbers indicate more
variation in the correctness for novices. However, Fisher’s test does not reveal any
significant differences for this group. Within the group of professionals, only the
difference in the correctness of task 2 is significant. Interestingly, this difference
is between non-commented code (N) and code with implementation comments (1)
(right side in Table 5). Thus, more professionals were able to solve task 2 correctly,
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Table 5: Results for correctness using Fisher’s exact test (left) and post-hoc test
for task 2 - Professionals (right).

Task Nov. Prof.

0.2609 1.0000
0.6443 0.0598
1.0000 0.6648

1 0.4246 0.2747

g (1)3(8)33 0001%813 Comments p-value for Task 2 Prof.
4 0.3225 0.8720 N-1I 0.0082
5 0.6691 0.6130 N-D 0.2523
6 0.1823 0.4385 I-D 0.5938
7

8

9

Task 3
Task 3 Task 7
Task 4
Task 5 Task 6
Task 5
(a) Novices (b) Professionals
Comments

_— No Comments
-=-- Implementation Comments
------ Documentation Comments

Fig. 3: Comparison of the mean times in seconds between differently commented
code types.

if the code was not commented. This may happen if programmers are confused by
the comments or misunderstand them.

Among all tasks and participants, we cannot see a significant influence of the
differently commented code types on the correctness at all. Instead, Figure 1 in-
dicates that the proportions of correct and wrong answers are mainly driven by
the tasks themselves. For example, tasks 3 and 7 reveal a high ratio of correct an-
swers, while task 9 has a significantly lower one. This may be the result of varying
difficulty levels or participants’ different comprehension of the tasks.

Next, we consider the differences in the answer times among differently com-
mented code of correctly solved tasks. For that purpose, we represent the times of
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Table 6: Results for execution times with Kruskal-Wallis test (left) and Dunn-test
for task 8 - Novices (right).

Task Nov. Prof.
1 0.7884  0.9484
2 0.7952  0.7807
3 01699  0.6889 Comments p-value - Task 8 Nov.
4 0.0985 0.9032 N-1I 0.6936
5 0.6623  0.3258 N-D 0.0235
6 0.0787  0.0509 I-D 0.0040
7 0.0568  0.2151
8 0.0082 0.2203
9 —  0.7705

correct submissions with respect to the type of commented code and experience
level as violin plots in Figure 2. Note that we do not depict the results of task
9 for novices since the number of correctly solved tasks is too low (3 out of 15
submissions among all types of commented code) and, thus, they are hardly rep-
resentative. In order to facilitate a comparison, we depict the mean answer times
for novices and professionals as radar charts in Figure 3.

Regarding the answer times, we see more variation in Figure 2 for novices
compared to professionals. In particular, for task 8 with documentation comments,
novices tend to require more time for correctly solving the task compared to the
other types. We apply the Kruskal-Wallis test (Kruskal and Wallis 1952) with the
null hypothesis of equal distributions (o = 0.05) and ascertained the significance
of these differences. Note that we have chosen Kruskal-Wallis, as this test does not
require a normal distribution of the answer times. We show the results in Table 6,
which illustrate that only the differences in task 8 for novices are significant. In
order to assess between which types these differences exist, we conducted the Dunn
test as a post-hoc analysis with conservative Bonferroni adaption (Dinno 2015),
displayed on the right side of Table 6. As the violin plots in Figure 2 show, the
differences between execution times of submissions with documentation comments
is significantly higher than those of the other two code types for this task. Also, in
the radar chart in Figure 3b we can see that the effect of comments for professionals
is almost negligible. For them, we found no significant differences in any answer
time of correct solutions.

We analyzed whether the particular content of a comment or further meta
information, namely, the size of the comments, influence correctness and time. For
that purpose, we consider the respective source lines of code (SLOC) — all lines
without comments and blank lines — and the comment lines of code (CLOC) —
all lines that contain comments.® Note that we obtain this information from the
original source code with German comments, wherefore the numbers may slightly
vary from the code presented in Appendix A. We summarize our results in Table 7.
Since the number of tasks and, thus, the statistical significance is rather low, we
only provide a qualitative discussion of the results. However, this discussion can
motivate further studies that strive for statistical evidence of these results.

5 We did not count lines such as /** or **/ that do not contain any natural words.
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Table 7: Size and content of comments compared to correctness and mean time.

T s ‘ Implementation Comments ‘ Documentation Comments
| C Content Y% Sec. | C Content Yo Sec.
1 15 4  Explaining values 70.0 137.67 7  Explaining purpose of the 58.8 141.75

method and values of in-
put/output variables
2 14 2 Explaining purpose of the 79.6 178.16 7  Explaining purpose of the 86.6 162.84

code method and the validity of
values with input/output
variables
3 27 4 Naming variables and ex- 100.0 168.26 6  Explaining purpose of the 93.7 194.28
plaining purpose of code class, methods, and the va-

lidity of values
4 10 3 Naming variables and ex- 84.1 189.61 4  Explaining purpose of the 82.5  179.75

plaining purpose of code method with input/output
variables
5 9 3 Explaining purpose of the 82.0 410.57 5  Explaining purpose of the 85.7  565.35
variables and the code method based on defi-
nition with input/output
variables

o

6 7 1  Explaining purpose of code 79.0 123.69 Explaining  purpose of 76.9 172.11

method with input/output

variables
727 2 Explaining purpose of vari- 98.1 135.56 3  Explaining purpose of 100.0 159.53
ables and code method with input/output
variables
8 21 3 Explaining purpose of vari- 90.1 169.41 6  Explaining purpose of 94.4  243.07
ables and code method with input/output
variables
9 21 7  Explaining purpose of vari- 59.6  378.34 7  Explaining purpose of 32.6 432.81
ables and code class, methods with in-

put/output variables
T: Task, S: SLOC, C: CLOC, %: Correctness in %, Sec.: Mean time in seconds

We can see in Table 7 that the number of CLOC for documentation comments
is usually bigger than for implementation comments. In some cases, namely, tasks
5 and 9, this is correlated with a longer mean time to solve the tasks correctly.
However, in task 5, the percentage of correctly solved tasks is slightly higher in
the case of documentation comments, while in task 9 the percentage is smaller
regarding implementation comments.

Another difference is the scope described within the comments. As explained
before, documentation comments tend to describe more abstract concepts, for
example, on class or method level, while implementation comments describe the
purpose of specific lines. However, we do not see an indicator that these different
concepts influence the correctness or time of any task, as all aspects seem to be
positively as well as negatively correlated with each comment type.

For task 2, we found a significant difference in the correctness for professionals
between non-commented code and code with implementation comments. Particu-
larly, this difference shows a negative impact of implementation comments on this
task. The corresponding 2 CLOC describe the concepts prefiz and suffiz. Due to
the obfuscation of the variables, one may get confused, since the actual two string
variables represent not prefix and suffix, but rather the input and output vari-
ables. More supportive comments may directly name the code parts representing
the prefix and the suffix.

Novices needed more time to correctly solve task 8 with documentation com-

ments, indicating a potentially negative impact. In this comment, we used the esee
JavaDoc annotation to refer to the documentation of the StringBuilder class — a
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class from the java.lang package. One reason for the increased answer time could
be that novices try to familiarize themselves with that class. Professionals usually
know this class and, thus, do not need to refer to its documentation.

Overall, the reasons for these significant differences in the two tasks are versa-
tile. Consequently, a study with differently designed comments and combinations
is necessary to reveal what reasons cause the negative effects. For example, such a
study may vary the content, length, or expressiveness of the information provided
in comments.

Discussion Our results reveal that significant variations in using different types of
commented code are sporadic, which makes it hard to judge whether there exists
a common pattern in these differences. Even though the correctness and answer
times for novices tend to vary more than for professionals, we cannot find statis-
tical evidence for most of these phenomena, partly because the number of correct
submissions is too small. Overall, our findings indicate that both, correctness and
answer times, are mostly influenced by the task itself and not by the type of
comments used. We also find no general indicators whether a certain content or
size is positively or negatively correlated with the correctness or time of solving
tasks. Even though, we find some explanations why some tasks reveal significant
differences. Still, we need to validate these with a much larger study of differently
designed comments.

Regarding RQ1, our experiment shows that the effect of different comments
on correctness and time is almost negligible for small programming tasks.
Whether there exists differences for different and more complicated tasks or
differently designed comment sizes and contents remains an open question.

4.2 RQ2 — Novices versus Professionals

Even though the intra-group differences for the differently commented code types
seem insignificant, inter-group differences among novices and professionals may
occur. Similar to the previous research question, we examined the correctness and
answer times of the tasks. In particular, we are interested in differences between
both groups of participants that received the same type of commented code.

Corresponding to prior studies (cf. Section 2.2), we expect that novices ben-
efit from comments, as they are less familiar with programming and can utilize
additional information to comprehend a program. In contrast, professionals of-
ten ignore comments (Salviulo and Scanniello 2014), which is why we assume no
improvements for them. Thus, we expect to observe more significant differences
between novices and professionals when dealing with non-documented code than
with the other kinds of commented code.

Results We analyze the differences in correctness once again with Fisher’s exact
test (a = 0.05), whose results we depict in Table 8. Note that we do not perform
a post-hoc test, as we are just comparing two groups, whose differences we can see
in Figure 1. Our findings reveal significant differences between novices and profes-
sionals. However, only in task 2, we observe that professionals perform significantly
better than novices when confronted with non-commented code. Remember that
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Table 8: Results for correctness among novices and professionals with Fisher’s
exact test.

Task N I D

1.0000  0.7731 0.2621
0.0123  0.3439 1.0000
1.0000 1.0000 1.0000
1.0000 0.3608 0.0174
1.0000  0.1383 1.0000
1.0000  0.1985 0.0415
1.0000  0.1132 1.0000
1.0000 1.0000 0.0412
0.5409  0.6317 1.0000

—_
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we also found a significant difference in professionals’ correctness regarding the
type of commented code for this task. Thus, in this particular task, professionals
seem to perform especially well when no comments are provided.

In the tasks 4, 6, and 8, professionals performed better than novices, when con-
fronted with documentation comments. There could be two possible explanations:
Either, professionals, due to their experience, are superior to novices regarding
interpreting documentation comments, or novices are more confused by documen-
tation comments. As we find no significant differences in the correctness of novices’
submissions among all comment types, we argue that the first option seems to be a
more reasonable explanation. Moreover, the effect of improved correctness among
documentation comments occurs frequently, which can reveal a common effect. In
particular, the tasks 4 and 6 are bug fixing tasks, and, thus, these effects may
be correlated with this aspect. However, bug fixing encompasses many variants
of possible fixes, for example, syntactic versus semantic bugs, which we did not
capture with our study.

Considering the meta-information of comments provided during these tasks (cf.
Table 7), we cannot see a correlation between CLOC and correctness. Regarding
the content of the comments, they briefly describe the purpose of the methods
in tasks 4 and 6. Our results indicate that for bug firing this description is not
sufficient for novices. Considering task 8, novices may perform worse, due to esee
annotations, as mentioned in the previous section. Note that these are only single
observations and we highly recommend to validate these with further studies.

To analyze the effects on answer time, in addition to Figure 2, we also depict
the individual differences of the mean times in single radar charts in Figure 4. Note
that due to the low number of correct submissions by novices, we do not compare
the results of task 9. For most tasks, the differences between the answer times of
both groups are negligible. Interestingly, the mean time we measured for task 5 is
consistently lower for novices compared to professionals.

In order to examine if these differences are significant, we analyze them via
the Kruskal-Wallis test (« = 0.05). The test reveals that there are no signifi-
cant differences among the execution times of correct submissions for novices and
professionals when confronted with the same type commented code. Thus, the
observed improved performance by novices could be only by chance.
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Fig. 4: Comparison of the mean times in seconds between novices and professionals
for differently commented code types.

Discussion Our findings indicate that if professionals are confronted with docu-
mentation comments, they perform significantly better than novices. However, as
this is not a regular phenomenon, it could be that these differences occur only for
particular tasks, such as bug fixing. Because we conducted our experiments only
with three tasks per programming aspect, we cannot give a final answer to this
question, as bug fixing comprises various bug types. With respect to the answer
time for correct submissions, we cannot find any significant differences between
novices and programmers.
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Regarding RQz2, our experiment indicates that professionals perform sig-
nificantly better in correctness than novices if they are confronted with
documentation comments. Still, if this is by chance and which factors
influence this performance has to be answered in future research.

4.3 RQ3 — Programmers’ Assessment

Finally, we asked the participants to subjectively evaluate the impact of comments.
In particular, we were interested in the differences between their assessment of the
impact of the differently commented code types and differences between novices
and professionals. Note that the impact assessment is highly subjective. For in-
stance, one developer may assess comments only as a highly decreasing factor when
they save several hours of programming while another assesses them equally when
saving a couple of minutes. Therefore, we consider these results as a measurement
of how attractive or unattractive comments are. Moreover, we investigate whether
the subjective evaluation is coherent with the findings of RQi1 and RQ2. We
expect that all participants assess comments as slightly beneficial.

Results As we show in Figure 5, most novices and professionals think that com-
ments do not affect or slightly reduce the necessary time for maintenance. In detail,
even though the bar plot visually indicates that novices tend to prefer implemen-
tation to documentation comments, a Wilcoxon-signed-rank test® (Siegel 1956)
reveals no significant differences. Similarly, we cannot ascertain a difference in the
distributions for professionals. Overall, both groups have a slightly positive expec-
tation of comments: 14 to 11 answers of the novices and 132 to 37 answers of the
professionals assessed comments as a moderately or highly time decreasing factor.

This is contrary to the results of the previous research questions, as they re-
veal that comments either have no significant effect or, for instance, in task 2 for
professionals, programmers perform better without comments. Note that we have
to be careful with the negative effect of comments, as this is not a commonly ob-
served pattern within our results. Nonetheless, the results indicate that comments
are seen as a positive support measure in software development. Thus, the im-
portance and usefulness of comments regarding program comprehension may be
higher than we measured, at least for small programs.

Considering this discrepancy, we also asked the participants to state their own
opinions on the study and the topic, which was used by 86 of them. We summa-
rize the responses that are concerned with the usefulness of comments in Table 9.
We see that some participants are convinced that comments are only appropriate
in specific situations. For example, some participants stated that using JavaDoc
is problematic and only useful for interfaces. Other participants wrote that im-
plementation comments are helpful in longer or complex source code. Thus, the
aforementioned discrepancy may be a result of the tasks we designed. For our
purpose of comparing differently commented types of code, we used small and not
too complex examples. Based on these statements, additional studies on suitable
usage scenarios for comments (e.g., documentation for interfaces) seem necessary.

6 We applied this test since we want to compare two distributions from the same population,
but we cannot assume a normal distribution.
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Table 9: Subjective comments of the participants.

# Mentioned
Statement

Novices Professionals

Identifiers are more important than comments 1 13
Mistrusted comments 0 12
Ignored comments 1 6
Comments (would) have been useful 1 6
Use comments (i.e., JavaDoc) for their purpose 0 5
Tests are more important than comments 0 4
Input/output helpful, but of limited value 0 2
Comments rather disruptive than helpful 0 2
Do not repeat yourself 0 2
Examples are useful 0 1
Comments tempt to implement long methods 0 1

In addition, we also received statements that criticized the usage of comments
or the design of our tasks. We remark, however, that many issues raised in our
experiment are due to us reducing the impact of other variables than comments
(e.g., anonymized identifiers). Also, we received positive feedback on the design
and tasks and the overall critics indicate that the tasks varied in difficulty.

While the critics we present in Table 9 are hardly representative, they still
provide insights into the usage of comments in practice. The main critic we re-
ceived were the anonymized identifier names. As it is also indicated in other ex-
periments (Takang et al 1996; Anquetil and Lethbridge 1998; Lawrie et al 2007;
Hofmeister et al 2017), clean code development and self-explaining identifiers are
seen as more important than comments to support software comprehension:

“According to the clean code motto, comments have to be avoided. After work-

ing with legacy code for years, I can only tell to do so.”
Despite missing identifiers, developers often mistrust and ignore comments:
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Table 10: Results of previous studies compared to our study.

Previous Study Result Consistent
Sheppard et al (1978) No influence of comments )
Woodfield et al (1981) Improvements only for modularized code (1
Norcio (1982) Improvements only for unindented code q
Dunsmore (1985) Improvements O
Tenny (1985) Marginally significant improvements O
Tenny (1988) Improvements for monolithic code q
Takang et al (1996) Improvements O
Nurvitadhi et al (2003) Improvements O
Salviulo and Scanniello (2014)  Improvements for novices, but not for professionals q
Borstler and Paech (2016) No influence of comments (]

O: Not consistent, ¢ : Partly consistent, @: Consistent

“You have to believe.”
Both points are strongly connected to experiences that comments are not updated,
of poor quality, or misleading. Several participants prefer to rely on other mecha-
nisms to ensure that the code works as intended, mainly testing and debugging:

“Don’t trust the comment ... only the debugger tells the truth!”
The core message of several responses is the explicit statement that:

“In doubt, the comment is not helpful, as the code comprises the final truth
of what is happening.”

Nonetheless, several of our participants also stated that the comments have been
useful, or would have been useful. They especially argued that they are necessary,
due to the missing identifiers challenging their code comprehension.

Discussion The subjective assessment of our participants indicates that they see
a more positive impact of comments than we found. Some participants revealed
that they mistrust or deliberately ignore comments and concentrate their focus
on the code itself, usually identifiers. Nevertheless, some participants stated that
particular comments support program comprehension in certain situations, for ex-
ample, documentation comments help to understand interfaces. The investigation
of these phenomena will be part of future work.

Regarding RQs, the subjective assessments indicate that developers have a
more positive anticipation of comments than there may actually be. In con-
trast, the open responses also reveal several concerns that can guide further
research to make comments more valuable and reliable.

4.4 Comparing the Results to Previous Studies

In this section, we finally compare the results of the previously identified studies
(cf. Section 2.2). To this end, we summarize the findings again within Table 10 and
compare these to our own results. Thus, we provide a direct, explicit comparison,
as is recommended by Carver (2010). We remark again that this comparison is
mainly concerned with RQ1 and only for a single study (Salviulo and Scanniello
2014) with RQa2.
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We can see in Table 10 that we obtain the same results as Sheppard et al
(1978) and Borstler and Paech (2016) who find no influence of comments at all,
neither in correctness nor time. Moreover, Borstler and Paech (2016) indicate the
same effect that we found: Comments seem to be positively associated, while we
cannot find any evidence for this.

Other studies find positive impacts of comments for specific situations, for
example, on unintended or monolithic code (Norcio 1982; Tenny 1988) — which
we cannot derive. Identical to Salviulo and Scanniello (2014), we find no influence
of comments on professionals, but are not consistent for novices. All the previous
studies discuss (e.g., Borstler and Paech (2016)) and indicate that there are several
factors that can hardly be separated, but have an impact on core comprehension.
Thus, more extensive studies seem still necessary.

Our results are conflicting with those of four other studies. However, as afore-
mentioned, these studies comprise also other factors that may threaten their valid-
ity. The partial and full overlaps to other studies still give us confidence that our
results are valid. Considering our results and comparing them to these studies, we
argue that especially the qualitative insights may be of high value to understand
program comprehension in software engineering: Several factors influence program
comprehension and — despite being considered positively — comments may have
only a small impact in general. This may be a result of the subjectively identified
problems of comments (e.g., consistency, currentness, usage scenario).

5 Threats to Validity

In this section, we discuss threats to the validity of our work. We follow common
classifications (Cook and Campbell 1979; Perry et al 2000; Wohlin et al 2012) and
consider threats to construct, internal, and external validity.

Construct Validity A potential threat to the construct validity of our experiment
are participants misinterpreting our survey tasks and questions. In particular, the
online survey did not allow participants to ask for clarification. We addressed
this threat by asking the participants questions on their opinions on comments in
general to gain more qualitative insights.

Another threat is the type of commented code we provided. Since developers
use different styles, length, and languages to comment code, they may not have
been ideal for all participants. However, in an industrial setting, developers are
also forced to understand code and comments of others. For this reason, we argue
that this poses no threat to the results of our work.

Internal Validity A first threat to the internal validity is that our participants got
disturbed while answering the online survey. This may result in longer answering
times and distort the measured time. However, we encountered this problem by
removing conspicuous submissions (i.e., with too long/short answer times) or those
participants who stated they were interrupted. Even though some results could
be distorted by shorter interruptions, we argue that the effect on our results is
negligible and represents real-world scenarios.

Due to the unsupervised structure of our study, it may be possible that par-
ticipants participated multiple times in our study. This may distort our results.
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However, neither our recorded data nor the checked submissions indicate that any
participant did so.

Another threat is the difference in the participants’ knowledge. To overcome
this, we assessed the programmers’ experience automatically and split participants
into groups of novices and professionals. Moreover, we mentioned at the beginning
of the study that the programming tasks are based on Java so that only program-
mers familiar with Java would participate. Thus, we were able to distinguish and
compare the influence of their experience.

Finally, participants could have become familiar with the tasks and learned
while they were solving tasks. Thus, the time to find the solution may be lower
for later tasks and bias our findings. Even though we provided the same order of
the tasks, we think that due to the varying task types — applying, bug-fixing, and
extending — and differences in the tasks, there exists no learning effect. Moreover,
our results do not indicate such an effect.

External Validity One threat to the external validity is the type of code examples.
Because we did not use real-world examples, due to their length and their non-
sufficient implementation and JavaDoc comments at the same time, our findings
may not be completely transferable into practice. In particular, the results may
look quite different if we apply the tasks on a large scale code basis or if we
analyze a larger set of tasks. In the latter case, we may also derive more statistically
significant results when considering the size or the particular content of comments.
To address this threat, we performed an additional qualitative study to discuss and
verify the results.

In our experiments we target only German developers, and, thus, provided
comments and tasks in German as well. This may restrict our results just on this
particular set of developers. However, using the native language to describe some-
thing is more suitable to improve comprehension and avoid misunderstandings.
Thus, we argue that this does not threaten our results. To enable repetitions of
this experiment and check this threat, we added the translated tasks and comments
in the appendix of this article.

Another threat is that we used only code examples in Java. For this reason,
some participants may be better based on their experience in this programming
language. Also, we think it is questionable if the results will be similar for other pro-
gramming languages (cf. Section 2.2). Those may not support the same paradigms,
comments, or are harder to understand. Still, the findings of this study provide
reliable insights into the influence of comments.

6 Conclusions

In this article, we explored the impact of comments on program comprehension. To
this end, we conducted an online study, in which participants were asked to perform
different and small maintenance tasks with varying types of commented code and
to give their subjective assessment on comments. We applied three different types
of commented code: implementation comments describing the purpose of code
lines, documentation comments describing the purpose of a class or a method, and
non-commented code. In total, 277 participants (50 novices and 227 professionals)
participated in our study. Based on that, we analyzed three research questions.
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With RQ1, we analyzed if there exists a difference in the performance when
programmers are confronted with differently commented code. We analyzed the
correctness of all and the answer times of correct submissions. Our results revealed
that differences in both, correctness and answer times are more sporadic than reg-
ular. In particular, for professionals, the effect of comments on program compre-
hension seems to be negligible. Even though existing studies found improvements
for novice programmers, we were not able to replicate this consistently.

In RQ2, we considered differences between novices and professionals, when
confronted with the same type of commented code. We found that, if confronted
with documentation comments, in 3 out of 9 tasks professionals achieved a signifi-
cantly higher proportion of correct answers than novices. This indicates that pro-
fessionals and novices behave differently when dealing with documentation com-
ments. These findings are coherent with those by Salviulo and Scanniello (2014)
and pose the question, whether studies comprising only novice programmers are
representative for practice.

Finally, in RQ3 we asked the participants to self-assess comments and com-
pared their responses to our findings. Most participants consider comments as
slightly beneficial for programming, even though our measured results do not
replicate this. This indicates that comments may be considered more important for
program comprehension than they really are. Overall, the key message reported by
some professionals is: “Only the code explains the code.” Consequently, other
factors, such as code complexity, identifiers, and tooling, seem more important
than comments.

All in all, the provoking question remains, whether comments are useful at
all? Despite the negligible effect in our findings, we think they are — but we
should not ask for too much. Firstly, as was stated by participants, some comment
types may be only beneficial in certain situations, for example, documentation
comments for interface descriptions. Secondly, our code samples were small (<30
SLOC) and algorithmic, wherefore they may require less explanation than more
complex code samples. We encourage to study whether comments may be more
supportive if the code reaches a fairly large size or a certain level of complexity.
Finally, comments can serve for further purposes, such as communication among
developers (Ying et al 2005) or to enable traceability (Ali et al 2015; Ji et al
2015). The importance of comments in such scenarios is interesting and helpful
future work. If the commented code is correlated with higher quality, will be part
of the further research. Moreover, we considered the type of the commented code
as a source of differences. However, we suggest for further research to investigate
varying features of comments, for example, length or quality. The assessment of
“quality” of comments is in our opinion very complex and subjective to developers
and the particular tasks. Finding criteria of “high quality” comments remains an
open question for future work. Regarding this, our observations on certain negative
effects of comments, for example, the @see annotation on novices’ performance,
can be the origin for future studies investigating the effects of certain comment
elements, such as annotations versus natural language.
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A Appendix

In the following, we present our 9 tasks and their solutions. To indicate the comment type,
we always use single-line marks (//) for implementation comments and multi-line marks (/**

#/) for documentation comments. Versions with no comments contained none of the lines
marked this way. The solutions were used as exemplary sketches, but we checked each solution
individually.

A.1 Apply Code (Tasks 1-3)

Task 1: Call method foo() in such a way that it returns 7.

© 00~ O U W

00~ O U W~

public class Usel {
/* %
* Sums up all values of the given Strings where

* the Strings are defined by the following numbers:
x min o> 1

x "y" _> 5

* "x" -> 10

*

*

Q@param strings a String array

* Qreturn sum of all String values

*/

public int calculateNumber (String[] strings) {

int number = 0; // sum of all String values

for (int i = 0; i < strings.length; i++) {
if (strings[i].equals("i")) {

number = number + 1; // "in =1

} else if (strings[il].equals("v")) {
number = number + 5; // “"v" =5

} else if (strings[il.equals("x")) {
number = number + 10; // "x" = 10
H

}

return number;

}

}

Listing 2: Task 1

public static void main(String[] args) {

int number = new Usel().calculateNumber (new String[I{"v", "i

System.out.println(number);

String numbers = "vii";

System.out.println(new Usel().calculateNumber (numbers.split("")));

}

niny);

Listing 3: Task 1 Solution

Task 2: Call method foo() in such a way that it returns "doremi®.

T W N =

public class Use2 {

/* %
* Returns the suffix starting at index <code >number</code>. If

* <code>bool</code> is true, the omitted prefix is appended at the end.
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6 *
7 * @param stringl a String which must not be null
8 * Q@param number starting index
9 * @param bool true if the omitted prefix should be appended at the end
10 ¥ Q@return suffix; followed by the prefix if <code>bool</code> is true
11 */
12 private String foo(String stringl, int number, boolean bool) {
13
14 String string2 = "";
15
16 for (int i = number; i < stringl.length(); i++) {
17 // suffix starting at number
18 string2 = string2 + stringl.charAt(i);
19 }
20
21 if (bool) {
22 // if bool is true, then append the omitted prefix to the string
23 for (int j = 0; j < number; j++) {
24 string2 = string2 + stringl.chardt(j);
25 }
26 }
27 return string2;
28 }
29 |}
Listing 4: Task 2
1 public static void main(String[] args) {
2 System.out.println(new Use2().foo("midore", 2, true));
3 System.out.println(new Use2().foo("doremi", 0, false));
4 |}

Task 3: Change (only) the list objectList in the method bar so that the call of this method

Listing 5: Task 2 Solution

returns "Amy".

© 00~ O U W R
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public void bar() {
List<Classl> objectList = new ArrayList<>();
objectList.add(new Classl("Steve", 25));
objectList.add(new Class1("John", 42));
objectList.add(new Classl("Claudia", 19));

Classl object = foo(objectList);

System.out.println(object.string);
}

public class Use3 {

/%%

* Contains the name and the age of a person
*/

class Classl {

/** name */
String string; // name

/k % age %/

int number; // age
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13

14 public Classl1(String string, int number) {

15 this.string = string;

16 this.number = number;

17 }

18 }

19

20 /%%

21 * Returns the oldest person

22 *

23 * Q@param objectList list of persons; must contain at least one person
24 * Q@return the oldest person

25 */

26 public Classl foo(List<Classl> objectList) {

27 Classl object = objectList.get (0);

28

29 for (int i = 1; i < objectlList.size(); i++) {

30 // compare the age and store the oldest person
31 if (objectList.get (i).number > object.number) {
32 object = objectList.get(i);

33 ¥

34 }

35 return object;

36 }

37 |}

Listing 6: Task 3

1 | objectList.add(new Classi("Amy", 50));

Listing 7: Task 3 Solution

A.2 Bug Fixing (Tasks 4-6)

Task 4: The foo() method throws a runtime exception for the following input. Fix the error

so that the expected result [3, 8] is returned.

foo(new int[J{1, 3, 4, 5, 8, 11, 13},
new int[1{2, 3, 5, 7, 8, 9});

>> [3,8]
/* %
2 * Returns a list of numbers that are equal at the same position in 2

arrays

3 *
4 * Q@param numbersl first array
5 * @param numbers2 second Array
[§ * Q@return list of equal numbers
7 */

8 public List<Integer> foo(int[] numbersil, int[] numbers2) {

9 List<Integer> numberList = new ArrayList<>(); // result list

10 int max = numbersl.length; // number of elements to be iterated

11

12 for (int i = 0; i < max; i++) {

13 if (numbers1[i] == numbers2[il) {

14 // if the i-th values of both arrays are equal, add it to result list
15 numberList.add (numbersi[i]);

16 }

17 }

18 return numberList;

19 |}

Listing 8: Task 4
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1 |int max = Math.min(arrayl.length, array2.length);

Listing 9: Task 4 Solution

Task 5: The foo() method contains an error. Fix it so that the expected results are returned:

foo("abed", "acbd")

>> 1

foo("abecd", "badc")
>> 2

foo("abcdef", "defabc")
>> 3

It can be assumed that both strings have the same length and are not null.

1 /* %

2 * Returns the number of transpositions between two strings.
3 *

4 * One transposition is defined as a single switch of two characters.
5 *

6 * @param stringl first string, mnot null

7 * Q@param string2 second string, not null

8 * @return number of transpositions between two strings.

9 */

10 | public int foo(final String stringl, final String string2) {
11 int number = 0; // store the number of different characters
12 for (int i = 0; i < stringl.length(); i++) {

13 if (stringl.charAt(i) != string2.charAt(i)) {

14 // increment number, if two characters are not equal

15 number ++;

16 }

17 }

18 return number; // return the number of transpositions

19 |}

Listing 10: Task 5

1 return number / 2;

Listing 11: Task 5 Solution

After the study was completed, we noticed that our solution handles only strings with an
even number of characters, for example, for "abc" and "cab" the code would calculate only
one transposition due to integer division. However, all participants seemed to be unaware of
this problem as none of the given answers handles this scenario. Thus, we accepted all answers
that solve the task for strings with an even number of characters.

Please notice, that this task does not use the Hamming distance, as a transposition is
defined as a single switch of two characters. Thus, we considered "abcd" and "efgh" as invalid
input, because no chars within the string are switched.

Task 6: Fix the compile-time error in foo().

1| /%

2 * Returns the suffix starting at the first occurrence of the character
ch.

3 *

4 * @param string string

5 * @param ch character to start the suffix with

6 * Qreturn suffix starting at the first occurrence of the character

7 * empty string, if the string does not contain the character

8 */
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public String foo(String string, char ch) {
for (int i = 0; i < string.length(); i++) {
if (string.charAt(i) == ch) {
// return suffix starting at the first occurence of the character ch
return string.substring(i + 1);

Listing 12: Task 6

return "";

Listing 13: Task 6 Solution

A.3 Extend Code (Tasks 7-9)

Task 7: Extend the method foo with an int parameter, which is returned if number equals 0.
Example:

foo(new int[1{5,13,31}, 7);

© 00~ ST W N

>> 7

public class Extendl {

/* %
* Adds up all even numbers in an array.
*
* @param numbers int-array
* @return return Sum of all even numbers in the array

*/
public static int foo(int[] numbers) {
int number = 0; // save intermediate results
for (int i = 0; i < numbers.length; i++) {
if (numbers[i]l % 2 == 0) {
// the i-th number is added to the result if it can be divided by 2
number = number + numbers[i];
H
}
return number;
¥
public int foo2(int[] numbers, int other) {
int number = 0;
for (int i = 0; i < numbers.length; i++) {
if (numbers([i] % 2 == 0) {
number = number + numbers[i];
3
}
return number == 0 ? other : number;
H

public void main() {
System.out.println(foo(new int[I{1, -2, 3, 4}));
System.out.println(foo(new int[J{1, 5}));

}

public static void main(Stringl[] args) {
new Extendl().main();

}

}
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Listing 14: Task 7

1 |public static int foo(int[] numbers, int fallback) {

2 int result = 0;

3

4 for (int i = 0; i < numbers.length; i++) {

5 if (numbers[i] % 2 == 0) {

6 result = result + numbers[i];

7 }

8 if (result == 0)

9 return fallback;

10 return result;

11 }

12

13 public void main() {

14 System.out.println(foo_solution(new int[]1{1, -2, 3, 4}, 99));
15 System.out.println(foo_solution(new int[J{1, 5}, 99));
16 }

17 | >

Listing 15: Task 7 Solution

Task 8: Extend method foo() to ignore null Strings for the output.

String[] input = {"Tic", null, "Tac", "Toe"};
join(input, ",");

>> Tic,Tac,Toe

1 public class Extend2 {

2

3 /* %

4 * Concatenates all entries of a String-array to a single String,

5 * separeted by the defined symbol.

6 *

7 * Q@param strings a String-array

8 * Q@param ch separating smybol

9 * @return concatenation of Array-entries

10 * Osee java.lang.StringBuilder

11 */

12 public static String foo(final String[] strings, char ch) {

13 // Resulting String is build with a StringBuilder

14 final StringBuilder builder = new StringBuilder ();

15 for (int i = 0; i < strings.length; i++) {

16 if (i > 0) {

17 // the separating smybol is included before each String - excpet
for the first one

18 builder.append(ch);

19 }

20 builder.append(strings[il); // i-th String is added to the output

21 }

22 return builder.toString();

23 }

24

25 public static void main(Stringl[] args)

26 String outputl = foo(new String[]{"Tic", "Tac", "Toe"}, ?,’);

27

28 System.out.println(outputl);

29

30 String[] input2 = {"Tic", null, "Tac", "Toe"};

31 String output2 = foo(input2, ’,’);

32 System.out.println(output2);

33 String output3 = foo(input2, ’,’);
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34 System.out.println(output3);
35 }
36 |}

Listing 16: Task 8

public static String foo(final String[] strings, char separator) {
final StringBuilder builder = new StringBuilder ();
for (int i = 0; i < strings.length; i++) {
if (strings[i] == null)
continue;
if (i > 0) {
builder.append(separator);
¥
builder.append(strings[il);
¥
return builder.toString();
}

© 00~ ST W N
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Listing 17: Task 8 Solution

Task 9: Extend Class2 with a method bar() of the return type Integer that reverses the
operation of foo().

1 | public class Extend3 {

2

3 AL

4 * data structure to store a history of numbers

5 */

6 class Class2 {

7 // save numbers in a list

8 LinkedList <Integer> numberList = new LinkedList<>();

9 // pointer to current position in the list

10 int numberl = 0;

11

12 VAT

13 * Insert a number at the current position to the history,

14 * potentially following numbers are removed.

15 *

16 # @param number2 number to that shall be added

17 */

18 public void qux(Integer number2) {

19 while (numberl < numberList.size()) {

20 // all numbers after the pointer are removed

21 numberList.removeLast () ;

22 >

23 // the new number is added at the end and the pointer increased

24 numberList.add (number?2);

25 numberl++;

26 }

27

28 /*x

29 * Removes the last number in the history and returns the previous
number.

30 # If there is no number in the history, return null.

31 *

32 * Qreturn the previous number of the history

33 */

34 public Integer foo() {

35 if (numberl > 0) {

36 // pointer is not at the beginning of the list - decrease pointer by

37 // 1 and return current value

38 numberl --;

39 return numberList.get (numberl);

40 } else {
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return null; // pointer is at the beginning - return null
}
1
}
}

Listing 18: Task 9

public Integer barMy() {
if (numberl < numberList.size()) {
numberl ++;
return numberList.get (numberl);
} else {
return null;
H
}

public Integer bar() {

if (numberl <= 0) {

numberl ++;

return numberList.get (numberl);

} else {

return null;

}

H
}

Listing 19: Task 9 Solution
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