
Vigna et al. Journal of Cheminformatics            (2025) 17:1  
https://doi.org/10.1186/s13321-024-00939-5

RESEARCH

Prediction of Pt, Ir, Ru, and Rh complexes 
light absorption in the therapeutic window 
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Abstract 

Effective light-based cancer treatments, such as photodynamic therapy (PDT) and photoactivated chemotherapy 
(PACT), rely on compounds that are activated by light efficiently, and absorb within the therapeutic window (600–
850 nm). Traditional prediction methods for these light absorption properties, including Time-Dependent Density 
Functional Theory (TDDFT), are often computationally intensive and time-consuming. In this study, we explore 
a machine learning (ML) approach to predict the light absorption in the region of the therapeutic window of plati-
num, iridium, ruthenium, and rhodium complexes, aiming at streamlining the screening of potential photoactivatable 
prodrugs. By compiling a dataset of 9775 complexes from the Reaxys database, we trained six classification models, 
including random forests, support vector machines, and neural networks, utilizing various molecular descriptors. Our 
findings indicate that the Extreme Gradient Boosting Classifier (XGBC) paired with AtomPairs2D descriptors deliv-
ers the highest predictive accuracy and robustness. This ML-based method significantly accelerates the identifica-
tion of suitable compounds, providing a valuable tool for the early-stage design and development of phototherapy 
drugs. The method also allows to change relevant structural characteristics of a base molecule using information 
from the supervised approach.

Scientific Contribution: The proposed machine learning (ML) approach predicts the ability of transition metal-
based complexes to absorb light in the UV–vis therapeutic window, a key trait for phototherapeutic agents. While ML 
models have been used to predict UV–vis properties of organic molecules, applying this to metal complexes is novel. 
The model is efficient, fast, and resource-light, using decision tree-based algorithms that provide interpretable results. 
This interpretability helps to understand classification rules and facilitates targeted structural modifications to convert 
inactive complexes into potentially active ones.
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Introduction
Cancer is currently one of the deadliest diseases, caus-
ing millions of deaths each year [1]. Although estab-
lished standard chemotherapy is a reasonably successful 
strategy for fighting cancer, challenges persist related 
to inherent or acquired cell resistance and adverse side 
effects [2, 3]. In order to address these challenges, it is 
essential to develop more efficient and less invasive alter-
native approaches compared to currently used therapies 
[4]. Cancer treatment is one of the fields of medicine that 
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has significantly benefited from the use of therapeutic 
effects of light, and the employing of light-based strate-
gies is becoming increasingly important in this field, 
exploiting advancements in photonics and optical tech-
nologies to enhance therapeutic and diagnostic applica-
tions. Photodynamic therapy (PDT) and photoactivated 
chemotherapy (PACT) are both therapies relying on the 
use of light for activating drugs that are relatively non-
toxic in dark [5, 6]. Light irradiation enables precise spa-
tial and temporal control over drug activation, enhancing 
selectivity and reducing side-effects. Transition metal 
complexes represent promising candidates as photoac-
tivatable prodrugs due to their favorable photophysical 
and photochemical properties, which can be finely tuned 
through subtle modifications of ligands, metal center and 
oxidation state. The mechanism of action of clinically 
approved PDT is based on the interaction of three key 
components: a photosensitizer (PS), light, and molecu-
lar oxygen [7]. PACT, instead, is an oxygen-independent 
phototherapy, which involves chemical changes of prod-
rugs upon irradiation [8–10]. For both techniques, the 
wavelength of activating light ideally falls within the ther-
apeutic window, a spectral range where light optimally 
penetrates biological tissues up to 1 cm without causing 
damage from high-energy irradiation [10]. This window 
definition is influenced by tissue optical properties and 
constituent concentrations, making it challenging to 
establish a precise definition. The most common spectral 
region identifying the therapeutic window for PDT and 
PACT extends typically from 600 to 850 nm [11, 12], as 
PDT photosensitizers activated beyond 800 nm are usu-
ally not efficient in promoting molecular oxygen from the 
triplet to the singlet state. Therefore, being the absorp-
tion of light in the correct near‑infrared spectral region, 
the first prerequisite for a compound to be considered 
a promising PDT and/or PACT agent, prediction of the 
maximum absorption wavelength in the former stages 
of the drug design process can significantly accelerate 
the selection of suitable compounds, even before their 
synthesis. The time dependent version of Density Func-
tional Theory, TDDFT, is the method of choice for com-
puting spectral properties due to its reliable outcomes 
at an affordable computational cost [12]. However, the 
accuracy of TDDFT results strongly relies on the specific 
computational protocol tailored for each type of system, 
requiring an accurate preliminary benchmark [14, 15].

Machine learning (ML) has opened a new frontier in 
theoretical and computational chemistry by allowing to 
conjugate accuracy and efficiency and also the acceler-
ated ML discovery and design of transition-metal com-
plexes, despite some of additional challenges due to their 
peculiar properties, with desired characteristics is show-
ing rapid progress across a range of applications [16–18].

This study integrates ML techniques for an efficient 
screening of numerous metal complexes, aiming at 
extracting crucial information to guide the design and 
development of potential agents for PDT and/or PACT 
applications. Decision Tree was trained on the same 
dataset solely for the purpose of extrapolating informa-
tion regarding the classification, rather than as a predic-
tive model. The model facilitated the identification of an 
inactive compound with respect to its therapeutic win-
dow uptake. Consequently, a structural modification was 
proposed, based on the features considered and extrapo-
lated decisions.

ML models have been recently used to predict a wide 
array of UV–vis spectral properties for organic molecules 
[18–20], but the use of this approach is new for the cat-
egory of metal complexes.

Methods
Data collection
Molecular structures of metal complexes were obtained 
from the Reaxys database (http://​www.​reaxys.​com) 
with associated UV–vis absorption wavelength (λ). The 
initial dataset consisted in 9775 Pt, Rh, Ir and Ru com-
plexes. The main classes of molecules in the dataset were 
described by generating Murcko Scaffold and Skeleton 
[21]. For each compound, the Simplified Molecular Input 
Line Entry System (SMILES) [22] was collected after 
filtering with some shrinkage: only one-fragment mol-
ecules, with UV–vis spectroscopy data available and only 
data extracted from scientific papers and reviews. Com-
pounds were labeled as "active" (classified as 1) if they 
had at least one UV–vis absorption wavelength between 
500 and 850 nm, chosen as the extremes of the therapeu-
tic window. The lower limit of the window was selected 
on the basis of the values of the maximum absorption 
wavelength reported for many metal complexes consid-
ered suitable as PDT and PACT agents. All other com-
plexes were labeled as "inactive" (and classified as 0).

Chemical representation
The structures of the metal complexes were represented 
by six types of molecular descriptors: Extended Connec-
tivity Fingerprints (ECFP), 2-Dimensional Chemically 
Advanced Template Search (CATS2D), 2-Dimensional 
Atom Pairs (AtomPairs), Functional Groups Count 
(FGroup), Molecular ACCess System Key (MACCS) 
and Walk and Path Counts (WPC). All descriptors 
were calculated using the Alvadesc [23] software from 
the SMILES string of each molecule. In order to ensure 
the consistent representation of a molecule regard-
less of the original representation, Alvadesc employs 
a series of standardization steps on molecular struc-
tures. These include the standardization of nitro groups, 

http://www.reaxys.com
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aromatization, and the addition of implicit hydrogen. 
In addition, some types of descriptors were combined 
in order to merge information from different classes 
of descriptors. A detailed explanation of the molecular 
descriptors explored in this study can be found in the 
Supporting Information (Additional file, Listing 1).

In order to visualize the molecules in three-dimen-
sional space, Principal Component Analysis (PCA) 
was applied to the descriptors to reduce their size. This 
approach can be useful for identifying molecules that are 
structurally very similar and, consequently, can be elimi-
nated as they do not add any relevant information to the 
model. Specifically, PCA was applied to all the descrip-
tors listed above and the variance explained by the first 
three Principal Components (PCs) was calculated. It 
was, then, necessary to identify the descriptor that best 
fits the problem. In particular, the type of descriptor was 
sought whose first three PCs expressed the highest pos-
sible variance. In other words, the descriptors whose first 
three PCs contained the largest possible percentage of 
the information given by the descriptor before transfor-
mation. Of all the listed descriptors, the first three PCs 
of the WPC descriptor explained 93% of the variance. In 
this context, WPC was used exclusively to represent mol-
ecules in three-dimensional space, to define applicability 
domain and to perform subsampling as explained below.

Classification models
In order to find the best classifier for predicting the 
activity of the compounds, a benchmark of six differ-
ent classification models was employed. Each model 
was trained with different types of descriptors, using 
the default hyperparameters provided for each model 
for a preliminary assessment. The classifiers selected for 
the benchmark are: Logistic Regressor (LR) [24], Deci-
sion Tree Classifier (DTC) [25], Random Forest Clas-
sifier (RFC) [26], Support Vector Classifier (SVC) [27], 
Gradient Boosting Classifier (GBC) [28], all provided by 
scikit-learn python package [29] and Extreme Boosting 
Classifier (XGBC) [30].

Cross validation and model evaluation
A total of 9775 samples was collected in literature. 
After cleaning, a dataset with 4640 different molecule 
was obtained, which has been divided into training set 
and final validation set using an 80:20 ratio [31] (3712 
for train set and 928 for validation set). The predictive 
capacity of the model on the training set was evaluated 
by internal Stratified k-Fold Cross Validation (SkFoldCV) 
provided by scikit-learn with three different splitting 
values k = 5 (S5FoldCV), k = 10 (S10FoldCV) and k = 15 
(S15FoldCV), in order to assess the robustness of the 
model, the ability to generalize and to prevent overfitting 

[32]. The performance of classification models was evalu-
ated by the following metrics: Accuracy (A), Sensitivity 
(SE), Specificity (SP), Precision (P), F1-score (F1) and 
AUC-ROC [33]. These metrics were determined by cal-
culating previously false positives (FP), false negatives 
(FN), true positives (TP) and true negatives (TN) that 
were considered for the construction of the confusion 
matrix as well. In addition, true positive rate (TPR) and 
false positive rate (FPR) were also calculated for the con-
struction of the ROC-curve (ROC) and to calculate the 
Area Under the ROC-curve (AUC-ROC). For a detailed 
description of all evaluation metrics see the Additional 
file, Listing 2.

Model optimization
Permutation Features Importance (PFI) and Recursive 
Features Elimination (RFE), both provided by scikit-
learn, were performed to assess the predictive impor-
tance of each feature and eliminate less informative ones. 
In fact, with these combined strategies, it is possible to 
evaluate the minimum number of features the model 
needs for achieving the best results. Hyperparameter 
optimization was performed by using AUC-ROC value 
as a metric to maximize the probability of achieving the 
best hyperparameter combination. The search was car-
ried out by exploring the hyperparameter space using a 
Random Grid Search (RGS) methodology for a system-
atic investigation.

Results and discussion
In what follows, the evaluation of undersampling tech-
niques addresses the challenge posed by class imbalance 
in the dataset. This evaluation emphasizes the distribu-
tion of λ values across the initial dataset consisting of 
4640 complexes, illustrating the effective rebalancing 
achieved through undersampling. The study explores the 
intricacies of feature engineering, detailing the meth-
odologies applied to refine descriptor sets and optimize 
computational efficiency. The analysis also presents 
a comprehensive evaluation of classification models, 
emphasizing the performance metrics derived from vari-
ous descriptors paired with six distinct classifiers. Finally, 
the approach to model optimization is outlined, with a 
focus on feature selection and hyperparameter tuning 
of the selected XGB_AP2D model, demonstrating its 
robustness and efficacy across diverse evaluation criteria.

Undersampling
The histogram in Fig.  1 shows the distribution of λMAX 
values for the complete dataset (Fig.  1a) composed of 
9775 complexes, and pie charts showing the ratio of 
active to inactive complexes (Fig.  1b, c. As might be 
expected, the number of active compounds is by far 
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fewer than inactive ones (Fig.  1a), as the λMAX of most 
compounds falls in the region from 300 to 500 nm. Only 
about 27.3% of the complexes are assigned to the "active" 
class for a total of 2140 complexes. Unfortunately, class 
imbalance is a common problem that significantly wors-
ens the performance of ML models [34]. Possible solu-
tions to this problem lie in the use of special ML models 
that are unaffected by class imbalance, such as XGBC. On 
the other hand, sampling techniques can also be adopted 
to improve the performance of the model. In this work, 
the Majority Class Undersampling technique was used 
to overcome the imbalance between classes. With this 
approach, only some of the samples in the predominant 
class are selected, until the ratio between the two classes 
reaches approximately 50%. After subsampling, the final 
dataset was obtained with a total of 4640 complexes of 
which 2140 were active (46.1%) and 2500 inactive (53.9%) 
(Fig. 1c).

Undersampling was performed taking into considera-
tion the distribution of all samples in the three-dimen-
sional chemical space generated by applying PCA with 
WPC descriptors. A more detailed explanation of the 
undersampling technique can be found in Additional 
file, Listing 3. With this method, it was possible to switch 
from an unbalanced dataset (Fig.  1b, 9775 compounds) 
to a balanced dataset (Fig.  1c, 4640 compounds) while 
maintaining the same chemical space distribution for the 
subsampled class (Additional file, Figures S1-S2).

Applicability domain
In order to define model applicability domain, the most 
frequent structures in the entire final dataset are ana-
lyzed. Thus, an investigation was conducted on the 
structures from the perspective of the nature of the 
core metal and the binders. This analysis involved the 
generation of Murcko Scaffold and Murcko Skeleton. 

The Murcko Scaffold retains the core structural features 
of a molecule, including its specific atom types and 
bonds. In contrast, the Murcko Skeleton abstracts fur-
ther, representing just the connectivity, thereby making 
it even more generalizable. The relative percentage of 
complexes in the dataset, based on the central metal, is 
shown in Fig. 2.

Subsequently, Murcko Scaffolds and Murcko Skel-
etons (Fig. 3) were constructed for each complex. Fig-
ure  3a illustrates the scaffolds that are most prevalent 
in the dataset.

A scaffold diversity of 65.7%, as calculated in accord-
ance with the specifications outlined in Eq.  1, and a 
Gini index of 0.29 were determined for this group. In 
contrast, Fig.  3b illustrates the most prevalent Murko 
Skeletons, for which the skeleton diversity, as calcu-
lated in accordance with the specifications outlined in 
Eq. 2, is 57.4%, with a Gini index of 0.35.

Fig. 1  a Distribution of the λMAX values for the complete initial dataset with therapeutic window highlighted. mean: 449 nm; b proportion 
of the number of samples belonging to the class ’active’ and ’inactive’ before sampling; c proportion of the number of samples belonging 
to the class ’active’ and ’inactive’ after undersampling

Fig. 2  Bar plot represents the percentage of compounds 
in the dataset divided according to the nature of the central atom
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The diversity values and Gini index of the Scaffold and 
Skeleton are comparable. A diversity of approximately 
50–60% is indicative of a favorable degree of structural 
variability. Data indicates that tetraphenyl porphyrins are 
the most common skeletons, which are divided between 
Pt (1a) and Ir (1e) complexes. In contrast, Skeletons 2b 
and 3b suggest a notable prevalence of complexes with 

(1)

Scaffold diversity(%) =
Unique scaffolds

Total N of scaffolds
· 100%

(2)

Skeleton diversity(%) =
Unique skeletons

Total N of skeletons
· 100%

relatively simple structures. The Gini index value of 
approximately 0.3 for both scaffolds and skeletons sug-
gests that the dataset is relatively homogeneous, with 
each unique scaffold/skeleton appearing with a similar 
frequency as the others, and no structures being particu-
larly prevalent. Chemical space was represented by apply-
ing PCA to the WPC descriptors calculated on unique 
scaffolds (Fig. 4). As mentioned above, the WPC descrip-
tors were selected according to the highest variance 
explained by the first two PCs for better representation.

The applicability domain, generated on the basis of the 
unique scaffolds of the complexes in the dataset used, 
demonstrates a considerable breadth of coverage within 

Fig. 3  a Murcko Scaffold frequency barplot with the five most frequent scaffold; b Murcko Skeleton frequency bar plot with the five most frequent 
skeletons
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the generated chemical space. Furthermore, this result 
corroborates the hypothesis that undersampling the 
majority class results in the removal of complexes while 
maintaining the diversity of the dataset and its chemi-
cal space. The principal component analysis (PCA) of 
these descriptors revealed the emergence of three clus-
ters. A more detailed examination demonstrated that the 
clusters are primarily distinguished by varying values of 
the SRW07 and TWC descriptors, which increase from 
the cluster on the bottom to the one on the top. Conse-
quently, clusters comprise molecules of decreasing sim-
plicity at the bottom, and those of increasing complexity 
at the top.

Feature engineering
The descriptors used to train the six types of selected 
classification models selected are listed in Table  1, 
together with their respective initial length. However, 
transformations were applied to reduce the length of all 
descriptors in order to enhance model performance by 
eliminating noise and selecting smaller, more informative 
feature sets. By selecting smaller sets of descriptors and 
reducing noise, improvements were achieved in the mod-
els in terms of performance and calculation time. The 
feature transformations involved several steps for remov-
ing constant features, quasi-constant features (with 
threshold = 0.1), duplicate features and highly correlated 

Fig. 4  a Chemical space of WPC descriptors calculations on unique molecular scaffolds. The density lines indicate the applicability domain 
of the classifier. b The applicability domain defined by the scaffolds is superimposed on the complete dataset of 9775 complexes showing that it 
covers a wide range of structures of Ru, Rh, Ir and Pt complexes

Table 1  Descriptors used for the dataset with their initial and final dimensions after feature engineering

Name Type Initial length Final length

ECFP1024_4 Fingerprint 1024 105

ECFP1024_6 Fingerprint 1024 128

ECFP2048_4 Fingerprint 2048 85

ECFP2048_6 Fingerprint 2048 93

ECFP4096_4 Fingerprint 4096 80

ECFP4096_6 Fingerprint 4096 82

CATS2D Categorical 150 118

2DAtomPairs Categorical 1596 387

FGroup Categorical 153 35

MACCS Fingerprint 167 86

CATS2D + 2DAtomPairs Combined 1746 503

CATS2D + 2DAtomPairs + ECFP4096_4 Combined 5842 682

FGroup + CATS2D Combined 304 151

FGroup + ECFP1024_6 Combined 1178 165

2DAtomPairs + ECFP4096_4 Combined 5693 549
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features (with threshold ≥ 0.9). Table  1 summarizes the 
results of feature engineering applied to all generated 
descriptors.

Classification models
Based on fifteen types of descriptors summarized in 
Table 1 and the six types of classification models, a total 
of 90 classification models were explored. Each set of 
compounds was divided into a training set and a valida-
tion set with an 80:20 ratio (3712 training compounds 
and 928 external validation compounds). In addition, 
model performance validation metrics on the training set 
were calculated by further dividing the set according to 
the SkFoldCV methodology [29]. As a first approach, the 
models were trained with the default hyperparameters 
and using the S10FoldCV. The complete tables show-
ing the results obtained for all possible model-descrip-
tor combinations are given in Additional file, Table  S1. 
Table  2 shows only the results for the AtomPairs2D 
(AP2D) descriptor, which were selected as best descrip-
tors in terms of overall performance.

In general, several types of descriptors exhibit similar 
performance, particularly those that are combined. How-
ever, the AtomPairs2D descriptor was selected due to its 
exceptional performance, simplicity in interpretation, 
and minimal number of features. Although combined 
descriptors achieve the highest performance, they dem-
onstrate comparable predictive capability to individual 
descriptors. This suggests that combining descriptors 
mainly increases the number of features, without sub-
stantially improving performance.

As can be seen from Table 2, the best results in terms 
of all the examined metrics are from the combinations 
RFC + AtomPairs2D (RFC_AP2D) and XGBC + Atom-
Pairs2D (XGB_AP2D). Considering these two classifiers, 
it was determined that XGB_AP2D would be an optimal 
choice for further investigation. In fact, since all condi-
tions were equal and performance was comparable, it was 
deemed preferable to utilize the XGBC model, which is 
considerably faster to train and apply than the RFC [35].

It is notable that other studies in the literature have 
identified the same target for other types of compounds 
[36, 37]. These studies include the construction of con-
sensus models by combining the most effective models 
identified. Similarly, two models were constructed by 
combining the RFC and XGBC models, which were iden-
tified as the most effective for AP2D descriptors. The 
initial consensus model was constructed through the 
integration of the RFC and XGBC models employing the 
voting method (RFXGBC_vot). In contrast, the second 
model was built up by combining the same models with 
the stacking method, utilizing an LR as a meta-learner 
(RFXGBC_StackLR). Nevertheless, the results indicate 
that there is no significant enhancement in performance 
(Additional File, Table S2). Indeed, the outcomes yielded 
by the consensus models are indistinguishable from those 
obtained using the individual models.

In order to verify the classifier robustness, the train-
ing process was repeated with different k-values of the 
SkFoldCV. The results obtained are summarized in 
Table 3, in which it is observed that the values of all eval-
uation metrics do not vary significantly.

Evaluation metrics on validation set are in line with 
the values found for the training set for all split val-
ues of SkFoldCV (Table  3). From the results obtained, 
XGB_AP2D shows good generalization capabilities and 
performs well on data not provided during the training 
phase. To validate the effectiveness of the undersampling 
technique applied to the dataset, the model was also 
tested on the unbalanced dataset. The results are summa-
rized in the Additional file, Table S3.

Although undersampling reduces the amount of avail-
able data for training, it helps balance the class distri-
bution, allowing the model to focus more effectively on 
the minority class. In an imbalanced dataset, the minor-
ity class often receives insufficient representation dur-
ing training. By removing a portion of the majority class 
samples, undersampling prevents the model from being 
overwhelmed by the majority class, improving its ability 
to distinguish between the two classes.

Table 2  Performance of the six classification models on the training of AtomPairs2D descriptors with S10FoldCV with mean and 
standard deviation

Descriptors Model A SE SP P F1

LR 0.81 ± 0.01 0.79 ± 0.03 0.82 ± 0.03 0.79 ± 0.02 0.79 ± 0.02

AtomPairs2D DTC 0.85 ± 0.01 0.85 ± 0.02 0.85 ± 0.02 0.83 ± 0.02 0.84 ± 0.02

AP2D RFC 0.91 ± 0.01 0.89 ± 0.02 0.94 ± 0.01 0.92 ± 0.01 0.90 ± 0.01

118 features SVC 0.69 ± 0.03 0.55 ± 0.05 0.81 ± 0.03 0.71 ± 0.04 0.62 ± 0.04

GBC 0.85 ± 0.02 0.79 ± 0.02 0.90 ± 0.03 0.87 ± 0.03 0.83 ± 0.02

XGBC 0.91 ± 0.01 0.90 ± 0.01 0.92 ± 0.02 0.91 ± 0.02 0.91 ± 0.01
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Furthermore, undersampling can mitigate the risk 
of overfitting to a particularly dominant class, which 
could otherwise skew the model’s learning. Without the 
oversaturation of the majority class, the model is more 
likely to learn more general and discriminative features, 
improving its generalization capacity, even on an external 
validation set.

The results obtained in this study suggest that, for this 
case, undersampling had a positive impact on the mod-
el’s performance. Key metrics such as precision, recall, 
F1-score, and accuracy all improved significantly. This 
approach helped to reduce the effects of class imbal-
ance, enhancing the model’s ability to recognize both the 
majority and minority classes. These findings demon-
strate how balancing techniques, such as undersampling, 
can optimize the performance of machine learning mod-
els when dealing with imbalanced datasets.

Model optimization and evaluation
The selected classifier was optimized by focusing on 
highly informative features and optimizing hyperparam-
eters. The relative importance was assigned to each fea-
ture, based on the PFI method [38]. Subsequently, the 
features sorted by descending importance were phased 
out using the method known as RFE [39]. Given the 
obtained results, represented in Additional File, Fig-
ure S3, the model retains the same classification met-
rics using only the 53 most relevant features. When only 
a few features are considered, the risk of overfitting is 
minimized, the classifier is less computationally expen-
sive, the hyperparameter optimization process becomes 
faster and, most importantly, results are more easily 
interpretable.

After selecting the XGB_AP2D model with 53 features 
as the best classifier, the optimization of the most impor-
tant model hyperparameters was carried out to try to 
achieve an improvement in prediction performance. The 
optimization of six hyperparameters was then executed 
by random search in the hyperparameter space shown in 
Table 4.

Once the best hyperparameters combination was 
determined, the threshold value of the classification 
was optimized with steps of 0.1 in the range of values 

0–1. At the end, a threshold value of 0.22 was found 
to be the best for the classification. The results for 
the evaluation of the XGB_AP2D model are shown in 
Table 5.

As shown in Table 5, the final model XGB_AP2D cor-
rectly classifies a high percentage of the complexes. The 
evaluation metrics for all split values of the SkFoldCV are 
comparable to those obtained for the external evaluation 
set. However, after optimization, a deterioration in the 
evaluation metrics was observed. Despite this, the model 
demonstrates a low propensity to overfit and performs 
well with a relatively small number of features.

Finally, the confusion matrix and the ROC curve were 
generated (Fig.  5) on the results of the validation test. 
The ROC curve, together with AUC-ROC suggest that 
the classification model in question has excellent perfor-
mance, being able to correctly distinguish between posi-
tive and negative classes with a high degree of accuracy.

Table 3  Performance of XGB_AP2D classifier with different SkFoldCV split values on train set with standard deviation across folds and 
the same metrics evaluated with an external validation set

Internal validation A SE SP P F1

S5FoldCV 0.91 ± 0.01 0.90 ± 0.02 0.91 ± 0.01 0.90 ± 0.01 0.90 ± 0.01

S10FoldCV 0.91 ± 0.01 0.90 ± 0.02 0.92 ± 0.02 0.93 ± 0.02 0.91 ± 0.02

S15FoldCV 0.91 ± 0.02 0.90 ± 0.03 0.92 ± 0.02 0.91 ± 0.03 0.91 ± 0.03

External validation 0.91 0.88 0.93 0.91 0.90

Table 4  Hyperparameter space explored with default values for 
XGBC and optimal values for XGB_AP2D

Hyperparameter Range explored Default value Optimal value

n_estimator 100 to 500, step: 
100

100 400

max_depth 3 to 15, step: 3 3 8

learning_rate 0.01, 0.05, 0.1, 0.2, 
0.3

0.1 0.31

subsample 0.6 to 1.0, step: 0.1 1.0 1.0

colsample_bytree 0.6 to 1.0, step: 0.1 1 1

gamma 0 to 0.4, step: 0.1 0 0

Table 5  Evaluation metrics for the optimized XGB_AP2D 
classifier. The internal evaluation was calculated with S15FoldCV

evaluation metric Internal evaluation External 
evaluation

A 0.92 0.91

SE 0.90 0.90

SP 0.93 0.93

P 0.92 0.92

F1 0.91 0.90
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Decision tree analysis
Since the XGBClassifier is an ensemble model, it con-
sists of several decision trees trained in series to improve 
prediction performance. While XGBC_AP2D is a model 
capable of predicting the target with high precision and 
accuracy, the single decision tree can be used to interpret 
the obtained results.

Looking at Additional file, Table  S1, one can see that 
prediction performance of the single decision tree (DTC) 
is lower than that of the XGBC_AP2D model, but it 
remains acceptably high. Furthermore, by applying the 
same feature cleaning protocol used for XGBC_AP2D, 
it appears that the performance of DTC remains almost 
unchanged by reducing the number of AP2D features to 
26.

XGBC and DTC models’ performance was evaluated 
both by applying and not applying the RFE method, 
the results obtained are shown in the Supporting file, 
Table S4.

The results show that reducing the number of features 
through feature selection does not lead to a significant 
change in the evaluation metrics of the models. Specifi-
cally, both the XGBC and DTC models achieved similar 
performance in terms of key metrics such as F1-score, 
accuracy, precision, and recall, with fewer features com-
pared to the full set. For XGBC, performance with 53 
selected features was comparable to that with 118 fea-
tures, while for DTC, 26 features sufficed to achieve the 
same results as with all 118.

This suggests that many of the original features were 
either irrelevant or redundant, offering little to no added 
predictive value. The feature selection process, therefore, 
not only reduces the complexity of the models but also 
helps to improve interpretability, making the models eas-
ier to understand without sacrificing performance. More-
over, using fewer features reduces the risk of overfitting 

and enhances computational efficiency, as simpler mod-
els tend to be more stable and generalized.

Moreover, it was possible to extrapolate information on 
the structure of DTC, with a focus on the leaf nodes. This 
approach aims to stop not only at the features impor-
tance for prediction but to explore the single tree struc-
ture for a more in-depth analysis of its impact. This is 
just one example of how DTCs can be analyzed to extract 
key information about it and the dataset. More detailed 
information can be found in the reference repository. 
Analysis starts with the first information which is about 
feature importances listed in Table 6.

The feature assigned to have the highest importance is 
B01[C-X]. The transition metal is indicated by the letter 
X in the AP2D descriptor. Thus, this feature indicates the 
presence or absence of a direct bond between a carbon 
atom and the transition metal.

Looking at the tree separation rules, feature B01[C-X] 
results in the separation criterion present in node 780 
generating the two leaves 781 and 782 as depicted in 
Fig. 6.

Fig. 5  a Confusion matrix on validation set prediction results; b ROC curve and AUC-ROC value for validation set prediction

Table 6  List of the 10 most important features ordered by 
decreasing importance

Feature Importance

B01(C-X) 0.031573

F02(C-N) 0.011746

F03(C-X) 0.010668

F02(C-X) 0.010237

F01(C-C) 0.008190

F05(C-X) 0.007974

F04(F-X) 0.006466

F03(N-S) 0.006034

F03(N-N) 0.005280

F03(C-N) 0.004957
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It can be seen from Fig.  6 that node 780 contains 16 
complexes of which 1 is inactive and 15 are active. Com-
plexes that travel the same path in the decision tree and 
reach the same node together are complexes whose fea-
tures obey the same rules. This means that all complexes 
arriving at node 780 are structurally similar enough to 
obey the same decision rules in the tree. However, the 
most important separation occurs at the last node, when 
the model separates the inactive complex from the active 
ones using the descriptor B01[C–X] as a criterion. This 
means that the inactive complex differs from the active 
ones because it contains the C–X bond. The structure 
of the inactive complex, named inactPt, is shown in 
Scheme 1.

By searching back through the training dataset, the 
inactive complex turns out to be a cyclometalated plati-
num complex synthesized and characterized by Chan 
et al. [40] whose λMAX is 441 nm.

The presence of the direct bond between carbon and 
the metal, in this case platinum, is the reason why the 
model assigns this complex to the inactive class. There-
fore, the C–Pt bond was replaced with a N–Pt one to 
see the effect caused on λMAX. The structural modifi-
cation, however, was carried out without changing the 
rest of the structure, ensuring that the decision rules 

of all previous nodes remain equally respected by the 
new complex. Scheme  2 shows the modified complex, 
named actPt, according to the decision rules of the 
tree.

The new complex shown in Scheme  2 has an N–X 
bond instead of a C–X bond. The feature B01[C-X] 
of this compound is in fact equal to 0. This structural 
change makes the complex positively charged, but for 
the present analysis only the cationic portion of the 
complex was taken into account, neglecting the counter 
anion.

The XGBC_AP2D model was therefore used to pre-
dict whether this modified complex could absorb in 
the therapeutic window or not. In fact, according to 
the model, the newly modified complex absorbs in the 
therapeutic window with a high probability of assign-
ment to the active class of 0.84. Further confirmation 
of the results was obtained by comparing the spectra 
of both complexes simulated using TD-DFT. The com-
parison is shown in Fig. 7. All molecular geometry opti-
mizations have been carried out with the Gaussian16 
software package [41], at the density functional level of 
theory, employing the B3LYP functional [42, 43]. For 
the Pt atom, the relativistic compact Stuttgart–Dresden 
effective core potential [44] has been used in conjunc-
tion with the corresponding split valence basis set. The 
standard double-ζ 6-31G* basis sets have been used for 
all the rest of the atoms. The electronic spectra were 
obtained, within the nonequilibrium time-dependent 
TDDFT approach, as vertical electronic excitation 
on the ground-state structure, by using the M06 [45] 
functional.

Such computational protocol has been selected 
on the basis of the outcomes of a preliminary bench-
mark study, considering the performance of several 
exchange–correlation functionals, in reproducing the 

Fig. 6  Decision tree structure around node 780

Scheme 1  Structure of the inactPt complex showing the presence 
of a direct C-Pt bond

Scheme 2  The structure of the new complex, actPt, obtained 
by structurally modifying the inactive complex, according to the rules 
of the decision tree
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absorption spectrum of the complex experimentally 
detected. Further details can be found in Additional 
File, Table  S3, where the benchmark outcomes are 
reported for the best performing functionals.

Figure  7a shows the theoretical spectrum of the 
inactPt complex, that reproduces very well that experi-
mentally detected reported in the literature (theoretical 
λMAX = 441  nm, experimental λMAX = 441  nm). On the 
other hand, the calculated spectrum of (Fig. 7b) the new 
structurally modified complex, actPt, shows an absorp-
tion band in a region of the spectrum inside the therapeu-
tic window, as suggested by the DTC and XGBC_AP2D 
models, with two absorptions peaks at λMAX = 594.4 nm 
and λ = 512  nm. It is worth mentioning, however, that 
the model can only predict the presence of one or more 
transitions in the correct region of the spectrum, but not 
their intensity.

Conclusions
The absorption of light within the near‑infrared spectral 
range known as the therapeutic window (600–850  nm), 
is essential for evaluating the potential of PDT and/or 
PACT agents. This study introduces an Extreme Boost-
ing Classifier model trained via supervised learning to 
reliably predict whether Pt, Ir, Ru, and Rh metal com-
plexes absorb electromagnetic radiation within this 
wavelength range of the therapeutic window. The inves-
tigated range, spanning from 500 to 850 nm, was chosen 
based on reported maximum absorption wavelengths 
of PDT and PACT relevant metal complexes. The lower 
limit was chosen on the basis of the values of the maxi-
mum absorption wavelength reported for many metal 
complexes considered suitable as PDT and PACT agents, 
while the choice of the highest extreme depends on the 
low efficiency of PDT photosensitizers activated beyond 
800 nm in promoting molecular oxygen from the triplet 
to the singlet state. The dataset, albeit relatively small 

and imbalanced between active and inactive compounds 
regarding therapeutic window absorption, supports 
robust predictions without overfitting. The descrip-
tors used count very few features that are crucial for an 
accurate classification, and are very easy to interpret and 
straightforwardly calculated with licensed or free soft-
ware. Consequently, the model is highly efficient, fast 
and requires limited computational resources. Machine 
learning models, particularly decision tree-based algo-
rithms, offer interpretable results, enabling insight into 
classification rules. This characteristic, coupled with 
the simplicity of the algorithms based on decision trees, 
allowed us to explore the nodes of a single tree to under-
stand the rules learnt during the training step to correctly 
classify metal complexes into their respective classes. It 
also facilitates targeted structural modifications to trans-
form initially inactive complexes into potentially active 
ones or, more generally, it allows to modify the structural 
characteristics of a base molecule resorting to results 
from the supervised approach.

One of the main limitations of the model is the nar-
row chemical space on which it is trained, so it may have 
insufficient information for a correct classification of 
complexes that are structurally very different from those 
in the training dataset. Moreover, the model does not 
quantify absorption peak intensities, which may be very 
low.

In summary, this study proposes a machine learn-
ing model capable of reliably predicting light absorption 
by Pt, Ir, Ru, and Rh complexes within the therapeutic 
window, guiding subsequent experimental and theo-
retical studies. Active complexes identified by using the 
approach proposed here require further investigation 
to meet additional criteria that compounds have to ful-
fill to be considered suitable PDT and PACT agents. 
Additionally, the study suggests a strategy for design-
ing new promising complexes by introducing structural 

Fig. 7  TD-DFT theoretical UV–vis spectra simulated by using the M06 functional of a inactPt and b actPt complexes
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modifications based on the features identified by the 
model during supervised training.

Accelerated ML discovery and design of transition-
metal complexes with desired characteristics, in spite of 
additional challenges due to their peculiar properties, is 
rapidly progressing across a wide range of applications. 
However, even if ML models have been recently used 
to predict a wide array of UV–vis spectral properties of 
organic molecules, this approach is new for the category 
of metal complexes. The approach proposed here is the 
first step towards a complete, efficient and fast selection 
of compounds as PDT and PACT agents.
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