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Abstract

Wireless sensor networks (WSNs) require an extremely energy-efficient design. As sensor nodes have limited power
sources, the problem of autonomy is crucial. Energy harvesting provides a potential solution to this problem.
However, as current energy harvesters produce only a small amount of energy and their storage capacity is limited,
efficient power management techniques must also be considered. In this article we address the problem of modeling
and simulating energy harvesting WSN nodes with efficient power management policies. We propose furthermore a
framework that permits to describe and simulate an energy harvesting sensor node by using a high level modeling
approach based on power consumption and energy harvesting. The node architectural parameters as well as the
on-line power management techniques will also be specified. Two new power management architectures will be
introduced, taking into account energy-neutral and negative-energy conditions. Simulations results show that the
throughput of a sensor node can be improved up to 50% when compared to a state of the art power management
algorithm for solar harvesting WSN. The simulation framework is then used to find an efficient system sizing for a solar
energy harvesting WSN node.

Introduction
Energy supply is still a limiting factor for embedded sys-
tems, such as Wireless sensor networks (WSNs). Recent
technological progress has helped to decrease the power
consumption of electronic devices. However, the gap
between the energy that can be stored in current energy
storage devices, such as batteries and supercapacitors, and
the power consumption of the electronic circuitry lim-
its the system’s lifespan. Moreover the lifespan of a WSN
deployments depends on the type of events that are mon-
itored. Published studies dealing with battery powered
WSN deployments (e.g., [1]) show that lifetimes can vary
from a few days to several years. High data rate applica-
tions, like structural monitoring [2], can have a lifetime of
few days. Environmental sensing applications, like track-
ing animal movements, forest fire or flood detection [3]
(as well as several other applications) require lower data
rate and can therefore achieve longer lifetimes for an
equivalent energy budget.
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Energy harvesting is a promising technology for lifetime
extension and it has increasingly been explored in litera-
ture. Energy is available in the environment in the form
of light (solar), wind, mechanical, or thermal sources.
Energy harvesting is the process of capturing energy from
one of these sources, converting it into electrical energy
and eventually storing it for future use. Technological
advances in the design and manufacturing of energy har-
vesters have made it possible to increase their efficiency
and integration level, thus enabling their use in embedded
systems such as WSN nodes. The benefit of this technol-
ogy is invaluable for WSNs. As wireless sensor nodes are
often deployed in harsh and inaccessible environments,
battery replacing can sometimes be impossible. The only
way to overcome this problem is to directly recharge
the battery on-site using the energy available from the
environment.
At a first glance, energy harvesting seems to be merely

an additional feature of a WSN node. However, research
has shown that several aspects of environmental energy
sources make them fundamentally different from batteries
[4]. A common objective in a battery-powered WSN is to
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maximize the lifetime of the network under a fixed avail-
able energy constraint. Power management algorithms try
to satisfy application requirements while at the same min-
imizing power consumption along the network lifetime.
On the other hand, energy-harvesting systems can experi-
ence a peak of energy availability. During these periods the
system can provide a high quality of service (QoS) using
only the energy coming from the environment. These
periods, however, are interleaved with intervals where the
environment provides a reduced amount of energy, or
even nothing. When an energy-harvesting node operates
purely on battery, the QoS must be adjusted to extend
the lifetime of the node until sufficient energy is again
provided by the environment.
From the situations outlined above, it becomes clear

that different power management techniques can be used
according to different environmental conditions. Let us
consider, for example, the case where a sufficient amount
of energy is harvested from the environment. The power
manager can then decide to operate in energy neutrality,
that is balancing the energy consumed (to perform the
task) and the harvested energy.
The aim of our study is primarily to propose high

level generic models that allow us to simulate an energy-
harvesting node. Traditionally, the simulation of energy
harvesting systems has focused on low-level details about
the physical design of energy harvesters [5] or power sup-
ply architectures (power converters, rectifiers, etc.) [6].
However, the execution time for these types of simulations
is too slow for an effective analysis of power management
techniques and the level of details required limits high
level design exploration. With our modeling approach, we
eliminate low-level design complexity but, at the same
time, we do not over-limit the design space, thus enabling
early design exploration.
The resulting models are tested and validated on a

recent solar energy harvesting sensor platform fromTexas
Instruments [7]. This platform is based on a low-power
microcontroller and RF transceiver and it is very energy
efficient. There are other types of WSNs, like Video wire-
less sensor networks (VSN), that uses more complex
microprocessor and sensors and are thusmore power con-
suming. Since our modeling approach is platforms inde-
pendent, it can take into account both high-end power
consuming and low-end platforms. These models are the
basic blocks of our simulation framework where a strong
emphasis is given to power management. In this arti-
cle, we propose two new power management architec-
tures, called open-loop and closed-loop energy neutral
Power Managers. These power managers have been val-
idated in simulation using a five-day energy harvesting
scenario. The power manager presented in [8] has been
adapted to our models and compared with our power
managers.

Our framework is also used in the last section to deter-
mine an efficient system sizing for a solar energy harvest-
ing WSN platform. We carry-out experiments in order to
find the energy harvesting system setting that meets the
required data throughput.
The rest of this article is organized as follows: the

framework is presented in Section ‘Modeling and simula-
tion framework’ as well as the models that compose the
WSN node architecture. Relevant related studies are dis-
cussed in Section ‘Related study’. A thorough analysis of
the power management strategies is developed in Section
‘Power management for energy harvesting WSN nodes’.
Finally, a case study that demonstrates the relevance of our
framework is presented in Section ‘Optimal system size
for a solar harvestingWSN node’.
The main contributions of our article are:

• Amodeling framework for energy harvesting WSN,
which uses a new high level modeling approach.

• Two new system level power management
techniques for energy harvesting wireless sensor
nodes, OL-PM, and CL-PM.

• An optimal system size for a solar harvesting WSN
node.

Modeling and simulation framework
Our framework for modeling and simulating energy
harvesting for wireless sensor nodes is presented in
this section. The framework architecture is sketched in
Figure 1.
The system specification contains the user requirements

for the sensor node. Specifications may be related to non-
functional attributes, such as the quality of service or node
reliability. Node reliability is defined in this context as the
occurrence (or absence) of service interruptions. Critical
applications may require the node to remain continu-
ally operational even under stringent energy constraints.
However, manyWSN applications do not need such strin-
gent constraints. In this case, the node reliability can be
specified as a minimum number of hours of service per
day. Besides non-functional attributes, the initial speci-
fications may also contain requirements concerning the
size and technology of the energy storage element. The
technology and type of the different subsystems that com-
pose a node (such as the battery, the energy harvester
and the radio front-end) can also be specified. The user
can also indicate the performance constraints under the
form of average, minimum and maximum data rate. For
example, these specifications for a battery may indicate
the maximal and minimal discharge capacity (expressed
in Ah). The type and technology of the energy harvester
can also be specified. It is important to observe that the
initial choice of an energy harvester is not mandatory in
our framework. However, specifying an energy harvesting
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Figure 1 Architectural exploration framework.

technology will reduce the size of the design space, thus
speeding up simulations.
The models of the different subsystems are provided

in the models library. This library may include differ-
ent models for energy harvesters (solar panel, piezoelec-
tric, etc.) and different energy storage elements (batteries,
supercapacitors, etc.). We start by providing a model for
a solar panel and an integrated Li-Ion battery. A detailed
description of thesemodels is provided in Section ‘Models
library for WSN node’.
The platform execution model is defined at task level.

The number of tasks that a node can execute depends on
the type of application. In practice it is common to have a
limited number of tasks: one task for CPU computing, one
for sensing, one for RF transmissions and, in multi-hop
networks, a task for receiving and forwarding messages
(routing). A value of power consumption is attached to
each task. Details about the task level execution model is
given in Section ‘A task level platform load model’.
The node power management strategy can be specified

by selecting one of the power management algorithms
provided in the library. As shown later in this article,
the power management strategy has a strong impact on
the overall performance of the system. We believe that
having different on-line power management strategies
can improve the efficiency of the overall design. A thor-
ough description of the proposed power management

algorithms is given in Section ‘Power management for
energy harvestingWSN nodes’.
The core of the simulator is the WSN node architecture

explorer. A functional model of a node is built using both
the system specifications and the models library. Initial
values are assigned to the different models based on the
input specifications. A simulation is run for a given config-
uration. Then, based on one or more figures of merit, the
parameters (e.g., the size of the energy storage element)
can be repeatedly adjusted in order to converge towards
an efficient design. This process has been manually done
so far. An example of battery and solar panel sizing for
a wireless sensor node is discussed in Section ‘Optimal
system size for a solar harvestingWSN node’.

Related study
Energy harvesting systems
Many sources of energy and conversion devices have been
considered for energy harvesting. Those systems can be
classified based on the type of energy source. Photovoltaic
(PV) cells [9] convert electromagnetic radiation in the
visible part of the spectrum into electrical power. PV
devices are typically low-cost and provide relatively high
efficiency. Typical values of efficiency for PV cells range
from 5% to more than 25% depending on the technol-
ogy. For example, silicon multicrystalline solar cells have
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about 20% efficiency [10]. Emerging technologies such as
organic polymer solar cells [11] have lower efficiency—in
the order of 5%. Electromagnetic converters [12] which
harvest radio frequency (RF) energy are typically used
to power passive electronic devices such as RFID tags.
However, ambient levels of RF energy are very low and
spread over a wide spectrum. Harvesting a useful amount
of energy using this kind of harvester for powering a typ-
ical WSN node would require large broadband antennas.
Thermal-to-electricity converters [13] exploit a thermal
gradient to extract energy from a thermal source. The
conversion efficiency is limited by the difference in the
absolute temperature from the cold side to the hot side.
For example, using the human body heat as a source of
energy and considering an ambient temperature of 20◦C
would give an approximated conversion efficiency of only
5.5% [14]. Mechanical energy sources can be classified in
steady state, intermittent and vibration [15]. Steady state
sources are based on fluid flow (such as wind and air cur-
rents) and water flow. This sources are mainly used for
macro scale electrical power generation as in wind tur-
bines and hydroelectric plants. Wind generators have also
been adapted for WSN nodes [6]. For example Jointiff’s
wind generator (Windlab Junior) can generate 500mW
maximum at 2000 rpm [16]. Examples of intermittent
mechanical sources are vehicles passing over an energy
harvesting device or human activity such as walking or
typing. Mechanical vibrations sources such as heating,
ventilation, and air conditioning (HVAC) ducts, manu-
facturing and assembly equipment can be easily found
in household and industrial environments. Piezoelectric
generators (PEG) exploit the piezoelectric effect to harvest
energy from such mechanical energy sources. It has been
shown [5] that they can provide a non negligible amount
of energy: about 250μW/cm3 at 120Hz and 2.5m/s2 for
vibration based generators.
Table 1 summarizes the main parameters for the energy

sources and harvesters discussed above. Considering that
the peak power consumption of a recent WSN node [7] is
in the order of tens of mW, only the solar energy (outdoor
conditions) can provide a sufficient amount of power to
the platform. In reality the WSN node operates at a rela-
tively low duty cycle. The average power consumption will

Table 1 Common harvesting energy sources [7]

Energy source Power density Conditions

Light 15mW/cm3 Outdoor

Light 10μW/cm3 Indoor

Electromagnetic 143μW/cm3 4W 900MHz RFID @ 1m

Thermal 40μW/cm3 � T = 5 ◦C
Mechanical vibration 200μW/cm3

then be lower than the peak value. A more precise anal-
ysis, as well as numerical examples, will be given in the
following sections.

Power management for energy harvestingWSN
Besides the problem of designing an energy harvesting
system that effectively extracts and stores energy, an effi-
cient power management policy must also be considered.
Research on energy harvesting power management has
recently gained lot of attention, especially in the field of
WSNs [8,18-21]. One of the earliest studies on energy har-
vesting powermanagement can be found in reference [22].
Duty-cycling is used to adjust the power consumption of
a WSN node. During the initial phase the characteristics
of the energy source are learned by the node. Then a fixed
duty-cycle is applied. The effectiveness of this solution
depends on the variability of the energy source. A more
principled algorithm for dynamically adapting the duty-
cycle of a sensor node is discussed in [8]. The authors
assume that the energy source is periodic. A period is then
divided into intervals of equal duration. An estimate of
the energy input, that is assumed to be constant over the
course of a single block, is computed from historical data.
A duty-cycle is then set for each block based on an initial
estimate. Online changes are applied if there is a mis-
match between the actual energy received and the energy
estimated by the model. The effectiveness of this power
management solution, that is the ability to adapt to envi-
ronmental variations, mainly depends on the initial choice
of the size of the intervals. In [8], this duration was fixed
to 30min. The authors also present the notion of energy
neutral operation, which is the ability to operate in a way
that the energy used is always less or equal to the energy
harvested. This concept is then used to develop the energy
neutral power manager discussed above.
The energy neutral concept defined in [8] is extended in

[19]. Here the authors use techniques from the adaptive
control theory to increase the adaptivity of an energy har-
vesting power manager. This power manager relies solely
on the current state of charge of the battery to make
duty-cycling decisions. This approach is thus model-free
with respect to the energy source. The effectiveness of
the power manager is validated in simulation. Experi-
mental results show that an average 16% performance
improvement can be achieved when compared to the
power manager proposed by [8].

Models library forWSN node
A task level platform loadmodel
Figure 2 represents a formalization of the platform load.
As shown, the platform load is first characterized by a
wake-up period represented by Twi. During this period,
the platform is first active, then inactive. An active period
may be composed of several activities that correspond to
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Figure 2 Formalization of the platform load.

different levels of current consumption. A typical active
period is composed of Sensor, CPU and RF activities.
However, in order to get as general platform model as
possible, different activities having their own individual
period, sometimes differing from the wake-up period, can
be defined.
For example, in Figure 2 three different kinds of

activities have been defined: sensing, transmission and
forwarding.
The sensing activity is executed every wake-up period

(Twi), the transmission occurs with a period TTx and the
forwarding with a period Tfwd. For cooperative WSNs,
each node in the network is in charge of forwarding mes-
sages they receive from other nodes in order to reach the
sink. For this reason, we have also included a forwarding
mode in our model. In this mode, the node first listens to
the radio, and if a message from another node is received,
it will forward it to the next hop in the network.
During the inactive period the system enters a sleep

state for power saving.Qsense is the charge delivered by the
battery when the sensing task is executed, which accounts
for the current consumed by the microcontroller and the
sensor.
When either the transmission or the reception task are

also executed, there is an increase in the current con-
sumption and the battery delivers a supplementary QTx
or (QTx + QRX) Ampere-hour of charge compared to the
previous case.
The rate at which the battery is discharged depends

on the average discharge current. This parameter can be
computed using our model and is represented by the α

factor that is defined as follows:

α = Q
Twi

(1)

α denotes the charge consumed by the platform over a
wake-up period (Twi). In other words α is the average cur-
rent delivered by the battery during a wake-up period.
This parameter can be computed independently for each
activity (e.g., sensing, RF transmission and RF reception)
enabling a modular and accurate characterization of the
application.

Energy harvesting and battery recharge circuit integrated
model
The energy harvester and recharge circuit are modeled
using a parameter, called β , which is a function of the
energy that is available from the environment. For exam-
ple, for a solar panel, β will be a function of light intensity.
The β parameter models both the efficiency of the energy
harvester and the efficiency of the voltage regulator, as
well as the circuit used to recharge the battery. This
parameter is expressed in Ampere and indicates the rate at
which the energy harvester can recharge the battery under
a fixed amount of energy available from the environment.
Figure 3 shows the β parameter as a function of light

intensity (expressed in Lux) for a solar-harvesting sys-
tem. The curve was extracted through experiments on a
2.25in × 2.25in solar panel and a 100μAh Li-Ion bat-
tery [7]. More parameters can also be taken into account
in order to refine the model, such as the type of light
(fluorescent, incandescent, sun light) and its spectral char-
acteristics, the quantum efficiency of the solar cell, etc.
Although simple, our model provides a good approxi-

mation of the energy that can be harvested by the system
and helps define the application load requirements and
power management policies. A detailed description of the
procedure used to characterize the β parameter can be
found in [23].
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Figure 3 β for different light conditions.

A battery state of charge model for periodic workload
Using the α and β parameters introduced in Sections ‘A
task level platform load model’ and ‘Energy harvesting
and battery recharge circuit integrated model’, the state of
charge (SoC) of a battery for the next n wake-up periods
(Twi) can be computed using Equation (2):

SoC(t + nTwi) = SoC(t)+[ β − (αs + αTx
Twi
TTx

+

+ αfwd
Twi
Tfwd

)] nTwi − Kleak nTwi

(2)

In this equation, αs, αTx, and αfwd are the current
consumption for sensing, transmission and forwarding
(reception and transmission), respectively. Equation (2) is
only true if the conditions (3), (4), and (5) are respected.

SoC(t = 0) = SoCmax (3)

SoCmin ≤ SoC(t + nTwi) ≤ SoCmax (4)

β , αs, αTx and αfwd are constants on [ t, t + nTwi]
(5)

SoCmax represents the capacity of the battery.We consider
that the battery is fully charged at t = 0 (3). As the battery
can neither store more charge than its capacity nor be dis-
charged more than its limit, its SoC is bounded between
SoCmax and SoCmin (4). Finally, and for sake of simplicity,
Equation (2) is true if the luminosity (β) and the average
discharge current over a wake-up period (α) are con-
stants (5). If these parameters fluctuate during this period,
Equation (2) can be easily divided into smaller period
intervals. The leakage current is modeled with the Kleak
parameter. This parameter represents two effects: the

battery self-discharge and the current drawn by the plat-
form during inactive periods (e.g., the current consump-
tion of the low-power mode).

Model validation using the TI EZ430 platform
We have conducted a series of tests in order to vali-
date our SoC estimation approach. TheTexas Instruments
EZ430 solar energy harvesting platform [7] was used as
experimental platform. Its solar panel is optimized for
operating indoor under low-intensity fluorescent light.
Figure 4 demonstrates the power supply architecture of
the EZ430 solar energy harvesting platform. The output
of the 2.25in × 2.25in solar panel is connected to a boost
converter that raises the voltage to the necessary level
needed to recharge the battery, or power the system.
The charger circuit is controlled by a control circuit that

can disconnect it from the boost converter if the output
voltage falls below the level needed to recharge the bat-
tery. A protection circuit is placed at the output of the
two Lithium thin-film 50μAh rechargeable batteries, in
order to protect them from fully discharging. Finally, a
1000μF capacitor is connected to the output of the bat-
teries to mitigate the effect of the pulse discharge current.
The application board is also equipped with an MSP430
microcontroller and a CC2500 RF transceiver. The board
is programmed with an End Device (ED) application that
periodically sends a packet through the air to a base sta-
tion. During the idle period both the microcontroller and
the radio chip are put into a sleep state. The platform
load characterization is performed by measuring the cur-
rent consumed for RF transmission tasks of an end-device.
Measures of current levels are depicted in Figure 5.
As shown, two activities are performed by the node for

each individual wake-up period: an RF transmission and a
CPU task. Equation (2) was used to predict the SoC, then
the lifetime (LT) of the system under different light con-
ditions. The estimated and measured lifetimes (LT) are
compared for different wake-up periods. The results are
shown in Table 2.
As can be observed, the model is accurate as the error

always remains below 10% for 0 lux. It is interesting to
note that with a Twi of 20 s the tests lasts for 10 h while
the lifetime prediction error is only 2min. The prediction
error slightly increases for 200 and 700 lux, but the model
still gives accurate results. In fact, during experiments the
luminosity fluctuates around these values. This is why
we observe a higher deviation of the model than with-
out energy harvesting (β = 0). At 200 lux (respectively,
700 lux) and for a Twi higher or equal to 4 s (respec-
tively, 2 s) the energy harvested (β) is higher than the
energy consumed (α), such that the system functions in
energy neutral conditions. Therefore the LT is theoreti-
cally infinite (∞). In Spite of the fact that our model has
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Figure 4 EZ430 power supply architecture.

Figure 5Measured current for the EZ430 platform.
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Table 2 Validationof the SoC estimation technique (LT inminutes)

0 lux � 200 lux � 700 lux

Twi [sec] α [μ A] LT LT LT LT LT LT
(exp) (model) (exp) (model) (exp) (model)

1 128.52 28 29 50 38 88 78

2 64.26 54 59 140 112 / +∞
3 42.84 83 88 312 332 / +∞
4 32.13 107 117 / +∞ / +∞
6 21.42 162 176 / +∞ / +∞
10 12.85 290 294 / +∞ / +∞
20 6.43 585 587 / +∞ / +∞

been validated on the TI EZ430 platform, we believe it is
applicable to a wide range of platforms.

Range of applicability of themodels
We first analyze the platform load model (α) proposed in
Section ‘A task level platform load model’. The power con-
sumption usually changes according to the voltage supply.
Current electronics systems can be powered with a wide
voltage range. If a switching regulator (e.g., a buck reg-
ulator) is used to provide regulated power to the load,
then the current that it draws from the battery will change
according to its input and output voltage. In this case, the
α parameter must be rescaled by a factor that takes into
account the efficiency of the switching regulator. On the
other hand, if a linear regulator is used, as in our case, it
is reasonable to consider α to be independent from the
battery voltage.
In Section ‘Energy harvesting and battery recharge cir-

cuit integrated model’, we proposed to model the battery
recharge process with a β parameter, which is a function
of the light intensity. The solar cell and recharge circuit
are then modeled as a simple current generator. Some
assumptions must be made in order for this model to be
valid. Firstly, the operating point of a solar panel must
be forced by a proper circuit (i.e., MPPT control circuit).
Moreover, the efficiency of the recharge circuit will vary
greatly depending on the output voltage of the solar cell.
The capacity of the battery will also have a huge impact on
the recharge process. In our model, all the variables hav-
ing an impact on the efficiency of the recharge process are
implicitly included in the β parameter.
Moreover, the energy harvesting and battery recharge

model can also be extended to other energy harvest-
ing systems. The characterization procedure described
in Section ‘Energy harvesting and battery recharge cir-
cuit integrated model’, is not associated with a specific
energy harvester. The function plotted in Figure 3, rep-
resents the relation between the battery recharge current
and the intensity of the external source (the light intensity

in our case). If the same function would have to be com-
puted for a thermoelectric harvester, then it will represent
the relation between the temperature gradient and the β

parameter.

Powermanagement for energy harvestingWSN
nodes
In this section, we consider the problem of adapting the
performance and power consumption of the system to
the available energy. Performance scaling is achieved by
varying the wake-up period (Twi) of the sensor node.
Duty-cycling between active and low power states is very
effective for reducing the power consumption. Moreover,
almost all of the WSN nodes features one or more low-
power states.
A generic power management system is shown in

Figure 6. The system is composed of three main blocks:
the energy harvesting sensor, one or more power man-
agement algorithms and a SoC predictor. An energy har-
vesting sensor is used to estimate the current level of
harvested energy. This value is then used to compute the
recharge rate (β) based on the battery recharge model.
The harvesting sensor can be made into a current meter
that measures the output current of the energy harvester.
The power management algorithms are in charge of set-
ting the Twi of the platform. Different algorithms can be
used depending on the energy availability and the present
state of charge of the battery. Three types of operations
are considered:

• Energy-neutral: the system works only with the
energy coming from the environment. However a
portion of the harvested energy can also be used to
recharge the battery.

• Negative-energy: as soon as there is no energy to
harvest, the operation is only supported by the energy
stored in the battery.

• Positive-energy: if the harvested energy exceeds the
required energy to operate at peak performance, the
recharge rate of the battery can be improved.
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Figure 6 A generic power management architecture.

Those algorithms are detailed in Sections ‘An
open-loop energy neutral power manager (OL-PM)’ and
‘Closed-loop energy neutral power manager’.

An open-loop energy neutral power manager (OL-PM)
Figure 7 shows the architecture of our Open-loop power
manager (OL-PM). We use the term open-loop to under-
line the fact that the decision of the power manager is
based solely on the current value of β . As a result, the
power manager does not use the SoC prediction to com-
pute the current value of Twi. The system is composed of
four main blocks:
Power manager software timer: The power manager is

periodically executed, with a period that is a multiple
of the wake-up period Twi. Every time Twi changes, the
power manager wake-up period (Tpm) is set to n times
Twi.

Tpm = nTwi (6)

Limiting the execution of the power manager reduces
its CPU overhead but limits its reactiveness. The trade-off
between overhead and reactivity can be tuned by adjusting
the n parameter.
Energy harvesting sensor and battery recharge model:

this block estimates the recharge rate of the battery (β).
System parameters database (AppDB): different values

for the wake-up period Twi as well as the task level plat-
form loads (αi) are stored in a database.

Energy neutral power manager: this block implements
the power management strategy. By balancing the har-
vested and consumed energy (i.e., α and β), the system
works only with the energy coming from the environ-
ment. As a results, the SoC of the battery should remain
constant over the time. Its value relies on the way the sys-
tem has functioned, i.e., how much time the system has
worked in both negative and positive energy conditions.
Using Equation (2) the condition for energy neutrality for
the next nTwi periods can be expressed as follows:

SoC(t) = SoC(t + nTwi) − Qpm, (7)

whereQpm is the charge consumed by the powermanager.
Replacing SoC(t + nTwi) using Equation (2) gives:

(β − α) nTwi − Kleak nTwi − Qpm = 0 (8)

By replacing α with Equation (1), the energy neutral
wake-up period can then be expressed as a function of the
following parameters:

Twi =
⌈Q + Qpm/n

β − Kleak

⌉
(9)

As Twi is an integer, the result of Equation (9) is approx-
imated (the decimal part is removed). The ceil function
returns the smallest integer not less than its argument. So
Equation (9) is used to round toward the nearest energy
neutral. Note that returning the nearest integer value (i.e.,
rounding function) can also be used. However, with the
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Figure 7 Open-loop power manager architecture.

ceil operation the Twi will always be greater than the
real energy neutral value. The residual energy that is not
consumed is used to recharge the battery. Using the ceil
function is therefore equivalent to operate the system in
positive-energy condition.

Closed-loop energy neutral power manager
The architecture of our Closed-Loop power manager (CL-
PM) is depicted in Figure 8. The CL-PM is composed of

same building blocks as the OL-PM, plus the negative-
energy power manager, the zero-energy-interval (ZEI)
predictor and the SoC predictor. As a result, two power
management strategies are available: the energy-neutral
and the negative-energy technique. The name closed-
loop is used to emphasize the fact that an output signal
(SoC(t + nTwi)) is fed back into the input of the negative-
energy power manager block. The Zero-Energy-Interval
or ZEI, defines the periods during which the energy

Figure 8 Closed-loop power manager architecture.
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harvested from the environment is approximatively nil. As
the duration of those periods is generally unknown, the
powermanager uses a predictor to estimate the ZEIs dura-
tions. A simplified block diagram of the ZEI predictor is
shown in Figure 9.
When the harvested energy drops under a given thresh-

old (βth) a ZEI flag is set to indicate to the power manager
that an energyless period has begun. As soon as this flag is
set, a timer is started. This timer is stopped when the har-
vested energy rises up again the same threshold. The ZEI
predictor provides two output signals:

• ZEI: a boolean that indicates if the incoming β is
lower than βth. An hysteresis comparator is used to
prevent oscillation.

• DZEI: an integer value expressed in seconds used to
estimate the ZEI duration. As shown in Figure 9, this
value is computed as the average of the last four
measured DZEI. If less than four measures are
available, a default value of 14 h (50400 s) is used.

Figure 9 shows the behavior of the ZEI predictor during
five days for a solar energy harvesting system. The hystere-
sis of the comparator prevents undesired oscillation of the
ZEI signal and thus provides an accurate estimation of the
ZEI duration.
Negative-Energy strategy: During a ZEI, β is under the

threshold βth, so the energy-neutral power management
can not respect the equality given in Equation (7). Another
strategy must be used in order to find a Twi period that
prevents a complete discharge of the battery. If we call t∗
the start of a ZEI, the condition that must be respected is:

SoC(t∗) + α DZEI − KleakDZEI ≥ SoCmin + M, (10)

where SoC(t∗) is the state of charge of the battery at the
beginning of the ZEI,DZEI is an estimation of the duration

of the ZEI and M is the battery discharge margin. This
safety margin M is used to counterbalance the inaccura-
cies in the SoC and DZEI estimations. By replacing α with
Equation (1), the constraint for Twi can be expressed as
follows:

Twi ≥ QDZEI
SoC(t∗) − KleakDZEI − (SoCmin + M)

(11)

As we can see the Twi is inversely proportional to
SoC(t∗). Therefore the more the charge stored in the bat-
tery the lower the Twi and thus the higher the data-rate
during the energy-less period. The power consumption
(Q) and the leakage (Kleak) act in the opposite sense
increasing the constraint on the wake-up period, and thus
lowering the data-rate. Simulation results presented in
Section ‘Effect of the safety margin (M) on the CL-PM
performance’ will show that a 5% margin of the discharge
capacity of the battery is a good system trade-off.

Simulation results for a solar energy harvesting
WSN platform
In this section, we will present a case study used to val-
idate our power management strategies. This case study
is based on the TI EZ430 [7] solar energy harvesting plat-
form equipped with 2.25in × 2.25in solar panel and a
100μAh Li-Ion battery. TheOL-PM and CL-PM are com-
pared with the power manager presented in [8]. Note that
this power manager has been adapted to the α and β mod-
els discussed in Section ‘Models library for WSN node’.
We simulated these three powermanagers using a five-day
solar energy data set. The battery and solar panel models
as well as the power managers are implemented in Mat-
lab. We ran the simulations on a laptop PC equipped with
an Intel Core-i5 CPU cadenced at 2.5GHz and 3.8GB
of RAM. The duration for simulating five days of node

Figure 9 The zero-energy-interval predictor.
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operation is about 2min. Therefore,many simulations can
be run for different types of power managers and system
parameters, thus allowing a comprehensive exploration
of the design space in a reduced amount of time. The
following section presents the simulation setup.

Simulation setup and energy data set profile
The values for the platform power consumption model (α
parameters) were measured for the TI EZ430 platform.
The corresponding measured current consumption for a
sensing and an RF transmission is shown in Figure 5. The
values of the α parameter for different wake-up periods
are reported in Table 2.
In order to get realistic values for the harvested energy

(β parameter), we measured the light intensity in an office
close to a window, i.e., with a direct light source. We con-
nected a luxmeter to a PC andmeasured the light intensity
with an interval of 5 s during five days. We repeated the
same procedure to obtain the two data-set, that are shown
in Figure 10. The data-set 1, is composed of measures
collected during autumn, while the measures of data-
set 2 were collected during spring. The values for the β

parameter were then computed using the function given
in Figure 3. The statistical informations about the two
data-set are shown in Table 3.
The system parameters are detailed in Table 4. The

wake-up period Twi goes from 1 to 120 s within a 1 s inter-
val. The power management execution overhead (Qpm)
has been considered equivalent to the charge consumed
by a sensing task followed by a RF transmission. Given the
low complexity of our power managers, this overhead can
be considered as a worst case scenario.

The battery parameters are reported in Table 5. The
depth of discharge of the battery is limited by SoCmin,
which is imposed by the protection circuit discussed in
Section ‘Model validation using the TI EZ430 platform’.
As a result, the effective battery discharge capacity Cd is
63μAh, thus lower than the SoCmax.

Evaluationmetrics
Here are the metrics used to evaluate the performance of
the different power managers:

• Average data-Rate (〈Rd〉): It is defined as the ratio
between the size of a packet that is sent (a payload of
33 bytes is used) and the wake-up period, Twi. The
average throughput is computed over the five days,
including the periods of time where the battery is
fully discharged (in this case the data-rate is null).

• Maximum and minimum data-rate (Rdmax, Rdmin):
These metrics give an indication of the peak and
minimal achievable performance of a node using a
given power manager.

• Average SoC (〈SoC〉): This metric is used to assess if
the power management algorithm drifts away from
an energy-neutral condition. In other words, the
average SoC is used to determine how far the
decisions of the power manager stray from the energy
neutral condition (Equation (7)).

• Battery failures (Bf ) : This metric gives a measure of
the correctness and reliability of the power manager’s
choices. A value of ‘zero’ means that the battery is
never fully discharged and the node is always
operational.
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Figure 10 The values of β during five days in an office.
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Table 3 β statistical informations

Mean [μA] Standard Deviation [μA]

Data-set 1 26.29 35.28

Data-set 2 21.31 27.81

Performance comparison
Simulation results for the power managers (for the energy
data set shown in Table 3) are reported in Table 6.

Data-set 1 (D1)
As can be observed, both the OL-PM and the CL-PM
improve the average data-rate (〈Rd〉) by more than 50%
compared to the algorithm proposed in [8], using the data-
set 1. The CL-PM produces a better Rd compared to the
OL-PM. This slight difference is caused by the fact that
during zero energy intervals (ZEIs) the CL-PM uses the
negative-energy strategy while theOL-PMuses a fixedTwi
(Twi,max). It can therefore better exploit the energy stored
in the battery to produce a higher data-rate. As an exam-
ple, from Figure 11 it can be observed that from the 25th
to the 38th hour the OL-PM produces a constant data-
rate of 2.2 bits/s even if, at the beginning, its battery is
fully charged. During the same period, the CL-PM uses
an estimate of both the SoC and the duration of the ZEI
to control the data-rate. As a result, it can increase the
data-rate to about 10 bits/s, thus improving the quality of
service. At the end of the ZEI (i.e., the 38th hour) the bat-
tery is more discharged (about 45μAh) compared to the
OL-PM case (80μAh). This can also be observed by com-
paring the SoC slopes of the two power managers (the
CL-PM has a steeper slope). However, as shown, the CL-
PM can partially recharge the battery during the next few
days and once again provide a better data-rate during the
following ZEIs.
The improvement in the average data-rate 〈Rd〉 com-

pared to [8] can be mainly explained by the fact that
the energy harvested has a high variability as it can be
observed from Table 3. Both the OL-PM and the CL-PM
are able to exploit this variability thanks to their reactiv-
ity which can be efficiently tuned using the n parameter.
The activation period of those power managers falls in the
order of tens of seconds. So, as shown in Figure 11, both
the OL-PM and the CL-PM can effectively control the
data-rate in order to follow the β energy harvested profile.

Table 4 System parameters

Twi [min, max] Qtx Qpm n
[sec] [μAs] [μAs]

OL-PM [1, 120] 128.52 128.52 10

CL-PM [1,+∞] 128.52 128.52 10

Table 5 Battery parameters

SoCmin SoCmax Cd
[μAh] [μAh] [μAh]

37 100 63

The algorithm proposed by [8] takes a different approach.
It samples the energy source every 30min and it also uses
an EWMA filter to predict the energy availability for the
next 24 h. However, this algorithm excessively filters the
data from the energy harvester (β). As a result, the power
manager cannot exploit the peak of energy availability to
increase the data-rate (Rd). Moreover, the Rd produced
by the Kansal algorithm has a higher variance compared
to both the OL-PM and the CL-PM. These behaviors can
be easily observed in Figure 12 during the second, third
and fourth days. Data-rate stability may be an important
feature in applications such as event monitoring. Those
types of applications can thus benefit from power man-
agers such as OL-PM and CL-PM that produce a stable
data-rate.
Rdmax is the same for all three algorithms, as it is depen-

dent upon the peak energy harvested by the solar panel,
which is the same in all cases. Nevertheless, the differ-
ences in reactivity also account for the fact that the battery
is never fully discharged for the OL-PM and the CL-PM
(Bf = 0), while it happens nine times in five days for
Kansal. As shown in Figure 12, the node stops sending
data (i.e., Rdmin = 0) for a variable amount of time, on
average two times a day.
The Rdmin of the OL-PM is bounded by the maximum

value of the wake-up period (Twi,max = 120 s) defined
in Table 4. This corresponds to a 2.2 bits/s data-rate as
shown in Table 6 and in Figure 11. The CL-PM has
an unbounded maximum wake-up period. Its Rdmin can
therefore approach lower values depending on the SoC
of the battery during the ZEIs. It is interesting to note
that the goal of both the OL-PM and the power man-
ager proposed in [8] is to operate the system in energy
neutrality. In perfect conditions the average SoC of the
battery should be equal to the initial SoC (in our case
SoCmax). Inaccuracies in β estimation and lack of reac-
tivity cause a SoC drift. The SoC drift is defined as
the difference between the SoCmax and the average SoC
(〈SoC〉). As it can be observed from Table 6, the drift is
only 11.2μAh, otherwise stated 17.7% of the discharge
capacity (Cd) for the OL-PM. It can accurately track the
variation of β and it can operate the system to an almost
energy-neutral state. In the meantime, the Kansal algo-
rithm produces a drift of 34.19μAh, which is 54% of
the discharge capacity Cd . This is due to the assump-
tion made by the authors that the energy harvested is
constant over a period of 30min. However this assump-
tion is violated many times within our data set. We can
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Table 6 Performance comparison between the Kansal algorithm [8], the OL-PM and the CL-PM

〈Rd〉 Rdmax Rdmin 〈SoC〉 Bf

[bits/s] [bits/s] [bits/s] [bits/s] [bits/s] [bits/s] [μAh] [μAh]

D1 D2 D1 D2 D1 D2 D1 D2 D1 D2

Kansal [8] 29.55 36.5 132 264 0 0.66 65.81 88.79 9 0

OL-PM 44.61 36.7 132 132 2.2 2.2 88.8 92.67 0 0

CL-PM 45.87 36.7 132 132 0.37 0.73 69.27 75.57 0 0

therefore conclude that considering the harvested energy
constant over a long period (e.g., 30min) can lead to inac-
curacies and performance degradation. The goal of the
CL-PM is to maximize the efficiency of the energy utiliza-
tion during ZEIs. It uses the negative-energy technique
that draws the energy from the battery to increase the
Rd. This behavior can be observed in Figure 11. During
ZEIs (β = 0), the CL-PM adapts the data-rate accord-
ing to the energy stored in the battery while the OL-PM
produces a constant Rd. As a result, the battery is better
exploited by the CL-PM, which explains its lower average
SoC.

Data-set 2 (D2)
As can be observed from Table 6, the three power man-
agers have about the same performance using the data-set
2. The average energy available in the data-set 2 is lower
compared to the energy available in the data-set 1, this
explains why the average data-rate for the three power
managers is lower compared to the data-set 1. Moreover,
as the data-set 2 has a lower variance, the Kansal power
manager, which is accurate for consistent weather con-
ditions, produces about the same data-rate compared to

both the CL-PM and the OL-PM. In the previous section,
we observed that the prediction approach of Kansal do not
work very well on a data-set that has a high variance, like
the data-set 1. In the data-set 1, the OL-PM and the CL-
PM, that do not use a predictive approach, can exploit the
peak of energy availability to increase the data-rate (Rd).
In conclusion, we have shown that our CL-PM and OL-
PM power managers provide good performance both for
constant and variable (cloudy and sunny days are mixed)
weather conditions, while the Kansal approach is accurate
only for constant or slow varying weather conditions.
Finally, in order to show the benefit of using an energy

harvesting system, we compare the simulation results that
we have obtained with our power managers to a battery
powered system. We use the battery characteristics and
platform power consumption shown in Tables 5 and 4,
respectively, and we consider that the node uses a con-
stant wake-up period. The worst-case scenario for the
lifetime occurs when the node wakes-up with a period of
1 s, in this case the lifetime is 29min. If a period of 120 s is
used, the lifespan is extended to 58 h and 52min, which is
approximately two and half days.
Experimental results have shown that reactivity is an

important feature of a power manager. For our two power

Figure 11 Execution traces of the OL-PM (n = 10) and CL-PM (n = 10,M = 3.15μAh) during four days of the data-set 1.
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Figure 12 Execution traces of the Kansal power manager during four days of the data-set 1.

managers the reactivity can be tuned by adjusting the n
parameter. A value of 10 has been used for the experi-
ments carried out in this section. However, other choices
are possible and we will investigate their effects on the
system performance in the following section.

Power manager’s reactivity analysis
We have conducted some experiments to investigate the
impact of varying the reactivity of the power manager, the
n parameter, on the overall performance of the OL-PM.
Figure 13 shows the average SoC, the average data rate and
the lowest value of the SoC (SoCl) obtained for different
values of n.
As previously discussed, the more the SoC diverges

from the SoCmax the more the energy neutrality condition
is violated. Experimental results show that for a n smaller
than 10 the system tends to perform poorly for the 〈SoC〉
and SoCl. In reality, the gain induced by the increased
reactivity is counterbalanced by the OL-PM overhead.
The impact of the power management overhead is higher
when β is lower (and even more when β is null). During
those periods the system cannot actually work in energy
neutrality even with the biggest value of Twi. As it can be
seen from Figure 13, the average SoC tends to become
stable for a n between 10 and 20, while the best values
for the average data-rate are between 6 and 20. For values
greater than 20 the lack of reactivity of the powermanager
deteriorates the global performance.

Effect of the safety margin (M) on the CL-PM performance
The CL-PM behavior during ZEIs (where the negative-
energy strategy is used) can be tuned through the adapta-
tion of the safety margin (M) parameter. This parameter
prevents the battery from fully discharging, thus avoid-
ing battery failures. As discussed in Section ‘Closed-loop
energy neutral power manager’, this parameter counter-
balances the inaccuracies on the SoC and DZEI estima-
tions. As it can be observed fromEquation (11), the higher
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the value of M, the higher the wake-up period Twi during
ZEI and thus a lower Rd .
Experimental results are summarized in Table 7. Four

different values of the safety margin were considered for
the experiments. Those values are expressed as a percent-
age of the discharge capacity (Cd) of the battery described
in Table 5. Values ranging from 3.17 to 20% of Cd were
used. We can see that M is more correlated to the average
and minimum SoC (〈SoC〉 and SoCl, respectively) than to
the average data-rate 〈Rd〉. SinceM is used in the negative-
energy strategy, only the data-rate during ZEIs is affected
by this parameter. As it can be observed in Figure 11, the
data-rate resulting from theCL-PM during ZEIs (β = 0) is
almost ten times lower than the data-rate produced when
energy is available from the environment (β > 0). This
explains why a variation of 17% of M produces a variation
of only 2.5% in the 〈Rd〉. In the meantime, the variation of
the 〈SoC〉 and the SoCl are 12.2 and 17% of Cd, respec-
tively. Increasing M lowers the data-rate as well as the
power consumption during ZEIs. As a results, the SoC
decreases more slowly when M is higher, thus both the
〈SoC〉 and the SoCl tend to increase. For the input data set
used in this study, the CL-PM does not experience battery
failures even with a margin of 2μAh (Table 7). However,
with this value of M the SoCl gets as close as 0.5μAh
from the SoCmin. Considering that secondary effects, like
the battery discharge capacity fading [24,25], can provoke
variations on the SoCmin, a greatermargin should be used.
The margin M can therefore be adjusted depending on
the battery technology, ambient conditions (temperature,
humidity, etc.) and battery ageing.
During these experiments the average data-rate

obtained is about 45 bits/s for both the OL-PM and
CL-PM. Let us imagine that the objective is to increase
the data-rate up to 100 bits/s. To achieve this goal, we
must either consider increasing the size of the energy
harvester or the battery capacity. In the following section,
we demonstrate the benefit of using our simulation
framework to address the problem of finding the optimal
system size for a solar harvestingWSN node.

Energy harvesting networks
Sensor networks are often cooperative, so that almost
all the sensors do sense, transmit and relay (receive and

Table 7 Effect of the safetymargin (M) on the CL-PM
performance

M [μAh] 2 3.15 6.3 12.6

Cd% 3.17% 5% 10% 20%

〈SoC〉 [μAh] 69.27 70.37 71.89 78.94

SoCl [μAh] 37.5 38.99 41.82 48.45

〈Rd〉 [bits/s] 45.87 45.82 45.73 44.73

forward packets). In this latter case, nodes send messages
received by other nodes so that the information can reach
the sink.
In real life cooperative sensor network scheme, nodes

can spend a high percent of their energy for relaying
packets from other nodes. We now consider a sensor net-
work in which nodes have energy harvesting capabilities.
Although nodes are equipped with the same energy har-
vesting hardware, they can have different wake-up periods
(Twi) because the environmental energy is different at
each location.
We consider the cluster-tree topology shown in

Figure 14. The cluster-tree topology is a special case of
a mesh network where there is a single routing path
between any pair of nodes and there is a distributed syn-
chronization mechanism. In this kind of network there is
a unique coordinator (i.e., the sink), and one router per
cluster, the nodes C and N2, respectively, in the example
shown in Figure 14. The nodeN2 (i.e., the router) provides
synchronization services to its child nodes (N0 and N1).
N2 can send its own messages to the sink, but it can also
forward messages coming from nodes N0 and N1.
We base our study on an extension of the IEEE

802.15.4 protocol with beacon-enabled mode using slot-
ted CSMA/CA medium access protocol [26]. In beacon-
enabled mode, the coordinator C and the router N2
periodically send beacons to synchronize nodes that are
associated with them. Figure 15 shows the timing dia-
gram of the MAC algorithm for the network example
of Figure 14. In beacon-enabled mode, the coordinator
defines a superframe structure which is characterized by
a beacon interval (BI) and a superframe duration (SD).
The BI defines the time between two consecutive bea-
cons, while the SD defines the active portion of the BI.
If BI > SD, there is an inactive period during which the
node can enter a low power mode to save energy. In the
IEEE 802.15.4 protocol, BI and SD are determined by two
parameters, the beacon order (BO) and the superframe
order (SO), as follows:

BI =aBaseSuperframeDuration · 2BO
SD =aBaseSuperframeDuration · 2SO

where 0 ≤ SO ≤ BO ≤ 14

The aBaseSuperframeDuration parameter defines the
minimum active period duration and is equal to 15.36ms
for the 2.4GHz physical layer at 250 kbps. During the
active period (SD), nodes use CSMA/CA to access the
medium. Since we consider low power nodes with limited
energy storage capabilities, we choose a low duty-cycle
configuration by setting SO = 0. In this case the dura-
tion of the active period corresponds to 15.36ms. Each
node chooses its beacon interval (BI), based on the energy
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harvesting level, using the power managers presented in
Sections ‘An open-loop energy neutral power manager
(OL-PM)’ and ‘Closed-loop energy neutral power man-
ager’. As a consequence we consider that BI ≡ Twi. As the
BO parameter belongs to the [ 0, 14] interval, the wake-up
period (or beacon interval) of the nodes can vary in the
range [15.36ms, ∼250 s]. In order to have the same con-
figurations shown in Table 4 for both power managers, we
choose values greater or equal to six for the BO param-
eter. According to that, we thus have a wake-up period
comprised in the [1 s, ∼250 s] interval.

Figure 15 shows the timing diagram of the MAC algo-
rithm. At the beginning of the W1 window, the coordi-
nator (C ) sends a beacon (Bc) containing information
related to its superframe structure, including BI and SD
parameters. Since the router N2 is synchronized with C,
it receives the coordinator′s beacon. N2 can send its own
data (DN2) to C using the CSMA/CA access technique.
For that, two clear channel assessments (CCA) are first
performed to check if the radio channel is free. In that case
the two CCAs are followed by a transmission (Tx(DN2) in
Figure 15). As the node N2 acts as a router, it periodically
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sends a beacon (BN2) to synchronize its child. This bea-
con is sent during the inactive period of the coordinator in
order to avoid collisions. Then, any end device (N0 or N1
in our case) that wants to transmit data to the router (N2)
uses the CSMA/CA technique as well (W2 window). In
the next beacon interval (W4 window), the node N2 first
forwards the packet of N0 (DN0) and then sends its own
data DN2. This process is repeated every wake-up period.
As nodes can have different wake-up periods, the nodes

having the shortest ones must buffer packets as long as the
router is ready to receive. This would be the case for N0 in
our example (e.g.,W3 window).
Although we do not simulate MAC protocols in our

framework, we have performed a study based on the pro-
tocol described above. This study aims at evaluating the
impact of forwarding packets on data-rate. For that, we
analyzed the nodeN2 behavior. Based on power consump-
tion measures for the different activities (cf. Table 8) we
have simulated the CL-PM power manager.
The simulation results are shown in Table 9.
As it can be observed, the impact on the data-rate is

about 80% compared to the results given in Table 6. This
decrease is due to synchronisation and listening activities
of the router.

Optimal system size for a solar harvestingWSN
node
System specifications
In this section, we consider the solar energy harvesting
platform model discussed in Section ‘Model validation
using the TI EZ430 platform’. In order to limit the design
space explored, we only use the CL-PM powermanager. In
accordance with the assumptionsmade before, the param-
eters that can be tuned to find the optimal sizing are
both the size of the battery and the solar panel. A range
of values for the battery discharge capacity (Cd) and for
the solar panel average output current (〈β〉) are fixed as
follows:

• Battery: 63μAh ≤ Cd ≤ 1260μAh.
• Solar panel: 26μA ≤ 〈β〉 ≤ 78μA.

The lowest values for the battery discharge capacity
(Cd) and the solar panel parameters 〈β〉 are those of the
EZ430 platform presented in Section ‘Model validation
using the TI EZ430 platform’. For the discharge capacity,
four values are considered, all of which are multiples of
63μAh: 63μAh, 315μAh, 630μAh, and 1260μAh. The

Table 8 MAC power consumption parameters

Qtx Qrx QCCA Qlisten

[μAs] [μAs] [μAs] [μAs]

128.52 77.192 68.82 118.6

Table 9 Impact of the forwarding activity on the data-rate

Percentage of forwarded packets (%) Data-rate (〈Rd〉)
[bits/s]

100 7.25

50 8.4

maximum value of Cd is twenty times higher than the
minimum. This range of values is realistic for small size
Lithium batteries [27,28]. The same technology, thus the
same efficiency, has been considered for the solar panels.
The values of 〈β〉 are obtained by scaling the output of
the 26μA solar panel. Three values are considered: 26μA,
52μA, and 78μA Since the light conditions are the same
for all cases (e.g., Table 3), the different values of 〈β〉 can
be obtained by increasing the solar panel size. However,
the representation of the relationship between 〈β〉 and the
solar panel size is beyond the scope of this article.

Analysis of the throughput for different size system
Experimental results for the CL-PM, discussed in Section
‘Simulation results for a solar energy harvesting WSN
platform’, have shown that an average data-rate of about
45 bits/s can be obtained using the configuration of the
EZ430 platform. We can then run different simulations
increasing both the battery size and the solar panel 〈β〉
parameter in order to find a configuration that satisfies a
100 bits/s requirement. The average data-rate as a func-
tion of both the battery and the solar panel size is shown in
Figure 16. These values were obtained in simulations that
lasted about 30min (2min per configuration).
As can be observed, for large batteries (Cd>1000μAh),

increasing the solar panel size (then the 〈β〉) from the
lowest to the highest value increases the data-rate from
58 to 138 bits/s (a ratio of 2.38). In the meantime, a
compression effect on the data-rate appears for smaller
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Figure 16 The average data-rate (〈Rd〉) for different batteries
and solar panels.
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batteries when the solar panel size exceeds a given thresh-
old (〈β〉 > 50μA in our case). For a 63μAh battery, the
〈Rd〉 varies from 45.87 to 94.4 bits/s (a ratio of 2). It is
important to notice that using our CL-PM, the size of the
battery only affects the data-rate during ZEIs. By look-
ing at Equation (11), we see that the wake-up period
during ZEI is inversely proportional to the SoC of the bat-
tery, namely SoC(t∗). The maximum value of SoC(t∗) is
bounded by the battery SoCmax. So, the condition that
must be fulfilled to maximize the data-rate during ZEIs
can be expressed as follows:

SoC(t∗) � SoCmax (12)

Once this condition is met for a given battery-solar
panel pair, the data-rate has reached its compression
point. An optimal sized solar panel must thus provide a
sufficient amount of energy (constrained by the light con-
ditions) to completely recharge the battery at the end of
the day. Even if further energy is harvested, it could not be
stored in the battery. For instance, for a solar panel with a
〈β〉 of 26μA, increasing the battery 20 times its size (from
63 to 1260μAh) will only boost the data-rate by a factor
of 1.4 (from 45.8 to 64.86 bits/s). In more general terms,
from Figure 16 we can observe that increasing the solar
panel size is more effective than increasing the battery size
for improving the data-rate. Since the maximum data-rate
is achieved when the energy is available from the environ-
ment (as it can be observed from Figure 11) the harvesting
capability (i.e., the solar panel size) has a major impact on
performance.
In order to find an optimized battery/solar panel config-

uration from Figure 16, we follow the curve along which

the data-rate has a constant value (isoline) of 100 bits/s
which is plotted in Figure 17.
As it can be observed with a battery of 63μAh, we

cannot achieve the requirement of 100 bits/s regardless
the value of the 〈β〉 parameter of the solar panel. Simi-
larly, with a 〈β〉 of 26μA there is no configuration that
satisfies this data-rate constraint. To meet the require-
ment we must thus increase both the solar panel and
the battery size. Moreover, in order to respect the data-
rate constraint, the design must be located either onto
or above the isoline. The battery/solar panel pairs that
respect these conditions are marked with a triangle on
Figure 17. As we can see, there are four configurations
above the isoline. Those configurations provide a data-
rate higher than 100 bits/s and are thus oversized with
respect to our requirement. Finally, the configuration
{〈β〉,Cd} = {52μA, 630μAh} exactly matches the data-
rate constraint. It is therefore the most efficient sizing for
our system.

Conclusion
In this article, we presented a framework for modeling
and simulating energy harvesting WSN nodes. We have
presented a high level modeling approach, based on the
α and β parameters, used to describe a generic energy
harvesting system. The accuracy of the models have
been validated through experiments carried out on real
hardware.
Two novel power management architectures for on-

line duty-cycle adaptation have been proposed. The OL-
PM is centered on an energy-neutral approach while the

Figure 17 Isoline for an average data-rate (〈Rd〉) of 100bits/s.
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objective of the CL-PM is to optimize system operation
in both energy-neutral and negative-energy conditions.
These powermanagers were evaluated in simulation using
a real energy data set from a recent solar energy harvesting
platform. The comparison with a state-of-the-art power
management algorithm shows that our power managers
provide a significant performance improvement (50%) as
well as continuous operation. Further analysis has shown
that an efficient setting of the power management tunable
parameters, such as the reactivity and the safety margin,
can improve the performance and the reliability of the
system when using a solar energy harvester.
A case study of system sizing for a solar energy har-

vesting platform has thus been outlined in our article. We
have shown that both the battery and the solar panel size
impact the performance of the system, i.e., the data-rate.
Using our simulation framework, we were able to rapidly
find a configuration that exactly matches the data-rate
constraint.
In future studies we first plan to extend the models

presented in this study to other types of energy har-
vesting systems and energy storage devices. For instance,
we plan to add to our framework piezoelectric harvest-
ing systems as well as supercapacitor models. The power
manager architectures would also need to be improved to
make them more adaptive and thus applicable to a wider
range of energy harvesting systems. We will also focus on
improving our simulation environment. Our main objec-
tive is to improve the automation of our tool to facilitate
the exploration of different architectures.
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