Akhtar Journal of Electrical Systems
Journal of Electrical Systems and Inf Technol (2024) 11:31

https:/doi.org/10.1186/543067-024-00152-2 and Information Technology

, - , ®
Correction: Unveiling the evolution GE

of generative Al (GAIl): a comprehensive
and investigative analysis toward LLM models
(2021-2024) and beyond

Zarif Bin Akhtar'
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zarifbinakhtarg@gmail com; Following publication of the original article [1], the authors reported problems in
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graphical illustrations. The updated Figs. 4, 6 and 7 have been provided in this correction.
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Fig.4 An overview illustration for Multimodal Models in action
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Generated object descriptions

0,265, 96, 378, ‘boat,
225,784, 276,841, bird,
74,732,100, 808, 'boat,
174,606, 204, 640, bird,
65,384, 92, 516, boat,
161,351,190, 405, 'bird,
21,743, 43,751, ‘person,
22,362, 31,370, ‘person,
24,753, 43,761, ‘person,
294, 873,314,906, 'bird,
2,43,89,143, 'boat,

208, 584, 232, 624, bird'
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The Pix2Seq framework for object detection. The neural network percetves an image, and generates a sequence of tokens for each object, which correspond to bounding boxes and class labels.

Fig. 6 The research findings for generative Al models in experimentation 1
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By combining LFNR and GPNR, models are able to produce new views of a scene given only a few images of it These models are particularly effective when handling view-dependent effects like the
refractions and translucency on the test tubes. Source: Still images from the NeX/Shiny dataset

Top: Example cat images from AFHQ. Bottom: A synthesis of novel 3.D views created by LOLNCRF

Fig. 7 The research findings for generative Al models in experimentation 2

The original article [1] has been corrected.
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